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Abstract

The existence of a solution to a Dirichlet problem, for a class of nonlinear elliptic equations,

with a convection term, is established. The main novelties of the paper stand on general growth

conditions on the gradient variable, and on minimal assumptions on Ω.

The approach is based on the method of sub and supersolutions. The solution is a zero of an

auxiliary pseudomonotone operator build via truncation tecniques.

We present also some examples in which we highlight the generality of our growth conditions.

1 Introduction

We are concerned with Dirichlet problems for elliptic equations of the form

(1.1)

{
−div

(
A′(|∇u|) ∇u|∇u|

)
= f(x, u,∇u) in Ω

u = 0 on ∂Ω ,

where Ω is an open set in Rn, n ≥ 2, with �nite Lebesgue measure |Ω|, f : Ω × R × Rn → R is
a Carathéodory function and A : [0,∞) → [0,∞) is a continuously di�erentiable, strictly convex
function, vanishing at 0, and such that A′(0) = 0.
We emphasize that the convection term f(x, u,∇u) depends not only on the solution u, but also on
its gradient ∇u and this makes variational methods not applicable. The interest of the problem is
witnessed by several contributions on existence results for Dirichlet problems with the convection
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term and the p−Laplace or the (p, q)−Laplace operator ([FGM, FMMT, FMP, G, MMM, MT, MW,
R]), and also for more general operators ([DF, GW, T]).
We prove some existence results for (1.1) under general assumptions an A. Our abstract framework
is that of Orlicz spaces and this allows A to be a Young function, not necessarily of power type.
This also implies a choice of functions f wider than allowed in [FGM, FMMT, FMP, G, MMM,
MT, MW, R]. The growth of f is now related (in a way that we will explain better later) to the
function A.
Our approach to (1.1) rests upon the use of sub and supersolutions (see Section 3 for the de�nitions).
Related techniques can be found in [DF, FMMT, FMP, G, MMM, MT]. An abstract existence result
for (1.1) can be proved, via the theorem on pseudomonotone operators (Theorem 4.9), provided
that a subsolution and a supersolution exist. Various results in the literature require additional
assumptions on f , used only to build a subsolution and a supersolution (see [FMMT, FMP, MMM,
MT]). Other authors are not just concerned with the existence of subsolutions and supersolutions
(see [DF, G]). By contrast, two of our results are formulated under a weaker uni�ed assumption on
f , which guarantees the existence of a subsolution and a supersolution and enable us to apply a new
abstract existence result (Theorem 3.6) for problem (1.1), in which the existence of a subsolution
and a supersolution is required.
As far as the regularity of Ω is concerned, we note that the results mentioned above hold in bounded
sets with a su�ciently smooth boundary. We are able to substantially weaken these assumptions.
For instance, Ω can be an open set having �nite measure and satisfying the cone property. In fact, we
can allow for arbitrary open sets Ω with �nite measure, under additional suitable a priori regularity
properties of sub and the supersolutions.
Some more detailed comments on the growth condition on the gradient variable. Unlike most papers
dealing with this kind of problem ([FMMT, FMP, G, MMM, MT]), the growth condition in the
gradient variable on A and f are not necessarily of power type. In particular |f | is assumed to be
bounded from above respect to the gradient in terms of a Young function E that growths essentially
more slowly then the optimal Sobolev conjugate of A. Our hypotheses on the function A embrace
the p-Laplacian, the (p, q)-Laplacian, the p mean curvature operator (p > 1), and functions of the
form A(t) = tp lgα(c + t), for suitable α and c. Related results in this direction can be found in
[DF, GW], where the general setting is that of Musielak-Orlicz-Sobolev spaces. In [DF] a more
restrictive de�nition of sub and supersolution is adopted and prevents from using constant sub or
supersolutions. In [GW] the authors study a double phase problem with a convection term via the
theorem on pseudomonotone operators.
The paper is arranged as follows. In Section 2 we introduce the Orlicz-Sobolev spaces that we use
throughout the paper. In Section 3 we state our main Theorems and present some applications of
Theorem 3.6, in which we highlight how the function f can have a behavior that is outside the
classical settings. In Section 4 we prove the technical auxiliary results that we use in Section 5. In
particular, we present some new properties of the truncation and of the Nemytski operator in the
new setting. All these results are known in the classical situation but are new in our framework,
where a ∆2 condition plays a crucial role. The main results are proved in Section 5.

2 Young functions and Orlicz spaces

In this Section we give the main de�nitions on Young functions, introduce the Orlicz Sobolev spaces
that we use throughout the paper and present some of their basic properties. For a comprehensive
treatment of Young functions and Orlicz spaces we refer the reader to the monographs [HH, KrRu,
RR1, RR2]. At the end of the Section we present our main results.
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De�nition 2.1 A function A : [0,∞)→ [0,∞] is called a Young function if it is convex, vanishes
at 0, and is neither identically equal to 0, nor to in�nity.

For any a Young function A, one has

A(λt) ≥ λA(t) for all λ ≥ 1, t ≥ 0.

De�nition 2.2 A Young function A is said to dominate another Young function B near in�nity
(brie�y B ≤ A near in�nity), if there exist constants c0 > 0 and M ≥ 0 such that

(2.1) B(t) ≤ A(c0t) for all t ≥M .

If (2.1) holds with M = 0, then we say that A dominates B globally. Two Young functions A and
B are called equivalent near in�nity [globally] if they dominate each other near in�nity [globally].

De�nition 2.3 The function B is said to increase essentially more slowly than A near in�nity
(brie�y B � A), if

(2.2) lim
t→∞

B(λt)

A(t)
= 0 for all λ > 0 .

Condition (2.2) is equivalent to

(2.3) lim
s→∞

A−1(s)

B−1(s)
= 0 .

Here A−1 and B−1 are the (generalized) left-continuous inverse of A and of B respectively.

Note that if A dominates B near in�nity but they are not equivalent near in�nity then B � A.

De�nition 2.4 The Young conjugate of a Young function A is the Young function Ã de�ned as

Ã(s) = sup{st−A(t) : t ≥ 0} for s ≥ 0.

For any Young function A one has
˜̃
A = A,

(2.4) ts ≤ A(t) + Ã(s) for t, s ≥ 0

and
t ≤ Ã−1(t)A−1(t) ≤ 2t for t ≥ 0 .

Hence,

(2.5)
A(t)

t
≤ Ã−1(A(t)) ≤ 2

A(t)

t
for t > 0 .

Further, if B is �nite valued and A� B then B̃ � Ã (see [BC], Proposition A4).

De�nition 2.5 A Young function A is said to satisfy the ∆2-condition near in�nity (brie�y A ∈ ∆2

near in�nity) if it is �nite valued and there exist constants K ≥ 2 and M ≥ 0 such that

(2.6) A(2t) ≤ KA(t) for t ≥M .
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De�nition 2.6 The function A is said to satisfy the ∇2-condition near in�nity (brie�y A ∈ ∇2

near in�nity) if there exist constants K > 2 and M ≥ 0 such that

(2.7) A(2t) ≥ KA(t) for t ≥M .

If (2.6) or (2.7) holds with M = 0, then A is said to satisfy the ∆2-condition (globally), or the ∇2-
condition (globally), respectively. If A and B are equivalent near in�nity then A ∈ ∆2 near in�nity
if and only if B ∈ ∆2 near in�nity.

Let us now introduce the Orlicz spaces where we work together with their main properties. We
state them in the general setting, and we specify from time to time if some additional condition is
needed for them to hold. Let Ω be a measurable set in Rn, n ≥ 1. Given a Young function A, the
Orlicz space LA(Ω) is the set of all measurable functions u : Ω→ R such that the Luxemburg norm

‖u‖LA(Ω) = inf

{
λ > 0 :

∫
Ω
A
(

1
λ |u|

)
dx ≤ 1

}
is �nite. The functional ‖ · ‖LA(Ω) is a norm on LA(Ω), and it is a Banach space (see [Ad]).

If A is a Young function and Ã denotes its conjugate, then a generalized Hölder inequality

(2.8)

∫
Ω
|uv| dx ≤ 2‖u‖LA(Ω)‖v‖LÃ(Ω)

holds for every u ∈ LA(Ω) and v ∈ LÃ(Ω).
From [RR1, Theorem 12, Chapter 3] we know that for v ∈ LA(Ω) and {vk} ⊂ LA(Ω) one has

(2.9) lim
k→∞

‖vk − v‖LA(Ω) = 0

if and only if

(2.10) lim
k→∞

∫
Ω
A

(
|vk − v|

λ

)
dx = 0 for every λ > 0 .

Further, if (2.10) is in force, then up to a subsequence, we can �nd w ∈ LA(Ω) such that |vk(x)| ≤
w(x) a.e. in Ω for all k ∈ N. The proof of this fact follows the same lines of that of the classical
situation where LA(Ω) = Lp(Ω).
Finally, if (2.6) holds, then

(2.11)

∫
Ω
A(λ|u|)dx < +∞ for every λ > 0, for every u ∈ LA(Ω) .

This fact is no longer true when (2.6) fails.
Let A and B be Young functions such that A dominates B near in�nity. If |Ω| < ∞, we have the
embedding

(2.12) LA(Ω)→ LB(Ω).

In particular,

(2.13) LA(Ω)→ L1(Ω)

for any Young function A. Moreover

LA(Ω) is re�exive if and only if A ∈ ∆2 ∩∇2 near in�nity
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(see [Sch, Corollary 7.2]).
Given any Young function A ∈ C1([0,+∞)), de�ne the quantities

iA = lim inf
t→+∞

t ·A′(t)
A(t)

, sA = lim sup
t→+∞

t ·A′(t)
A(t)

.

One has 1 ≤ iA ≤ sA ≤ +∞. The conditions

(2.14) iA > 1 and sA < +∞

are equivalent to A ∈ ∇2 ∩∆2 near in�nity. Finally, we introduce another quantity that comes into
play in our main result:

pA = inf
t>0

t ·A′(t)
A(t)

.

The condition pA > 1 is equivalent to A ∈ ∇2 globally. Also, if pA > 1 then A′(0) = 0, and (see
[CM, Lemma A.1]

(2.15)

∫
Ω
A(|v|)dx ≥ ‖v‖pA

LA(Ω)
for every v ∈ LA(Ω), such that ‖v‖LA(Ω) ≥ 1 .

In the main results we require

(2.16) pA > 1 and sA < +∞ .

The �rst inequality is crucial in the proof of the coercivity of a suitable functional, the other one in
many technical lemmas.

The Lemma below extends (2.11). It will be used several times in the paper, either to prove the
well posedness of some functionals or the summability of suitable functions.

Lemma 2.7 Assume that |Ω| < ∞. Let C and D be two Young functions such that D � C near
in�nity or D and C are equivalent near in�nity and D ∈ ∆2 near in�nity. Then for every λ, k > 0
there exists a constant c = c(λ, k,D,C, |Ω|) such that

(2.17) sup
‖u‖

LC (Ω)
≤k

∫
Ω
D(λ|u|)dx ≤ c ,

and

(2.18) sup
‖u‖

LC (Ω)
≤k
‖G−1(D(λ|u|))‖LG(Ω) ≤ max{1, c} for every Young function G.

Proof. In the proof ‖u‖C stands for ‖u‖LC(Ω). Let us consider �rst the case in which D � C near
in�nity. Given λ, k > 0 there exists t0 > 0 such that

D(λkt) ≤ C(t) if t ≥ t0 .

Thus, if ‖u‖C ≤ k, then∫
Ω
D(λ|u|)dx =

∫
{
|u|
‖u‖C

≤t0
}D

(
λk
|u|
‖u‖C

)
dx+

∫
{
|u|
‖u‖C

>t0
}C

(
|u|
‖u‖C

)
dx ≤ D(λkt0)|Ω|+ 1 .
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Choose c = D(λkt0)|Ω|+ 1 and (2.17) follows.
(2.18) can be deduced from the inequalities below, via the very de�nition of the Luxemburg norm.∫

Ω
G

(
(G−1)D(λ|u|)

max{1, c}

)
<

1

max{1, c}

∫
Ω
D (λ|u|) dx ≤ 1 .

Assume now that D and C are equivalent near in�nity and D ∈ ∆2 near in�nity. Let M and K be
as in (2.6). Given λ, k > 0, choose h satisfying λk ≤ 2h. Then∫

Ω
D(λ|u|) ≤

∫
Ω
D

(
λk
|u|
‖u‖C

)
dx ≤

∫
{
|u|
‖u‖C

≤M
}D(λkM)dx

+

∫
{
|u|
‖u‖C

>M
}KhD

(
|u|
‖u‖C

)
dx ≤ D(λkM)|Ω|+Kh .

We can now argue as for previous case.

From now on, we assume that Ω is an open set in Rn and |Ω| <∞. The isotropic Orlicz-Sobolev
spaces W 1,A(Ω) and W 1,A

0 (Ω) are de�ned as

W 1,A(Ω) = {u : Ω→ R :u is weakly di�erentiable in Ω, u, |∇u| ∈ LA(Ω)}(2.19)

and

W 1,A
0 (Ω) = {u : Ω→ R : the continuation of u by 0 outside Ω(2.20)

is weakly di�erentiable in Rn, u, |∇u| ∈ LA(Ω)}.

The space W 1,A(Ω) equipped with the norm

‖u‖W 1,A(Ω) = ‖u‖LA(Ω) + ‖∇u‖LA(Ω),

is a Banach space. Also, on the Banach space W 1,A
0 (Ω) we can use the equivalent norm

‖u‖
W 1,A

0 (Ω)
= ‖∇u‖LA(Ω).

From (2.13) we know that

(2.21) W 1,A(Ω)→W 1,1(Ω) for every Young function A .

If A ∈ ∆2 ∩∇2 near in�nity, then the Orlicz-Sobolev space W 1,A
0 (Ω) is re�exive ([BC], Proposition

3.1).

De�nition 2.8 (see [Ci3]) The optimal Sobolev conjugate of A is de�ned by An : [0,∞)→ [0,∞]

(2.22) An(t) = A(H−1(t)) for t ≥ 0,

where H : [0,∞)→ [0,∞) is given by

H(t) =

(∫ t

0

(
τ

A(τ)

) 1
n−1

dτ

)n−1
n

for t ≥ 0,

provided that the integral is convergent. Here, H−1 denotes the generalized left-continuous inverse
of H.
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Note that if A� B then An � Bn too.
Before stating the optimal embedding theorem for W 1,A(Ω) we set

G
(

1

n′

)
= {G ⊂ Rn : G is open and there exist two positive constants Q,N

such that |E|
1
n′ ≤ QP (E;G) for all E ⊂ G with |E| ≤ N} ,

here P (E;G) is the perimeter of E relative to G (see [M]) and n′ = n
n−1 .

Any bounded set G having the cone property belongs in G
(

1
n′

)
.

Let now Ω ∈ G
(

1
n′

)
. Assume that Ω has �nite measure and

(2.23)

∫
0

(
τ

A(τ)

) 1
n−1

dτ <∞ ,

then (see [Ci1, Theorem 2]

(2.24) W 1,A(Ω)→ LAn(Ω) .

Thus from [Ci1, Theorem 3] (or [LI, Theorem 3.1]), the embedding W 1,A(Ω)→ LE(Ω) is compact
for every Young function E � An near in�nity.
If Ω is an open subset in Rn having �nite measure then (see [Ci3, Theorem 1])

(2.25) W 1,A
0 (Ω)→ LAn(Ω) ,

and there exists a constant C = C(n) such that

(2.26) ‖u‖LAn (Ω) ≤ C‖u‖W 1,A
0 (Ω)

for every u ∈W 1,A
0 (Ω) .

Moreover, the embedding W 1,A
0 (Ω) → LE(Ω) is compact for every Young function E � An near

in�nity.
If

(2.27)

∫ ∞( τ

A(τ)

) 1
n−1

dτ =∞

then An assumes only �nite values, while when

(2.28)

∫ ∞( τ

A(τ)

) 1
n−1

dτ <∞ ,

then An(t) =∞ for t large and (2.26) yields

‖u‖L∞(Ω) ≤ C‖u‖W 1,A
0 (Ω)

for every u ∈W 1,A
0 (Ω).

When (2.27) holds then (see [BC, (3.13)])

(2.29)

∫
Ω
An(λ|u|)dx <∞ for every u ∈W 1,A

0 (Ω), and everyλ > 0.

It is worthwhile to point a partial extension of (2.24), (2.25) and (2.26) when (2.23) fails. If (2.23)
fails then we can substitute A with another function B equivalent to A near in�nity and such that
(2.23) holds (in particular B > A near 0). Due to |Ω| <∞, W 1,A

0 (Ω) = W 1,B
0 (Ω) and (2.24), (2.25)

and (2.26) hold with Bn. In the future, according to this convention, we denote always with An the
optimal conjugate in (2.26).
The Proposition below establishes a new property for the function An.
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Proposition 2.9 Let A ∈ C1([0,∞)) be a Young function and let An be its Sobolev conjugate,
de�ned as in (2.22). Then

(2.30) lim inf
t→+∞

t ·A′n(t)

An(t)
≥ n

n− 1
,

and An ∈ ∇2 at in�nity.

Proof. We consider only the case in which (2.27) holds. The function H is increasing and H ∈
C1([0,+∞)). Making the change of variable H−1(t) = s, and using the inequality A′(s) > A(s)

s ∀ s >
0

t ·A′n(t)

An(t)
=
t · A′(H−1(t))

H′(s)|s=H−1(t)

A(H−1(t))
=
H(s)A′(s)

H ′(s)A(s)
=

(∫ s

0

(
τ

A(τ)

) 1
n−1

dτ

)n−1
n

·A′(s)

n−1
n

(∫ s

0

(
τ

A(τ)

) 1
n−1

dτ

)− 1
n

·
(

s
A(s)

) 1
n−1 ·A(s)

=
n

n− 1
·

(∫ s

0

(
τ

A(τ)

) 1
n−1

dτ

)
·A′(s) · (A(s))

2−n
n−1

s
1

n−1

≥ n

n− 1
·

(∫ s

0

(
τ

A(τ)

) 1
n−1

dτ

)
· A(s)

s · (A(s))
2−n
n−1

s
1

n−1

=
n

n− 1
·

(∫ s

0

(
τ

A(τ)

) 1
n−1

dτ

)
· (A(s))

1
n−1

s
n
n−1

for t > 0, s = H−1(t) .

Thus

(2.31) lim inf
t→+∞

t ·A′n(t)

An(t)
≥ lim inf

s→+∞

n

n− 1
·

(∫ s

0

(
τ

A(τ)

) 1
n−1

dτ

)
· (A(s))

1
n−1

s
n
n−1

.

Let

l = lim inf
s→+∞

n

n− 1
·

(∫ s

0

(
τ

A(τ)

) 1
n−1

dτ

)
· (A(s))

1
n−1

s
n
n−1

.

If l = +∞ then we �nished. Otherwise, using the De L'Hopital theorem (a version with the

lim infs→+∞
f(s)
g(s) for positive f and g)

l ≥ lim inf
s→+∞

n
n−1 ·

[(
s

A(s)

) 1
n−1 · (A(s))

1
n−1 + 1

n−1

(∫ s

0

(
τ

A(τ)

) 1
n−1

dτ

)
· (A(s))

1
n−1
−1 ·A′(s)

]
n
n−1s

1
n−1

≥ lim inf
s→+∞

[
s

1
n−1 + 1

n−1

(∫ s

0

(
τ

A(τ)

) 1
n−1

dτ

)
· (A(s))

1
n−1
−1 · A(s)

s

]
s

1
n−1

= 1 +
l

n
.(2.32)

From (2.32) we deduce l ≥ n
n−1 , and (2.30) follows. Since n

n−1 > 1 we conclude that An ∈ ∇2 at
in�nity.

Tornatore
Matita
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3 Main Results and Examples

In this Section we state the main results of the paper (Theorems 3.2, 3.3 and 3.6) and present some
examples.
First we give the fundamental de�nition of weak solution to (1.1).

De�nition 3.1 We say that u ∈W 1,A
0 (Ω) is a weak solution to problem (1.1) if∫

Ω
A′(|∇u|) ∇u

|∇u|
∇vdx =

∫
Ω
f(x, u,∇u)vdx

for all v ∈W 1,A
0 (Ω), and f(x, u,∇u)v ∈ L1(Ω) for every u, v ∈W 1,A

0 (Ω).

We introduce some functions that come into play in Theorems 3.2 and 3.3. Even if there is a
di�erence between the behaviour allowed for f in the �rst and in the second result, the assumptions
on the functions involved are the same, so for simplicity we list them here.
We assume

(H) :



E : [0,+∞[→ [0,+∞[ is a Young function, E � An near in�nity and a ≥ 0 is a constant,

ρ1, ρ2 : Ω→ [0,+∞[ are two measurable functions, ρi ∈ LÃn(Ω), i = 1, 2, and
ρ2(x) > 0 on a set of positive measure;

g1, g2 : [0,+∞[→ [0,+∞[ are two non decreasing functions such that g1(0) = g2(0) = 0

and there exist s0 > 0, k1 ∈]0, ω
1
n
n |Ω|−

1
n [, k2 > 0 such that

g1(|s|)|s| ≤ A(k1|s|) and g2(|s|)|s| ≤ An(k2|s|) for all |s| ≥ s0 .

Here ωn is the measure of the unit ball in Rn.

Theorem 3.2 Let Ω be an open set in Rn, with n ≥ 2, such that |Ω| <∞. Let A ∈ C1([0,+∞)) be
a Young function for which (2.16) holds. Assume also that A satis�es (2.23) and (2.27), or (2.28).
Let f : Ω× R× Rn → R be a Carathéodory function ful�lling
(3.1)
−ρ1(x)− g1(|s|) ≤ f(x, s, ξ) ≤ −ρ2(x) + g2(|s|) + aẼ−1(A(|ξ|)) for a.e. x ∈ Ω, all (s, ξ) ∈ R×Rn ,

where a, E, ρ1, ρ2, g1, g2 are as in (H). Then problem (P ) possesses a nontrivial solution u ∈
W 1,A

0 (Ω) such that u ≤ 0 a.e. in Ω.

Theorem 3.3 Let Ω be an open set in Rn, with n ≥ 2, such that |Ω| <∞. Let A ∈ C1([0,+∞)) be
a Young function for which (2.16) holds. Assume also that A satis�es (2.23) and (2.27), or (2.28).
Let f : Ω× R× Rn → R be a Carathéodory function ful�lling
(3.2)
ρ2(x)− g2(|s|)− aẼ−1(A(|ξ|)) ≤ f(x, s, ξ) ≤ ρ1(x) + g1(|s|) for a.e. x ∈ Ω, all (s, ξ) ∈ R× Rn ,

where a, E, ρ1, ρ2, g1, g2 are as in (H). Then problem (P ) possesses a nontrivial solution u ∈
W 1,A

0 (Ω) such that u ≥ 0 a.e. in Ω.

To prove the Theorems above we need a new abstract existence result for problem (1.1), Theorem 3.6
below. Before stating it, we introduce the new de�nitions of sub and supersolution. These de�nitions
are adapted to the new contest, but they coincide with the classic ones for smooth domains.

De�nition 3.4 We say that u ∈W 1,A(Ω) is a supersolution to (1.1) if (u)− ∈W 1,A
0 (Ω) and

(3.3)

∫
Ω
A′(|∇u|) ∇u

|∇u|
∇vdx ≥

∫
Ω
f(x, u,∇u)vdx

for all v ∈W 1,A
0 (Ω), v ≥ 0 a.e. in Ω.
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De�nition 3.5 We say that u ∈W 1,A(Ω) is a subsolution to (1.1) if u+ ∈W 1,A
0 (Ω) and

(3.4)

∫
Ω
A′(|∇u|) ∇u

|∇u|
∇vdx ≤

∫
Ω
f(x, u,∇u)vdx

for all v ∈W 1,A
0 (Ω), v ≥ 0 a.e. in Ω.

Any subsolution and any supersolution to problem (1.1) belong in W 1,A(Ω) and thus in LA(Ω).
In the following Theorem we require a slightly stronger property: u, u ∈ LAn(Ω). This condition is
veri�ed, for instance, when Ω ∈ G

(
1
n′

)
. We note also that, due to |Ω| <∞, all essentially bounded

sub and supersolutions belong in LAn(Ω). The same holds for sub and supersolutions belonging in
W 1,A

0 (Ω).

Theorem 3.6 Let Ω be an open set in Rn, with n ≥ 2, such that |Ω| <∞. Let A ∈ C1([0,+∞)) be
a Young function for which (2.16) holds. Assume also that A satis�es (2.23) and (2.27), or (2.28).
Let u and u be a subsolution and a supersolution of problem (1.1), respectively, with u ≤ u a.e. in
Ω and such that the Carathéodory function f : Ω× R× Rn → R ful�lls

(3.5) |f(x, s, ξ)| ≤ σ(x) + aẼ−1(A(|ξ|)) a.e. x ∈ Ω, all s ∈ [u(x), u(x)], all ξ ∈ Rn ,

where σ ∈ LÃn(Ω), a > 0 and E : [0,+∞[→ [0,+∞[ is a Young function, E � An near in�nity.
Assume also that u, u ∈ LAn(Ω).
Then problem (P ) possesses a solution u ∈W 1,A

0 (Ω) such that u ≤ u ≤ u a.e. in Ω.

In the proof of Theorems 3.2 (and 3.3), under one hypothesis, we construct a subsolution (a super-
solution) via variational methods, a constant supersolution (a constant subsolution) and then we
apply Theorem 3.6 to guarantee the existence of a solution.
Usually (see for instance [FMMT, MT]), the problem of �nding a subsolution and a supersolution
to (1.1) requires some additional assumptions on f and sometimes on Ω too. A simple situation,
di�erent from that of Theorems 3.2 and 3.3, is one in which the structure of f leads to constant sub
and super solutions. In the examples below we specialize Theorem 3.6 (and consequently Theorems
3.2 and 3.3) to some classes of functions A, which govern the di�erential operator in the equation
(1.1). We also consider functions f for which the existence of a sub and of a super solution can
easily be established. Even if such sub and supersolutions are bounded, the general assumptions on
Ω prevent us to obtain the regularity of the solution too.
Obviously, all the growth conditions with respect to the gradient, considered in the examples below,
are admissible also for functions f satisfying (3.1) or (3.2), for which the existence of solution is
guaranteed by Theorems 3.2 or 3.3.
In all the examples Ω is an open subset in Rn with �nite measure.

3.1 The (p,q)− laplacian

Consider the case when

(3.6) A(t) =
tp

p
+ µ

tq

q
for t ≥ 0,

where 1 < q < p <∞ and µ > 0. Problem (1.1) then reads

(3.7)

{
−div

(
(|∇u|p−2 + µ|∇u|q−2)∇u

)
= f(x, u,∇u) in Ω

u = 0 on ∂Ω .



11

We have

(3.8) An(t) ≈


tp∗ near in�nity if p < n

et
n′

near in�nity if p = n
+∞ near in�nity if p > n .

Also, if p ≤ n then (2.23) and (2.27) hold, while if p > n then (2.28) holds.
Let g : R → R be a continuous function, such that g(s1) = g(s2) = 0 for some s1 < 0 < s2 and
g(s) 6= 0 for all s ∈]s1, s2[. Take also a measurable sign changing function, h : Ω→ R.
Assume p < n and h ∈ L(p∗)′(Ω). Let also h1 : [0, 1] → R be a continuous function such that

h(1) = lg
− 1
p∗ (2). Set

f(x, s, ξ) =


g(s)h(x) + h1(|ξ|) for (x, s, ξ) ∈ Ω× R× Rn, |ξ| ≤ 1

g(s)h(x) + |ξ|
p

(p∗)′

lg
1
p∗ (1+|ξ|p)

for (x, s, ξ) ∈ Ω× R× Rn, |ξ| > 1 .

Then u1 = s1 and u2 = s2 are a subsolution and a supersolution to (3.7) and u ≡ 0 is not a solution

nor a sub or a supersolution. Let E(t) = tp∗

lg(1+t) . Then Ẽ
−1(t) ≈ t

1
(p∗)′

lg
1
p∗ (1+t)

near in�nity, so we can

�nd a, b, c > 0 such that

|f(x, s, ξ)| ≤ b|h(x)|+ c+ aẼ−1(A(|ξ|)) for x ∈ Ω, s ∈ [u1, u2], ξ ∈ Rn

and f satis�es (3.5) with σ(x) = b|h(x)|+c. By Theorem 3.6, problem (3.7) has a nontrivial solution
u ∈ [u1, u2].
Let now p ≥ n and the functions g and h as above. Assume now h ∈ L1(Ω) if p > n, h ∈ Lq(Ω), for
some q > 1, if p = n. Set

f(x, s, ξ) = g(s)h(x) +
|ξ|p

lg(1 + |ξ|p)
for (x, s, ξ) ∈ Ω× R× Rn .

Then u1 = s1 and u2 = s2 are a subsolution and a supersolution to (3.7) and u ≡ 0 is not a solution
nor a sub or supersolution. For E(t) = et − 1 one has Ẽ−1(t) ≈ t

lg(1+t) near in�nity, so we can �nd
a, b, c > 0 such that

|f(x, s, ξ)| ≤ b|h(x)|+ c+ a(Ẽ)−1(A(|ξ|)) for x ∈ Ω, s ∈ [u1, u2], ξ ∈ Rn

and f satis�es (H) with σ(x) = b|h(x)|+c. By Theorem 3.6, problem (3.7) has a nontrivial solution
u ∈ [u1, u2].

Remark 3.7 The growth conditions on f with respect to ξ are weaker than those allowed in the clas-

sical Lebesgue spaces. Usually, when p < n one has |ξ|q, for some q < p
(p∗)′ , rather than

|ξ|
p

(p∗)′

lg
1
p∗ (1+|ξ|p)

.

Also, when p ≥ n the growth condition with respect to ξ involves a power |ξ|q, for some q < p but

this does not include |ξ|p
lg(1+|ξ|p) .
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3.2 The A(p,q)− Laplacian

Let us further consider the problem

(3.9)

{
−div(lg(1 + |∇u|q)|∇u|p−2∇u) = f(x, u,∇u) in Ω

u = 0 on ∂Ω ,

where p > 1, q > 0. Then (according to the convention on modify A near 0 when (2.23) does not
hold)

An(t) ≈


tp∗ lg

n
n−p (1 + t) near in�nity if p < n

et
n
n−2

near in�nity if p = n
+∞ near in�nity if p > n .

Let g : R → R be a continuous function such that g(0) < 0 and g(s1) = 0 for some s1 < 0. Let
h : Ω→ [0,+∞[ be a measurable function, h(x) > 0 a.e. in Ω.
Assume p < n and let h ∈ L(p∗)′(Ω). Set

f(x, s, ξ) = g(s)h(x) + |ξ|
p

(p∗)′ lg(1 + |ξ|p) for (x, s, ξ) ∈ Ω× R× Rn .

Then u = s1 and u ≡ 0 are a subsolution and a supersolution to (3.9), respectively and u ≡ 0 is

not a solution. Let E(t) = tp
∗

lg(1 + t). Then Ẽ−1(t) ≈ t
1

(p∗)′ lg
1
p∗ (1 + t) near in�nity, so we can �nd

a, b, c > 0 such that

|f(x, s, ξ)| ≤ bh(x) + c+ aẼ−1(A(|ξ|)) for x ∈ Ω, s ∈ [s1, 0], ξ ∈ Rn ,

and f satis�es (H) with σ(x) = bh(x) + c. By Theorem 3.6, problem (3.9) has a nontrivial solution
u ∈ [s1, 0].
Let now p ≥ n and g and h as above. Further, h ∈ L1(Ω) if p > n, h ∈ Lq(Ω), for some q > 1, if
p = n. Set

f(x, s, ξ) = g(s)h(x) + |ξ|p for (x, s, ξ) ∈ Ω× R× Rn .

Then u = s1 and u ≡ 0 are a subsolution and a supersolution to (3.7) respectively, and u ≡ 0 is not
a solution. Let E(t) = et − 1. Then Ẽ−1(t) ≈ t

lg(1+t) near in�nity, so we can �nd a, b, c > 0 such
that

|f(x, s, ξ)| ≤ bh(x) + c+ aẼ−1(A(|ξ|)) for x ∈ Ω, s ∈ [s1, 0], ξ ∈ Rn ,

and f satis�es (H) with σ(x) = bh(x) + c. By Theorem 3.6, problem (3.6) has a nontrivial solution
u ∈ [s1, 0].

3.3 A general convex function A

We examine now the problem

(3.10)

{
−div

(
|∇u|p−2∇u
lgq(1+|∇u|)

)
= f(x, u,∇u) in Ω

u = 0 on ∂Ω ,

where p > q + 1 ≥ 1. Then (according to the convention on modify A near 0 when (2.23) does not
hold)

An(t) ≈


tp∗

lg
qn
n−p (1+t)

near in�nity if p < n

et
n

q+n−1
near in�nity if p = n

+∞ near in�nity if p > n .
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Let g1, g2 : [0,+∞[→ [0,+∞[ be two unbounded, nondecreasing functions, such that g1(0) = g2(0) =
0. Let a1, a2, c1, c2 > 0.
Assume p < n. Let ρ ∈ L(p∗)′(Ω) and f : Ω× R× Rn → R be a Carathéodory function such that

−c1 + g1(|s|)− a1
|ξ|(p∗)′

lgr(1 + |ξ|)
≤ f(x, s, ξ) ≤ −c2 + g2(|s|)ρ(x) + a2

|ξ|(p∗)′

lgr(1 + |ξ|)

for (x, s, ξ) ∈ Ω× R× Rn and r ∈
]
q
n+ 1

n
,
q

(p∗)′
+ 1

[
.

If k := inf{s > 0 : g1(s) ≥ c1}, then u ≡ −k is a subsolution to (3.10), and u ≡ 0 is a supersolution

but not a solution to (3.10). For the Young function E(t) = tp
∗

lgλp
∗

(1+t)
, λ = r − q

(p∗)′ , one has

Ẽ−1(t) ≈ t
1

(p∗)′

lgλ(1+t)
near in�nity, so we can �nd a, b, c > 0 such that

|f(x, s, ξ)| ≤ b|ρ(x)|+ c+ aẼ−1(A(|ξ|)) for x ∈ Ω, s ∈ [−k, 0], ξ ∈ Rn ,

and f satis�es (H) with σ(x) = b|ρ(x)|+c. By Theorem 3.6, problem (3.10) has a nontrivial solution
u ∈ [−k, 0].
Let now p = n, ρ ∈ Lt(Ω) for some t > 1, and f : Ω × R × Rn → R be a Carathéodory function
such that

−c1 + g1(|s|)− a1
|ξ|p

lgq+1(1 + |ξ|)
≤ f(x, s, ξ) ≤ −c2 + g2(|s|)ρ(x) + a2

|ξ|p

lgq+1(1 + |ξ|)
for (x, s, ξ) ∈ Ω× R× Rn .

Then u ≡ −k, u ≡ 0 are a subsolution and a supersolution to (3.10) and u ≡ 0 is not a solution to
(3.10). Taking E(t) = et − 1 and arguing as in Example 3.2, we can prove that f satis�es (H). By
Theorem 3.6, problem (3.10) has a nontrivial solution u ∈ [−k, 0].
Under the same assumptions on the functions g1, g2 and on the constants a1, a2, c1, c2 listed above,
the same arguments can be used to prove that problem (3.10) has a nontrivial solution u ∈ [0, k],
where k := inf{s > 0 : g2(s) ≥ c2}, provided that f : Ω× R× Rn → R is a Carathéodory function
such that

c1 − g1(|s|)ρ(x)− a1
|ξ|(p∗)′

lgr(1 + |ξ|)
≤ f(x, s, ξ) ≤ c2 − g2(|s|) + a2

|ξ|(p∗)′

lgr(1 + |ξ|)

for (x, s, ξ) ∈ Ω× R× Rn, and r ∈
]
q
n+ 1

n
,
q

(p∗)′
+ 1

[
if p < n ,

or

c1 − g1(|s|)ρ(x)− a1
|ξ|p∗

lgq+1(1 + |ξ|)
≤ f(x, s, ξ) ≤ c2 − g2(|s|) + a2

|ξ|p∗

lgq+1(1 + |ξ|)
for (x, s, ξ) ∈ Ω× R× Rn, if p = n .

4 Auxiliary results

This section is devoted to the statement of the technical results that we use in Section 5. Let's
start by introducing the truncation operator that we need. For every r ∈ R, we set r+ = max{r, 0},
r− = max{−r, 0}.
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Let u, u ∈W 1,A(Ω) be such that (u)−, u+ ∈W 1,A
0 (Ω), and u ≤ u a.e. in Ω. The truncation operator

T : W 1,A
0 (Ω)→W 1,A

0 (Ω) is de�ned by

(4.1) T (u) =


u if u > u
u if u ≤ u ≤ u
u if u < u

The only hypothesis u, u ∈ W 1,A(Ω) does not guarantee that T (u) ∈ W 1,A
0 (Ω). The properties of

the truncating functions ensure that T (u), (u − u)+, (u − u)− ∈ W 1,A
0 (Ω). In particular T is well

de�ned. A di�erent choice of u, u (for instance u, u ∈ LE(Ω)) leads to T : LE(Ω)→ LE(Ω).
It is known (see [H], p.20) that

(4.2) ∇T (u) =


∇u(x) a.e. on the set {u > u}
∇u(x) a.e. on the set {u ≤ u ≤ u}
∇u(x) a.e. on the set {u < u}

The following Lemma extends the continuity result on T to the Orlicz-Sobolev spaces setting.

Lemma 4.1 If A is a Young function, then the operator T : W 1,A
0 (Ω)→W 1,A

0 (Ω) de�ned by (4.1)
is bounded (in the sense that it maps bounded sets into bounded sets). If A ∈ ∆2 near in�nity, then
it is continuous.
If E is a Young function and u, u ∈ LE(Ω), then T : LE(Ω)→ LE(Ω) is bounded and continuous.

Proof. Let us prove that T is bounded. Let C ⊆ W 1,A
0 (Ω) be a bounded set, and let M0 be such

that ‖u‖
W 1,A

0 (Ω)
≤M0 for all u ∈ C. Take λ = 3 max{M0, ‖u‖W 1,A(Ω), ‖u‖W 1,A(Ω)}. Then from (4.2)

(4.3)

∫
Ω
A

(
|∇T (u)|

λ

)
dx ≤ 1

3

∫
Ω

[
A

(
|∇u|
M0

)
+A

(
|∇u|

‖u‖W 1,A(Ω)

)
+A

(
|∇u|

‖u‖W 1,A(Ω)

)]
dx ≤ 1

namely ‖T (u)‖
W 1,A

0 (Ω)
≤ λ for all u ∈ C.

Let {uk} ⊂W 1,A
0 (Ω) be a sequence such that uk → u in W 1,A

0 (Ω). Then, up a subsequence, we can
�nd h ∈ LA(Ω) such that max{|∇uk(x)−∇u(x)|, |∇uk(x)−∇u(x)|, |∇uk(x)−∇u(x)|} ≤ h(x) for
a.e. x ∈ Ω, for all k ∈ N. From (4.2)

|∇Tuk(x)−∇Tu(x)| ≤ max{|∇u(x)−∇u(x)|, |∇u(x)−∇u(x)|, |∇u(x)−∇u(x)|, h(x)}
for a.e. x ∈ Ω, all k ∈ N .(4.4)

Call g(x) the right hand side of (4.4). Then g ∈ LA(Ω) and since A ∈ ∆2 near in�nity, from (2.11),

A
(
g(x)
λ

)
∈ L1(Ω) for every λ > 0. From (2.21) limk→+∞ ‖uk−u‖W 1,1

0 (Ω)
= 0 and from Lemma 1.22

of [H] limk→+∞ ‖Tuk − Tu‖W 1,1(Ω) = 0. Thus limk→+∞∇Tuk = ∇Tu a.e. in Ω. Moreover

A

(
|∇Tuk(x)−∇Tu(x)|

λ

)
≤ A

(
g(x)

λ

)
for all k ∈ N ,

so the conclusion follows via the Lebesgue theorem and (2.10).
Let now E be as in the statement. De�ne T is as in (4.1), but on the space LE(Ω) and with the
only assumption u, u ∈ LE(Ω). Then T is well de�ned, and its boundedness can be proved arguing
as in (4.3). Let {uk} ⊂ LE(Ω) and u ∈ LE(Ω), such that limk→+∞ ‖uk − u‖LE(Ω) = 0. Then

lim
k→+∞

∫
Ω
E

(
|uk(x)− u(x)|

λ

)
dx = 0 ∀λ > 0 ,



15

and
|T (uk(x))− T (u(x))| ≤ |uk(x)− u(x)| a.e x ∈ Ω, ∀ k ∈ N ,

so

lim
k→+∞

∫
Ω
E

(
|T (uk(x))− T (u(x))|

λ

)
dx = 0 ∀ λ > 0.

The continuity is thus a consequence of (2.9) and (2.10).

In the sequel, unlike the usual notation, we denote with [u, u] the following subset of W 1,A
0 (Ω)

associated to an ordered pair u ≤ u of functions in W 1,A(Ω):

[u, u] := {u ∈W 1,A
0 (Ω) : u(x) ≤ u(x) ≤ u(x) a.e. x ∈ Ω}.

We introduce now the hypotheses on f . They involve two functions like those in (4.1). This is
essential in order to then de�ne the Nemitskyi operator associated to f in the interval [u, u] ⊂
W 1,A

0 (Ω). They are the same as those already seen in Theorem 3.6, except that here the functions
u, u do not need to be a sub and a supersolution. This is due to the fact that all the technical results
of this section hold true without that hypotheses.
We assume that f : Ω×R×Rn → R is a Carathéodory function and satis�es the following growth
condition:

(H) there exists a Young function E, E � An near in�nity, a function σ ∈ LÃn(Ω), a constant
a > 0 and two functions u, u ∈W 1,A(Ω), with the properties (u)−, u+ ∈W 1,A

0 (Ω), and u ≤ u
a.e. in Ω, such that

(4.5) |f(x, s, ξ)| ≤ σ(x) + aẼ−1(A(|ξ|)) a.e. x ∈ Ω, all s ∈ [u(x), u(x)], all ξ ∈ Rn .

Lemma 4.2 Let A be a Young function, A ∈ ∆2 near in�nity, for which (2.23) and (2.27), or
(2.28) hold. Assume that f : Ω× R× Rn → R satis�es (H).
(i) If {uk} ⊂W 1,A

0 (Ω) is a sequence weakly converging to u ∈W 1,A
0 (Ω), then

(4.6) lim
k→∞

∫
Ω
f(x, Tuk,∇Tuk)(uk − u)dx = 0 .

(ii) If {uk} ⊂W 1,A
0 (Ω) is a sequence converging to u ∈W 1,A

0 (Ω), then

lim
k→∞

‖f(x, Tuk,∇Tuk)− f(x, Tu,∇Tu)‖
LÃn (Ω)

= 0 .

Proof. (i) Let {uk} be as in (i). Then {uk} converges weakly to u in LB(Ω) and strongly in LE(Ω)
(because E � An near in�nity). The sequence {∇Tuk} is bounded in LA(Ω), so from (2.18) there
exists c > 0 such that

(4.7) ‖Ẽ−1(A(|∇Tuk|))‖LẼ(Ω)
≤ max{1, c} for all k ∈ N .

By de�nition of weak convergence

(4.8) lim
k→∞

∫
Ω
σ(x)(uk − u)dx = 0 .

Using (H) and (2.8)∣∣∣∣∫
Ω
f(x, Tuk(x),∇Tuk(x))(uk − u)dx

∣∣∣∣ ≤ ∣∣∣∣∫
Ω
σ(x)(uk − u)dx

∣∣∣∣+ a

∫
Ω
Ẽ−1(A(|∇Tuk(x)|)|uk − u|dx

≤
∣∣∣∣∫

Ω
σ(x)(uk − u)dx

∣∣∣∣+ 2a‖Ẽ−1(A(|∇Tuk(x)|))‖
LẼ(Ω)

‖uk − u‖LE(Ω) .

Tornatore
Matita

Tornatore
Matita

Tornatore
Matita
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Taking into account (4.7) and (4.8), equation (4.6) follows from the inequality above.
(ii) Let {uk} as in (ii). By the de�nition of Luxemburg norm it su�ces to show that

lim
k→∞

∫
Ω
Ãn

(
|f(x, Tuk,∇Tuk)− f(x, Tu,∇Tu)|

λ

)
dx = 0 for every λ > 0.

By the convexity of Ãn and (H)

Ãn

(
|f(x, Tuk,∇Tuk)− f(x, Tu,∇Tu)|

λ

)
≤1

2
Ãn

(
4σ(x)

λ

)
+

1

4
Ãn

(
4aẼ−1(A(|∇T (uk(x))|))

λ

)
+

1

4
Ãn

(
4aẼ−1(A(|∇T (u(x))|))

λ

)
(4.9)

for a.e. x ∈ Ω, all k ∈ N. Since E � An, from (2.3), there exists t0 ≥ 0 such that

(4.10) Ẽ−1(A(t)) ≤ λ

4a
Ã−1
n (A(t)), if t > t0 .

Proposition 2.30 guarantees that Ãn ∈ ∆2 at in�nity. As σ ∈ LÃn(Ω)

(4.11) Ãn

(
4σ(x)

λ

)
∈ L1(Ω) for every λ > 0 .

Choosing t = |∇T (uk(x))| and t = |∇T (u(x))| in (4.10)

Ãn

(
4a

λ
Ẽ−1(A(|∇T (uk(x))|))

)
≤ Ãn

(
4a

λ
Ẽ−1(A(t0))

)
+A(|∇T (uk(x))|) for a.e. x ∈ Ω ,(4.12)

Ãn

(
4a

λ
Ẽ−1(A(|∇T (u(x))|))

)
≤ Ãn

(
4a

λ
Ẽ−1(A(t0))

)
+A(|∇T ((x))|) for a.e. x ∈ Ω .(4.13)

From Lemma 4.1, the sequence {Tuk} converges to Tu in W 1,A
0 (Ω). Then

(4.14) lim
k→∞

Tuk(x) = Tu(x), and lim
k→∞

∇Tuk(x) = ∇Tu(x) a.e. in Ω.

Let g ∈ LA(Ω) be such that |Tuk(x)| ≤ g(x) and |∇Tuk(x)| ≤ g(x) a.e. in Ω and for all k ∈ N.
Using (4.11), (4.12) and (4.13) in (4.9)

Ãn

(
|f(x, Tuk,∇Tuk)− f(x, Tu,∇Tu)|

λ

)
≤ 1

2

(
Ãn

(
4σ(x)

λ

)
+ Ãn

(
4a

λ
Ẽ−1(A(t0))

))
+

1

4
A(g(x))) +

1

4
A(|∇T (u(x))|) for a.e. x ∈ Ω, for k ∈ N .(4.15)

Thanks to |Ω| < ∞, (4.11) and A ∈ ∆2 near in�nity, the right-hand side of (4.15) is a function in
vλ ∈ L1(Ω). We proved that, for every λ > 0, there exists a function vλ ∈ L1(Ω) such that

Ãn

(
|f(x, Tuk,∇Tuk)− f(x, Tu,∇Tu)|

λ

)
≤ vλ(x) for a.e. x ∈ Ω, for k ∈ N.

Taking into account (4.14) the conclusion follows via the classical dominated convergence theorem.

Tornatore
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Hypothesis (H) enables us to consider the composition of the Nemitskyi operator associated
with f with the operator T as in (4.1).

We denote by
(
W 1,A

0 (Ω)
)∗

the dual space ofW 1,A
0 (Ω) and by 〈., .〉 the duality paring between them.

Proposition 4.3 Let A be a Young function, A ∈ ∆2 near in�nity, satisfying (2.23) and (2.27),
or (2.28). Assume that f : Ω× R× Rn → R satis�es (H). Then the operator Nf ◦ T : W 1,A

0 (Ω)→(
W 1,A

0 (Ω)
)∗
, given by

〈Nf ◦ T (u), v〉 =

∫
Ω
f(x, Tu,∇Tu)v(x)dx

is well de�ned, bounded and continuous.

Proof. Arguing as for (4.7), we know that Ẽ−1(A(|∇Tu(x)|)) ∈ LẼ(Ω) for all u ∈W 1,A
0 (Ω). Using

(H), (2.8), (2.12) and (2.26)∣∣∣∣∫
Ω
f(x, Tu(x),∇Tu(x))v(x)dx

∣∣∣∣ ≤ ∣∣∣∣∫
Ω
σ(x)v(x)dx

∣∣∣∣+ a

∫
Ω
Ẽ−1(A(|∇Tu(x)|)|v(x)|dx

≤ 2‖σ‖
LB̃(Ω)

‖v‖LB(Ω) + 2a‖E−1(A(|∇Tu(x)|))‖
LẼ(Ω)

‖v‖LE(Ω)

≤ 2C
(
‖σ‖

LB̃(Ω)
+ a‖E−1(A(|∇Tu(x)|))‖

LẼ(Ω)

)
‖v‖

W 1,A
0 (Ω)

.

for every u, v ∈ W 1,A
0 (Ω), so Nf ◦ T is well de�ned. The same arguments show that if C is any

bounded subset of W 1,A
0 (Ω) then

‖Nf ◦ T (u)‖(W 1,A
0 (Ω))

∗ ≤ 2C(‖σ‖
LB̃(Ω)

+ ac1) for everyu ∈ C,

with the constant c1 = max{1, c} given by (2.18), thus Nf ◦ T is bounded.
The continuity of Nf ◦ T is a consequence of Lemma 4.2, part (ii).

By means of the Young function E � An and of the functions u, u as in in hypothesis (H), we
introduce the cut-o� function π : Ω× R→ R

π(x, s) =


Ẽ−1(E(s− u(x)) if s > u(x)

0 if u(x) ≤ s ≤ u(x)

−Ẽ−1(E(u(x)− s)) if s < u(x).

After, consider

(4.16) π(·, u(·)) = Ẽ−1(E(|u(·)− Tu(·)|))sign(u(·)− Tu(·)) for u ∈W 1,A
0 (Ω) .

We know that u − Tu ∈ W 1,A
0 (Ω) and thus in LAn(Ω), so (2.18) (with C = An, D = E) allows to

state that π(·, u(·)) ∈ LẼ(Ω) for all u ∈W 1,A
0 (Ω). Other properties of π are collected in the Lemma

below.

Lemma 4.4 Let π be de�ned by (4.16).
(i) Let {uk} ⊂W 1,A

0 (Ω) be a sequence weakly converging to u ∈W 1,A
0 (Ω). Then

(4.17) lim
k→∞

∫
Ω
π(x, uk(x))(uk − u)dx = 0 .

(ii) Assume that A ∈ ∆2 near in�nity or u, u ∈ LAn(Ω). Let {uk} ⊂ W 1,A
0 (Ω) be a sequence

converging to u ∈W 1,A
0 (Ω), then

lim
k→∞

‖π(·, uk(·))− π(·, u(·))‖
LÃn (Ω)

= 0 .

Tornatore
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Proof. (i) By (4.16) and (2.8)∣∣∣∣∫
Ω
π(x, uk(x))(uk − u)dx

∣∣∣∣ ≤ ∫
Ω
Ẽ−1(E(|uk(x)− Tuk(x)|)|uk − u|dx

≤ 2‖Ẽ−1(E(|uk − Tuk|)‖LẼ(Ω)
‖uk − u‖LE(Ω) .

Since the sequence {uk−Tuk} is bounded in LAn(Ω), and E � An, by (2.18) there exists a constant
c > 0 such that

‖Ẽ−1(E(|uk − Tuk|))‖LẼ(Ω)
≤ max{1, c}

and (4.17) follows.
(ii) By the de�nition of Luxemburg norm it su�ces to show that

lim
k→∞

∫
Ω
Ãn

(
|π(x, uk(x))− π(x, u(x))|

λ

)
dx = 0 for every λ > 0.

From Lemma 4.1, the sequence {uk−T (uk)} converges to u−T (u) inW 1,A
0 (Ω) and thus in LAn(Ω).

Arguing as in Lemma 4.2, there exists v ∈ LAn(Ω) and t0 > 0 such that

Ãn

(
|π(x, uk(x))− π(x, u(x))|

λ

)
≤ Ãn

(
2

λ
Ẽ−1(E(t0))

)
+

1

2
[E(v(x)) + E(|u(x)− T (u(x))|)] for a.e. x ∈ Ω, for k ∈ N .(4.18)

Since u, v ∈ LAn(Ω), and E � An the right-hand side of (4.18) is a function in vλ ∈ L1(Ω). We
proved that, for every λ > 0, there exists a function vλ ∈ L1(Ω) such that

Ãn

(
|π(x, uk(x))− π(x, u(x))|

λ

)
≤ vλ(x) for a.e. x ∈ Ω, for k ∈ N.

Moreover,
lim
k→∞

π(x, uk(x)) = π(x, u(x)) for a.e. x ∈ Ω,

and the conclusion follow via the classical dominated convergence theorem.

We are now in position to analyze the Nemytskij operator associated to π.

Proposition 4.5 Let Ω be an open set in Rn such that |Ω| < ∞, and let A be a Young function,
satisfying (2.23) and (2.27) or (2.28). Then Π : W 1,A

0 (Ω)→ (W 1,A
0 (Ω))∗, given by

(4.19) Π(u)(v) =

∫
Ω
π(x, u(x))v(x)dx

is well de�ned, bounded. It is also continuous, provided u, u ∈ LAn(Ω) or A ∈ ∆2 near in�nity.

Proof. We have previously observed that π(·, u(·)) ∈ LẼ(Ω). Also∫
Ω
|π(x, u(x))v(x)|dx ≤ 2‖π(·, u(·))‖

LẼ(Ω)
‖v‖LE(Ω) ≤ 2C‖π(·, u(·))‖

LẼ(Ω)
‖v‖

W 1,A
0 (Ω)

for every u ∈W 1,A
0 (Ω). Thus Π is well de�ned and bounded.

The continuity of Π follows from Lemma 4.4 part (ii).
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Lemma 4.6 Let Π be de�ned as in (4.19). If u, u ∈ LAn(Ω), there exists a positive constant c2 =
c2(u, u,E) such that

(4.20) Π(u)(u) ≥ 2

∫
Ω
E

(
|u|
2

)
− c2 for all u ∈ LE(Ω) .

Proof. The proof is a simply calculation based on (2.5), on the monotonicity of E and of Ẽ−1 and
on this inequality that holds for a general convex function C:

C

(
|t|
2

)
≤ 1

2
C(|t| − |s|) +

1

2
C (|s|) for all t, s ∈ R, such that |t| > |s| .

We distinguish all the situations that may occur.
• If u(x) < u(x) ≤ 0 then

π(u)u = Ẽ−1(E(u− u))(−u) ≥ E(u− u)

u− u
(−u) > E(u− u) ≥ 2E

(
|u|
2

)
− E(|u|).

• If u(x) < 0 < u(x) then

π(u)u = Ẽ−1(E(u− u))(−u) ≥ Ẽ−1(E(u))(−u) ≥ E(−u) = E(|u|).

• If 0 ≤ u(x) < u(x) then Ẽ−1(E(u− u)) ≤ Ẽ−1(En(v)) ≤ 2E(u)
u ≤ 2

(
E(u)
u

)
, thus

π(u)u = Ẽ−1(E(u− u))(−u) > −2E(u) and from E(u)− E(u) < 0

π(u)u > −3E(u) + E(u) .

• If u(x) ≤ u(x) ≤ u(x) then π(u) = 0 and E(|u|) ≤ max{E(|u|), E(|u|)} ≤ E(|u|) + E(|u|), thus

E(|u|)− E(|u|)− E(|u|) < 0 = π(u)u

• If 0 ≤ u(x) < u(x) then

π(u)u = Ẽ−1(E(u− u))u ≥ E(u− u)

u− u
u > E(u− u) ≥ 2E

(
|u|
2

)
− E(|u|).

• If u(x) < 0 < u(x) then

π(u)u = Ẽ−1(E(u− u))u ≥ Ẽ−1(E(u))u ≥ E(u).

• If u(x) < u(x) ≤ 0 then Ẽ−1(E(u − u)) ≤ (Ẽ)−1(E(|u|)) ≤ 2E(|u|)
|u| ≤ 2E(|u|)

|u| , thus π(u)u =

Ẽ−1(E(u− u))u > −2E(|u|) and from E(|u|) < E(|u|)

π(u)u > −3E(|u|) + E(|u|) .

Put Ω1 = {u < u ≤ 0}
⋃
{0 ≤ u < u}, then

Π(u)u ≥
∫

Ω1
2E
(
|u|
2

)
dx+

∫
Ω\Ω1

E(|u|)dx−
(∫
{u<u≤0}E(|u|)dx+

∫
{0<u<u} 3E(|u|)dx

)
+

−
(∫
{u≤u≤u}(E(|u|) + E(|u|))dx+

∫
{0≤u<u}E(|u|)dx+

∫
{u<u≤0} 3E(|u|)dx

)
≥ 2

∫
ΩE

(
|u|
2

)
dx− 3

∫
Ω

(
E(|u|) + E(|u|)

)
dx

The assumptions u, u ∈ LAn(Ω) and E � An guarantee that 3
∫

Ω (E(|u|) + E(|u|)) dx < c2, for
some c2 > 0 so

Π(u)u ≥ 2

∫
Ω
E

(
|u|
2

)
dx− c2 .
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Let us now consider the operator S : W 1,A
0 (Ω)→ (W 1,A

0 (Ω))∗, de�ned as

(4.21) 〈Su, v〉 =

∫
Ω
A′(|∇u|) ∇u

|∇u|
· ∇v dx

for u, v ∈W 1,A
0 (Ω). Important properties of the operator S are listed in the next proposition.

Proposition 4.7 Assume that A ∈ C1([0,+∞[) is a strictly convex, Young function, satisfying
(2.14) and A′(0) = 0. Then the operator S : W 1,A

0 (Ω) → (W 1,A
0 (Ω))∗, introduced in (4.21) is well

de�ned, bounded and continuous.

Proof. The condition A′(0) = 0 guarantees that limξ→0A
′(|ξ|) ξ

|ξ| = 0 so the integral is de�ned

also when |∇u| = 0. Also iA > 1 guarantees that limt→+∞
A(t)
t = +∞ so (A23) of [BC] leads to

A′(|∇u|) ∇u|∇u| ∈ L
Ã(Ω) and from (2.8)

|〈Su, v〉| ≤ 2

∥∥∥∥A′(|∇u|) ∇u|∇u|
∥∥∥∥
LÃ(Ω)

‖∇v‖LA(Ω) .

Similarly, if C ⊆W 1,A
0 (Ω) is such that ‖u‖

W 1,A
0 (Ω)

≤M0 for some M0 ∈ R then∫
Ω
Ã

(
A′
(
|∇u|
2M0

)
∇u
|∇u|

)
dx ≤

∫
Ω
A

(
|∇u|
M0

)
dx ≤ 1 ,

so ∥∥∥∥A′(|∇u|) ∇u|∇u|
∥∥∥∥
LÃ(Ω)

≤ 2M0 .

The continuity is proved in [BC] Proposition 4.1 (take Φ(ξ) = A(|ξ|)).
We conclude the Section recalling the main theorem on peudomonotone operators.

De�nition 4.8 A mapping A : X → X∗ is called

(i) coercive if lim‖u‖→∞
〈Au,u〉
‖u‖ = +∞;

(ii) pseudomonotone if un ⇀ u and lim supn→+∞〈Aun, un − u〉 ≤ 0 imply that Aun ⇀ Au and
〈Aun, un〉 → 〈Au, u〉.

Theorem 4.9 (see [CLM, Theorem 2.99]) Let X be a real re�exive Banach space and let A : X →
X∗ be a bounded, coercive and pseudomonotone operator. Then, for every b ∈ X∗ the equation
Ax = b has at least solution x ∈ X.

5 Proof of the Main results

This Section is devoted to the proof of the main results. We perturb problem (1.1) with the Nemytskij
operator Π de�ned in (4.19), times a parameter λ > 0, truncate f too and formulate an auxiliary
problem associated to (1.1).

(5.1)

{
−div(A′(|∇u|) ∇u|∇u|) + λΠ(u) = Nf (Tu) in Ω,

u = 0 on ∂Ω.

The solvability of problem (5.1) can be guaranteed provided the parameter λ > 0 is su�ciently
large as shown in the following result.
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Theorem 5.1 Let Ω be an open set in Rn, with n ≥ 2, such that |Ω| < ∞. Let A ∈ C1([0,+∞))
be a Young function for which (2.16) holds. Assume that A satis�es (2.23) and (2.27), or (2.28),
and that the Carathéodory function f : Ω × R × Rn → R ful�lls hypothesis (H). Assume also that
u, u ∈ LAn(Ω).
Then there exists λ0 > 0 such that (5.1) admits a solution whenever λ ≥ λ0.

Proof. For all λ > 0 consider the operator Aλ : W 1,A
0 (Ω)→ (W 1,A

0 (Ω))∗, de�ned by

〈Aλ(u), v〉 =

∫
Ω
A′(|∇u|) ∇u

|∇u|
· ∇v dx+ λ

∫
Ω
π(x, u)v dx−

∫
Ω
f(x, Tu,∇Tu)v dx =

〈Su+ λΠu−Nf ◦ T (u), v〉 for u, v ∈W 1,A
0 (Ω) .

We prove that Aλ is well de�ned, bounded, pseudomonotone and there is λ0 > 0 such that Aλ is
coercive for all λ > λ0.
Due to Propositions 4.3, 4.5 and 4.7, Aλ is well de�ned, bounded and continuous. To prove that it
is pseudomonotone, we take u ∈W 1,A

0 (Ω), and a sequence {uk} ⊂W 1,A
0 (Ω) such that

uk ⇀ u in W 1,A
0 (Ω), and lim sup

k→∞
〈Aλ(uk), uk − u〉 ≤ 0 .

Then uk → u in LE(Ω) and it is bounded in LAn(Ω), so (4.6) and (4.17) allow to write

lim sup
k→∞

〈S(uk), uk − u〉 ≤ 0 .

Thus (see [BC], Lemma 4.6) uk → u in W 1,A
0 (Ω) and consequently

lim
k→∞

‖Aλ(uk)−Aλ(u)‖
(W 1,A

0 (Ω))∗
= 0 ,

so 〈Aλ(uk), uk〉 → 〈Aλ(u), u〉, 〈Aλ(uk), v〉 → 〈Aλ(u), v〉 for all v ∈ W 1,A
0 (Ω) and Aλ is a pseu-

domonotone operator.
It remains to prove that Aλ is coercive for some λ > 0. Using (2.4)

a

∫
Ω
Ẽ−1(A(|∇Tu|))|u|dx = 2a

∫
{u>u}

Ẽ−1(A(|∇u|)) |u|
2
dx+

2a

∫
{u<u}

Ẽ−1(A(|∇u|)) |u|
2
dx+

pA
2

∫
{u≤u≤u}

Ẽ−1(A(|∇u|))2a|u|
pA

dx

≤ 2a

[∫
{u>u}

(
A(|∇u|) + E

(
|u|
2

))
dx +

∫
{u<u}

(
A(|∇u|) + E

(
|u|
2

))
dx

]

+
pA
2

∫
{u≤u≤u}

(
A(|∇u|) + E

(
2a|u|
pA

))
dx ≤ 2a

∫
Ω

(A(|∇u|) +A(|∇u|))dx+

2a

∫
Ω
E

(
|u|
2

)
dx+

pA
2

∫
Ω
A(|∇u|)dx+

pA
2

∫
u≤u≤u

E

(
2amax{|u|, |u|}

pA

)
dx .

Since u, u ∈W 1,A(Ω) and A is ∆2 near in�nity, (2.17) guarantees that
∫

Ω(A(|∇u|) +A(|∇u|))dx <
+∞. The assumption E � An allows to use (2.17) that ensures that

∫
ΩE

(
2amax{u,u}

pA

)
dx < +∞.

Thus, there exists a constant c3 > 0 such that

(5.2) a

∫
Ω
Ẽ−1(A(|∇Tu|))|u|dx ≤ c3 + 2a

∫
Ω
E

(
|u|
2

)
dx+

pA
2

∫
Ω
A(|∇u|)dx for all u ∈W 1,A

0 (Ω) .
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From hypothesis (H) and (5.2)∣∣∣∣∫
Ω
f(x, Tu,∇Tu)udx

∣∣∣∣ ≤ ∣∣∣∣∫
Ω
σ(x)u(x)dx

∣∣∣∣+ a

∣∣∣∣∫
Ω
Ẽ−1(A(|∇Tu|))udx

∣∣∣∣ ≤
≤ 2C‖σ‖

LB̃(Ω)
‖u‖

W 1,A
0 (Ω)

+
pA
2

∫
Ω
A(|∇u|)dx+ 2a

∫
Ω
E

(
|u|
2

)
dx+ c3 .(5.3)

From the de�nition of pA

(5.4)

∫
Ω
A′(|∇u|)|∇u| dx ≥ pA

∫
Ω
A(|∇u|)dx for any u ∈W 1,A

0 (Ω) ,

so, choosing λ > a and using (4.20), (5.3), (5.4) and (2.15), we obtain

〈Aλ(u), u〉
‖u‖

W 1,A
0 (Ω)

≥
pA
2 ‖u‖

pA
W 1,A

0 (Ω)
− 2C‖σ‖

LB̃(Ω)
‖u‖

W 1,A
0 (Ω)

+ 2(λ− a)
∫

ΩE
(
|u|
2

)
dx− c2 − c3

‖u‖
W 1,A

0 (Ω)

for all ‖u‖
W 1,A

0 (Ω)
≥ 1, and this leads to

lim
‖u‖→+∞

〈Aλ(u), u〉
‖u‖

W 1,A
0 (Ω)

= +∞ .

Theorem 4.9 guarantees that, there exists u ∈W 1,A
0 (Ω) such that Aλ(u) ≡ 0. Thus

(5.5)

∫
Ω
A′(|∇u|) ∇u

|∇u|
∇vdx+ λ

∫
Ω
π(x, u(x))v(x)dx−

∫
Ω
f(x, Tu,∇Tu)vdx = 0 .

for all v ∈W 1,A
0 (Ω).

Proof of Theorem 3.6. By Theorem 5.1 there exists a solution u ∈W 1,A
0 (Ω) of the truncated

auxiliary problem (5.1) provided λ > 0 is su�ciently large. Let us �x such a λ and u.
Via comparison arguments we claim that u ≤ u a.e. in Ω. First of all we observe that it is not
restrictive to assume that E(t) > 0 for t > 0. Let us use v = (u − u)+ ∈ W 1,A

0 (Ω) as test function
in (5.5) and (3.3). Then∫

Ω

(
A′(|∇u|) ∇u

|∇u|
−A′(|∇u|) ∇u

|∇u|

)
∇(u− u)+dx+ λ

∫
Ω
π(u(x))(u− u)+dx ≤ 0 .

The convexity of A and (2.5) lead to

λ

∫
{u>u}

E(u− u) ≤ λ
∫
{u>u}

Ẽ−1(E(u− u))(u− u)dx ≤ 0 ,

and this, together with E(t) > 0 for t > 0, forces u ≤ u a.e. in Ω. Arguing with v = (u − u)− ∈
W 1,A

0 (Ω) as test function we obtain u ≥ u a.e. in Ω. Altogether, we can establish for the solution u
of the auxiliary truncated problem (5.1) the enclosure property u ∈ [u, u]. It only remains to con�rm
that u ∈ W 1,A

0 (Ω) is solution of the problem (1.1). Exploiting the inclusion u ∈ [u, u], it follows
from (4.1) and (4.19) that Tu = u and Π(u) = 0. Consequently, since u is a solution of (5.1), then
u ∈W 1,A

0 (Ω) becomes a solution of the original problem (1.1).
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Corollary 5.2 Let Ω be an open set in Rn, with n ≥ 2, such that |Ω| <∞. Let A ∈ C1([0,+∞)) be
a Young function for which (2.16) holds. Assume also that A satis�es (2.23) and (2.27), or (2.28).
Let u and u be a subsolution and a supersolution of problem (1.1), respectively, with u ≤ u a.e. in
Ω, u, u ∈W 1,A

0 (Ω), and such that the Carathéodory function f : Ω× R× Rn → R ful�lls

(5.6) |f(x, s, ξ)| ≤ ρ(x) + g(|s|) + aẼ−1(A(|ξ|)) a.e. x ∈ Ω, all s ∈ [u(x), u(x)], ξ ∈ Rn ,

where ρ ∈ LÃn(Ω), a, E, are as in Theorem 3.6 and g : [0,+∞[→ [0,+∞[ is a nondecreasing
function such that g(0) = 0 and there exist s0, k > 0 such that g(|s|)|s| ≤ An(k|s|) for all |s| ≥ s0.
Then problem (P ) possesses a nontrivial solution u ∈W 1,A

0 (Ω).

Proof. Put w := max{|u|, |u|}. We prove that the g(w) ∈ LÃn(Ω). Using (2.5)

Ãn

(
g(w)

k

)
≤ Ãn

(
g(s0)

k

)
+ Ãn

(
An(kw)

k|u|

)
≤ Ãn

(
g(s0)

k

)
+ Ãn

(
(Ãn)−1(An(kw))

)
= Ãn

(
g(s0)

k

)
+B(kw) .(5.7)

Due to |Ω| < ∞ and (2.29), the function Ãn

(
g(s0)
k

)
+ An(kw) ∈ L1(Ω) and this proves that

σ(x) := ρ(x) + g(w(x)) ∈ LÃn(Ω). Thus the conclusion follows from Theorem 3.6.

Corollary 5.3 Let Ω be an open set in Rn, with n ≥ 2, such that |Ω| < ∞ and Ω ∈ G
(

1
n′

)
.

Let A ∈ C1([0,+∞)) be a Young function for which (2.16) holds. Assume also that A satis�es
(2.23) and (2.27), or (2.28) and that An ∈ ∆2 near in�nity. Let u and u be a subsolution and a
supersolution of problem (1.1), respectively, with u ≤ u a.e. in Ω, and such that the Carathéodory
function f : Ω× R× Rn → R ful�lls (5.6).
Then problem (P ) possesses a nontrivial solution u ∈W 1,A

0 (Ω).

Proof. Put w := max{|u|, |u|}. We prove that the g(w) ∈ LÃn(Ω). Unlike the previous corollary
now we can't use (2.29), due to the lack of information that sub and supersolutions are in W 1,A

0 (Ω).
However, from (2.17), An(k|w|) ∈ L1(Ω) for all w ∈ LAn(Ω) and a fortiori for all w ∈W 1,A(Ω), due
to (2.24). We can now argue as in Corollary 5.2 to achieve the conclusion.

We are ready for the proof of Theorems 3.2 and 3.3.
Proof of Theorem 3.2. We construct a subsolution u ≤ 0 a.e., u 6≡ 0, and show that u ≡ 0 is a
supersolution but not a solution to (1.1). Then, we show that f satis�es (5.6).
Put G1(t) =

∫ t
0 g1(τ)dτ, t ≥ 0 and consider the functional J : W 1,A

0 (Ω)→ R, de�ned as

J(u) =

∫
Ω

(A(|∇u|) + ρ1(x)u−G1(|u|)) dx for u ∈W 1,A
0 (Ω).

We prove that J is well de�ned, weakly lower semicontinuous, coercive and that

(5.8) J ′(u)v =

∫
Ω
A′(|∇u|) ∇u

|∇u|
∇vdx+

∫
Ω
ρ1(x)v(x)dx−

∫
Ω
g1(|u|)sign u v(x)dx

for all u, v ∈W 1,A
0 (Ω). We examine separately the three integrals.

Due to the convexity of A and Proposition 4.7, the functional u 7→
∫

ΩA(|∇u|)dx is well de�ned in

Tornatore
Matita
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W 1,A
0 (Ω), convex and of class C1.

The embedding W 1,A
0 (Ω)→ LAn(Ω) and (2.8) allow to write

(5.9)

∣∣∣∣∫
Ω
ρ1(x)udx

∣∣∣∣ ≤ 2‖ρ1‖LÃn (Ω)
‖u‖LAn (Ω) ≤ c4‖u‖W 1,A

0 (Ω)
for any u ∈W 1,A

0 (Ω) .

Thus the functional u 7→
∫

Ω ρ1(x))udx is well de�ned in W 1,A
0 (Ω), linear and continuous.

Let us consider the functional u 7→
∫

ΩG1(|u|)dx, u ∈W 1,A
0 (Ω). For any u ∈W 1,A

0 (Ω) and all x ∈ Ω
one has

G1(|u|) ≤ g1(|u|)|u| ≤ g1(s0)s0 +A(k1|u|) .
The assumption |Ω| <∞ and the ∆2 condition on A (see (2.17)) lead to

(5.10) g1(s0)s0 +A(k1|u|) ∈ L1(Ω) for all u ∈ LA(Ω)

and a fortiori for all u ∈ W 1,A
0 (Ω). This fact will be used often in the proof. First of all it guaran-

tees that the functional u 7→
∫

ΩG1(|u|)dx is well de�ned in W 1,A
0 (Ω). We prove that it is weakly

continuous. Let {uk} be a sequence in W 1,A
0 (Ω) weakly converging to u ∈ W 1,A

0 (Ω). Due to the

compactness of the embedding W 1,A
0 (Ω)→ LA(Ω) we can �nd w ∈ LA(Ω) such that |uk(x)| ≤ w(x)

for a.e. x ∈ Ω, all k ∈ N and, from (5.10), we can apply the Lebesgue theorem to the sequence
{G1(|uk|)}, that is

lim
k→+∞

∫
Ω
G1(|uk|)dx =

∫
Ω
G1(|u|)dx .

This proves the weak continuity of u 7→
∫

ΩG1(|u|)dx, and the weak lower semicontinuity of J . It

remains to calculate its derivative. Let u, v ∈W 1,A
0 (Ω) and λ > 0, λ� 1. Then

lim
λ→0+

G1(|u+ λv|)−G1(|u|)
λ

= g1(|u|)sign u v a.e. in Ω,

and∣∣∣∣G1(|u+ λv|)−G1(|u|)
λ

∣∣∣∣ ≤ g1(|u|+ |v|)|v| ≤ g1(|u|+ |v|)(|u|+ |v|) ≤ g1(s0)s0 +A(k(|u|+ |v|)) .

From (5.10) we can apply the Lebesgue theorem to
{
G1(|u+λv|)−G1(|u|)

λ

}
λ>0

, for λ → 0+, and this,

together with the regularity properties of the two functionals examined above, leads to (5.8).
To prove the coercivity of J we need the following inequality, that can be found in [BC, Proposition
3.2], ∫

Ω
A(|u|)dx ≤

∫
Ω
A(ω

− 1
n

n |Ω|
1
n |∇u|)dx for all u ∈W 1,A

0 (Ω) .

Let τ := k1ω
− 1
n

n |Ω|
1
n . Note that τ < 1.∫

Ω
G1(|u|)dx ≤

∫
{|u|≤s0}

G1(M)dx+

∫
{|u|>s0}

A(k1|u|)

≤ G1(M)|Ω|+
∫

Ω
A(τ |∇u|)dx ≤ G1(M)|Ω|+ τ

∫
Ω
A(|∇u|)dx for all u ∈W 1,A

0 (Ω) .(5.11)

Take now u ∈W 1,A
0 (Ω), ‖u‖

W 1,A
0 (Ω)

> 1 and use (2.15), (5.9) and (5.11)

J(u)

‖u‖
W 1,A

0 (Ω)

≥
(1− τ)

∫
ΩA(|∇u|)dx− c4‖u‖W 1,A

0 (Ω)
−G1(M)|Ω|

‖u‖
W 1,A

0 (Ω)

≥ pA (1− τ) ‖u‖pA−1

W 1,A
0 (Ω)

−c4−
G1(M)|Ω|
‖u‖

W 1,A
0 (Ω)

.
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This proves that J is coercive. Thus it has a global minimum. Let u be a global minimum point for
J . We prove that u 6≡ 0. To this end consider a function v ∈ C1

0 (Ω), v ≤ 0 and ρ1(x)v(x) 6≡ 0 in Ω.

The inequality A(t1)
A(t0) >

(
t1
t0

)pA
holds for t1 > t0 > 0, then for t1 = |∇v|, t0 = t|∇v|, we have

J(tv) ≤ tpA
∫

Ω
A(|∇v|)dx+ t

∫
Ω
ρ1(x)vdx < 0 for t < 1 ,

and this proves that J(u) < 0. Using J(−|u|) ≥ J(u) we obtain u ≤ 0 a.e. in Ω.
Now we prove that u is a subsolution and u ≡ 0 is a supersolution but not a solution to (1.1). Note
that

J ′(u)(v) =

∫
Ω
A′(|∇u|) ∇u

|∇u|
∇vdx+

∫
Ω
ρ1(x)vdx+

∫
Ω
g1(|u(x)|)v(x)dx .

Acting with any v ∈W 1,A
0 (Ω), v ≥ 0, in J ′(u)(v) = 0 and using (3.1)∫

Ω
A′(|∇u|) ∇u

|∇u|
∇vdx−

∫
Ω
f(x, u,∇u)vdx ≤ 0 ,

that is u is a subsolution to (1.1). Using (3.1) and choosing v ∈W 1,A
0 (Ω), v ≥ 0

0−
∫

Ω
f(x, 0, 0)vdx ≥

∫
Ω
ρ2(x)vdx ≥ 0 ,

thus u ≡ 0 is a supersolution to (1.1) and the assumptions on ρ2 guarantees that it is not a solution.
We put ρ(x) = max{ρi(x), i = 1, 2}, g(|s|) = max{gi(|s|), i = 1, 2} and use (3.1)

|f(x, s, ξ)| ≤ ρ(x) + g(|s|) + aẼ−1(A(|ξ|)) for x ∈ Ω, s ∈ [u(x), 0], ξ ∈ Rn .

Then f satis�es (5.6) and from Corollary 5.2 problem (1.1) has a nontrivial solution u ∈ W 1,A
0 (Ω)

and u ∈ [u, 0].

From [Ci2, Theorem 2], when ρ1, ρ2 ∈ L∞(Ω) then the same holds also for the solution u.
Proof of Theorem 3.3. We show that u ≡ 0 is a subsolution but not a solution to (1.1) and
construct a supersolution u ≥ 0 a.e. u 6≡ 0. Then, we show that f satis�es (5.6).
Using (3.2)

0−
∫

Ω
f(x, 0, 0)vdx ≤

∫
Ω
−ρ2(x)vdx ≤ 0 for all v ∈W 1,A

0 (Ω), v ≥ 0 in Ω,

thus u ≡ 0 is a subsolution to (1.1) and the condition on ρ2 guarantees that it is not a solution.
Put G1(t) =

∫ t
0 g1(τ)dτ, t ≥ 0 and consider the functional J : W 1,A

0 (Ω)→ R, de�ned as

J(u) =

∫
Ω

(A(|∇u|)− ρ1(x)u−G1(|u|)) dx for u ∈W 1,A
0 (Ω).

As in Theorem 3.2, we see that J is well de�ned, weakly lower semicontinuous, coercive and

J ′(u)(v) =

∫
Ω
A′(|∇u|) ∇u

|∇u|
∇vdx−

∫
Ω
ρ1(x)v(x)dx−

∫
Ω
g1(|u(x)|)sign u(x)v(x)dx .

Let u be a global minimum point for J . We prove that u 6≡ 0. To this end consider a function
v ∈ C1

0 (Ω), v ≥ 0, ρ2(x)v(x) 6≡ 0 in Ω.

J(tv) ≤ tpA
∫

Ω
A(|∇v(x)|)dx− t

∫
Ω
ρ1(x)v(x)dx < 0 for t < 1 ,
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and this leads to J(u) < 0. Using J(|u|) ≥ J(u) we obtain u ≥ 0 a.e. in Ω.
Now we prove that u is a supersolution to (1.1). Acting with any v ∈W 1,A

0 (Ω), v ≥ 0, in J ′(u)(v) = 0
and using the inequality on the right in (3.2)∫

Ω
A′(|∇u|) ∇u

|∇u|
∇vdx−

∫
Ω
f(x, u,∇u)vdx ≥ 0

Arguing as in Theorem 3.2 we see that f satis�es (5.6), and problem (1.1) has a nontrivial solution
u ∈ [0, u].
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