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1. General overview 

In recent years, membrane processes have been used in many fields (medicine, 

food industry, desalination, etc.), replacing largely traditional separation methods. 

The affirmation of these processes is related to their advantages: temperatures close 

to the environment, no need for chemical additives, a compact and modular design, 

the ability to selectively transfer specific components and the production of low 

pollutants and reusable waste [1]. A membrane separation process is driven by a 

force which activates the flow through the membrane only of some components of 

the mixture fed, obtaining the permeate (product) and the concentrated or retentate 

(waste). The primary role of a membrane is therefore to act as a selective barrier, 

which can allow the passage of some components of the mixture while retaining 

others. The driving force of the process can be a difference in pressure, concentration, 

electrical potential or temperature.  

Among many existing membrane processes, three processes, which are 

attracting increasing interest, were deeply studied and investigated in this work: 

Reverse Electrodialysis (RED), Electrodialysis (ED) and Membrane Distillation 

(MD). 

In the New Policies Scenario, rising incomes and the population increase of 1.7 

billion people in developing urban areas, push up global energy demand by more 

than a quarter to 2040. An increase in electricity demand in developing economies 

requires strategies for economic development and emission reduction that look at the 

availability, convenience and clean production of electricity [2]. Research must push 

in the discovery of new processes for the sustainable production of electricity and in 

the development and advancement of existing ones. Among many renewable 

energies, recently the so-called “blue energy” has received renewed interest. This 

term refers to the possibility to exploit the free energy stored in the salinity difference 

between the fresh water and salt water as a completely renewable energy source [3] 

and RED is one of the emerging technology which can harvest the energy from 

salinity gradient, meeting the demand of new, clean and renewable power sources 

[4].  

In a world scenario of scarcity of clean and potable water, worsened by 

population growth, intensive agriculture and industrialization [5], ED and MD offer 

the possibility of obtaining fresh water from brackish or sea waters under operating 

conditions much more advantageous than other purification or water desalination 

processes. In particular, ED can operate in atmospheric conditions and does not need 

intensive pre-treatment [6]. MD offers a theoretical 100% rejection of 

macromolecules and non-volatile compounds, it can operate at low temperature and 

pressure and it is insensitive to feed concentration [7]. Despite these important 
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advantages, these two technologies are not yet established in the world desalination 

market especially of seawater, which is covered by Reverse Osmosis (RO) for 63% 

[8]. Even though being a process widely used, seawater desalination by RO (SWRO) 

is high energy demanding. Some new directions for process intensification look at 

the implementation of hybrid schemes for the combined production of water and 

energy [9,10] or for the pre-desalting of seawater aiming at the reduction of pumping 

power requirements [11,12].  

 

2. Membrane Distillation 

Membrane Distillation is a thermal separation process that uses a hydrophobic 

and microporous membrane to separate the vapour from the aqueous solution [13]. 

The thermal energy supplied to the solution involves the formation of water vapour 

that can passes through the pores of the membrane reaching a cold channel, the 

distillate channel, in which it condenses. MD is governed by the difference in 

temperature, and thus by the partial pressure difference, between the two sides of the 

membrane.  

MD modules can be made in a plate and frame configuration (usually in 

laboratory scale) or according to the spiral wound module concept, which is 

illustrated in Figure 1: the feed and permeate channels, the membrane and the spacers 

are wrapped around the manifold in which the permeate is collected. The most 

studied configuration is the Direct Contact Membrane Distillation (DCMD), where 

the permeate is collected in a cold stream in direct contact with the membrane. This 

configuration is characterized by high driving force but also high heat losses. 

MD is characterized by low operational pressure requirement as well as low 

working temperatures. The low temperatures make the MD interesting both in the 

medical field, where high temperatures would sterilize biological fluids [14], and in 

the food industry, for example to preserve the flavour and colour of concentrated 

fruit juices [15]. Moreover, it is also possible to associate alternative renewable 

energy sources such as geothermal energy, solar energy or to exploit waste heat with 

conventional MD systems, and boost its applicability in remote areas and small scale 

production [13,16,17]. The lower operating pressures involve lower equipment costs, 

greater process safety and reduce the stresses to which the membranes are subjected. 

For this reason, no particular mechanical characteristics of the membranes are 

required and their only function is that of maintaining the liquid / vapour interface. 

It is so necessary for the membrane to be hydrophobic and porous.  
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 (a)  (b) 

Figure 1. Sketch of a Fraunhofer spirally wound MD module (adapted from [18]). (a) Transverse 

cross section, showing (1) coolant inlet; (2) coolant outlet; (3) feed inlet, (4) feed outlet; (5) condensate 

outlet; (6) coolant; (7) feed; (8)-(9) membranes, (10) condensate channels. (b) radial cross section, 

showing (6) coolant, (7) feed, (8) dividing foils, (9) condensate channels, (10) membranes. 

 

Another important distinct feature of MD is its ability to desalinate highly saline 

brines and wastewater [19]. For this characteristic, MD is the most appropriate option 

to treat brines produced in reverse osmosis (RO) plants [20,21].  

The interest in MD process development was demonstrated also by the 

European Commission who funded some projects as for example Mediras [22], 

which aimed at reducing the cost of produced water by MD technology. The overall 

objective was to optimize a solar driven MD desalination system, demonstrate its 

cost effectiveness and reliability and bring the technology to the market.  

Despite the demonstrated advantages and the many experimental and theoretical 

studies conducted in recent years, MD is not yet fully developed from the commercial 

point of view. One of the main reason is the high energy consumption (typical 

thermal energy consumption ~100 kWh/m3) compared, for example, to multiple 

effect distillation, or MED (thermal energy consumption ~40 kWh/m3 for large 

plants) and reverse osmosis, or RO (mechanical energy consumption 2–4 kWh/m3) 

[7,23,24]. Other reasons are related to the lack of commercially available high 

performance membranes, the low water flux. One of the main causes responsible for 

low water flux is the temperature polarization phenomenon, while the concentration 

polarization has a negligible effect on the permeate flow rate reduction [25]. 
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Temperature polarization results in a temperature difference at the membrane 

interfaces smaller than the temperature difference between the bulk solutions (Figure 

2) and it can lead to a dramatic reduction of the actual transmembrane temperature 

driving force [7,25].  

 

Figure 2. Sketch of the temperature polarization effect in Membrane Distillation. 

 

3. Electromembrane processes 

The term “electromembrane process” refers to a large family of processes quite 

different in their basic concept and/or application. However, they are all 

characterized by a mass transport coupled with an electrical current through ion-

exchange membranes (IEMs) [26]. They can be classified according to their 

properties as cation exchange (CEM) and anion exchange membranes (AEM) or 

according their structure as homogeneous and heterogeneous membranes. Cation 

exchange membranes contain negatively charged groups fixed to the polymer matrix. 

Due to the exclusion of anions, i.e. the coions, a CEM is impermeable to anions while 

permeable to the mobile cations, i.e. the counterions. On the contrary, an AEM 

contains positively charged groups fixed to the polymer matrix and it is preferentially 

permeable to anions and impermeable to cations. The selectivity of the membrane to 

the passage of counterions is indicated by the permselectivity. The basic unit in 

electromembrane processes is called cell pair and consists of a CEM, a “diluate” 

compartment, an AEM and a “concentrate” compartment. The space between 

membranes is maintained by inserting polymeric spacers or profiled membranes. In 

regard to spacers, a net with overlapped or woven filaments is the most frequently 

used in membrane processes [27]. A number of cell pairs (from some units/dozens at 
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laboratory scale [28,29] to some hundreds for prototypes and industrial units [30]) 

are piled in order to compose a stack.  

The co-ion exclusion of the IEMs, also referred to as Donnan exclusion, gives 

rise to an electrical double layer at each IEM-solution interface, where the chemical 

potential gradient is counterbalanced by the electrical potential gradient (Donnan 

potential), so that the net flux would be nil for perfectly permselective membranes 

[31]. In other words, due to the electrochemical equilibrium of the solution-IEM-

solution system, an electrical potential difference is generated over each membrane, 

referred to as Nernst potential. The sum of the contributions of all the IEMs of a stack 

is the open circuit voltage (OCV).  

Electromembrane processes can be used in the desalination of salt solutions or 

in the conversion of chemical energy into electrical energy [26]. The two 

corresponding processes are Electrodialysis and Reverse Electrodialysis, 

respectively. 

 

Electrodialysis 

Electrodialysis (ED) is known since 1890, but applied for water desalination 

only since the 1950s [32–34], when the first suitable ion-exchange membranes were 

commercially available [35,36]. A schematic representation of ED process is 

reported in Figure 3a: when an aqueous salt solution is pumped through the 

compartments of the stack and an electrical potential is established between the 

anode and cathode, the ions are forced to move towards the opposite electrode, i.e. 

the cations migrate toward the cathode and the anions toward the anode. In this 

migration, the cations pass through CEMs, but are repulsed by AEMs. Similarly, the 

anions pass through the AEMs, and are retained by the CEMs. The overall result is 

the ion concentration increase in alternate compartments called concentrate 

compartments, while the others, named diluate compartments, become depleted [31]. 

In order to desalinate the diluate compartment, once a concentration gradient is 

created between the two channels, the external applied voltage must exceed the 

Nernst potential, the Ohmic voltage drops and the non-Ohmic voltage drops, related 

to water transport, back diffusion and mass transport phenomena. The end 

compartments in Figure 3a contain red-ox solutions which convert the electron flux 

into an ion flux, and are delimited by electrodes connected to an external power 

supply. In the past, NaCl has been used as the electrode rinse solution but this causes 

the production of active Cl2 in the anodic compartment. Electrode rinse solutions 

containing SO4
2− salts are now usually preferred in order to avoid damages to the 

anode [37]. 
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 (a)  (b) 

Figure 3. Schematic representation of a) ED stack and b) cell pair in a parallel flow 

configuration. 

 

Currently, the largest industrial-scale application of ED is brackish water 

desalination while in other applications, ED has become of increasing relevance in 

the last decade, e.g. in the production of high-quality industrial process water and the 

treatment of industrial effluents [37,38]. In seawater desalination, ED has not yet 

established at industrial-scale and this is mainly due to the relatively higher cost of 

ion-exchange membranes (IEMs) compared to RO membranes, and to the reduction 

of permselectivity when seawater is used as the feed solution [37]. However, possible 

applications of ED for seawater desalination are currently studied. A combination of 

ED and brackish water reverse osmosis (BWRO) was for example proposed by 

Galama et al. [39] as an alternative to seawater reverse osmosis (SWRO). In addition, 

the application of multistage ED to seawater desalination is also currently studied 

[31]. 

Contribute to establishing ED as the new standard for seawater desalination is 

also the aim of the REvivED water EU project [40]. In this project, 10 partners, 

including the University of Palermo, are currently studying multistage ED systems, 

RED-ED and ED-RO configurations but also ED coupled with photovoltaic panels 

for desalination in remote and developing countries. The final goal of this project, 

which will finish in 2020, will be to produce safe, affordable and cost-competitive 

drinking water, with significantly reduced energy consumption compared to state-of-

the-art Reverse Osmosis (RO) technology. 
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It must be pointed out that, since the first ED experiment, the performance of 

the ED process has greatly improved due to the research efforts towards producing 

high-performing ion-exchange membranes [41]. However, real membrane properties 

still have an important role in limiting the performances, especially non-ideal 

permselectivity and water permeability. The minimum energy consumption, 

expected for seawater desalination, may increases by a factor of 3 if co-ions flux is 

considered and by about 10% when also the water flux is considered [42,43]. 

Performance of ED stacks are also determined by concentration polarization 

phenomena, which cause mass transfer limitations and the non-Ohmic voltage drop. 

According to the IUPAC Recommendations, concentration polarization is defined as 

“a concentration profile that has a higher (lower) level of solute nearest to the 

upstream membrane surface compared with the more-or-less well-mixed bulk fluid 

far from the membrane surface” [44]. An example of concentration profiles close to 

a cation exchange membrane is reported in Figure 4.  

 

Figure 4. Concentration profiles in ED, in diluate and concentrate compartments, close to a CEM. 

 

These profiles arise because the kinetics of transport in solutions and in 

membrane is different and this leads to the creation of enrichment and depletion 

layers next to the membrane. The concentration gradient at the membrane interfaces 

is larger than that one between the two bulk solutions and it leads to a larger Nernst 

potential that has to be exceeded, with a consequent increase in energy consumption. 

Concentration polarization has another serious effect in ED: in the diluate channel, 

the concentration at the membrane surface decreases with current density and, 

according to the classical theory, when becomes equal to zero, the limiting current 

density ilim is reached. This is the maximum reachable current density according to 
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this theory. However, in ED, it was observed that this limit does not exist. Beyond a 

certain current density, still named limiting current density (LCD, to distinguish from 

ilim), the electrical resistance drastically increases due to the depletion of ions within 

the boundary layer [45]. Even if the mass transport keeps slowly growing as the 

current density exceeds the LCD because of the transport of H+ and OH−, produced 

by a water splitting reaction, and mainly because of the electroconvection [46], the 

overlimiting region is still a non-operating region so far and thus it is important to 

determine the LCD by studying the concentration polarization. However, several 

studies presented in the literature demonstrated that the LCD appearance in ED does 

not correspond to the zero concentration at the membrane interface, thus it cannot be 

explained by the classical theory of concentration polarization [47–49]. Therefore, 

the prediction and determination of LCD in ED is still an open and widely discussed 

issue.  

 

Reverse Electrodialysis 

RED is an electrochemical membrane-based process that directly converts the 

chemical energy associated with the salinity gradient between two solutions into 

electrical energy (Figure 5).  

The end compartments are fed by the electrode rinse solution containing an ionic 

couple (for example, Fe3+/Fe2+ if the end membranes are AEMs or [Fe(CN)6]3-

/[Fe(CN)6]4- if they are CEMs [50,51]) and are provided with electrodes which can 

be closed via an external circuit on an electrical load. When the circuit is closed the 

voltage at the electrodes triggers redox reactions, with release of electrons at the 

anode and consumption of electrons at the cathode, so that an electrical current flows 

through the load. As a consequence, the co-ion exclusion of the IEMs gives rise to 

selective ionic fluxes within the stack: cations move through CEMs and anions 

through AEMs, from each concentrate channel towards the two neighbouring diluate 

ones. The voltage over the stack, and thus over the external load, will be given by 

the OCV less the voltage losses due to different phenomena, collectively indicated 

as the internal resistance of the stack. 

Applications of the RED process started to harvest the natural salinity gradient 

that can be found for example where river water is mixed with seawater, i.e. for the 

case of open-loop configuration systems. Several investigations have been performed 

to understand how operating conditions and membrane properties can affect the 

power density. Since the first experiment, carried out in 1954, which reported a 

power density of 0.05 W/m2 [52], an increase of about 176% was achieved after 55 

years with a power density of 0.93 W/m2, reported by Veerman et al., when seawater-
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river water are used [28]. The obtainable power density can further increase if high 

salinity solutions and/or high temperatures are adopted. For example, Daniilidis et 

al. [53] obtained a power density of 6.7 W/m2 using brines at 60 °C. 

 

Figure 5. Schematic representation of a RED stack (a) and of an individual cell pair (b). 

These approaches were studied at University of Palermo within the activities of 

REAPower EU project [54], which led to the successful design and operation of the 
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first pilot scale prototype, installed in real environment and fed with natural seawater 

and brine from the saltworks [30,55].  

RED technology has been investigated also in a closed-loop configuration 

within the RED-Heat to Power EU project [56], with the aim to convert low-grade 

waste heat into electricity. In this case, it is possible to talk of a Reverse 

Electrodialysis-Heat Engine (RED-HE) in which a traditional RED unit is coupled 

with a Thermal Regeneration Unit (TRU) [57]. The latter can restore the initial 

concentrations of the solutions exiting from the RED unit, closing the loop. 

Even though these improvements, RED is still characterized by small net power 

density values, limiting the applicability of this process. The net power density which 

can be provided by a RED stack is determined by the following main aspects: (i) 

theoretical (maximum) electromotive force, or OCV; (ii) Ohmic losses; (iii) pumping 

power consumption; and (iv) non-Ohmic losses [58]. OCV depends mostly on the 

ratio between the ion activities of the two solutions, but also on the membranes 

permselectivity which can undergo a non-negligible reduction when concentrated 

solutions are adopted [53,59]. Ohmic losses are due to the stack elements such as 

membranes, diluate channels, concentrate channels and electrode compartments. 

When the diluate compartments are fed by a low concentration solution as river 

water, often they give the main contribution to the Ohmic resistance [60–62]. On the 

contrary, when more concentrated solutions are used, the membranes’ resistance is 

the dominant contribution [53]. Moreover, non-conductive spacers may cause a 

significant increase of the compartment’s Ohmic resistance [53,60–63]. Profiled 

membranes offer a path for the ionic flow through the conducting profiles, so that 

the electrical resistance may remain unchanged or even decrease, depending on the 

relative electrical conductivity of membrane and solution. Vermaas et al. [64] 

reported a reduction of 30% of the Ohmic resistance in a stack using profiled 

membranes with respect to a stack provided with non-conducting spacers; similar 

findings emerged from a subsequent study [65].  

The obtainable net power may be significantly reduced by the energy 

consumption for pumping the feed solutions. At the flow rate that maximizes the net 

power this reduction is typically ~10-20% [28,60,64–66]. The total pressure drop 

through the stack is due to (i) the distribution/collection system (manifolds) and (ii) 

the channels [66]. A properly designed geometry of the manifolds can reduce 

drastically their contribution to the hydraulic loss [65,67]; on the other hand, the 

channel features (inter-membrane distance and shape) may have a weighty effect on 

the net power. In regards to the channel shape, traditional net spacers may lead to a 

pressure drop much higher than in the empty channel [65,68,69], while profiled 
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membranes may have simpler geometries able to increase only slightly the hydraulic 

friction [64,65,70]. 

The ion transport across IEMs from the concentrate channel to the diluate one 

causes non-Ohmic phenomena of concentration changes that result in a reduction of 

driving force and thus in a further voltage drop. This voltage loss is usually quantified 

as non-Ohmic loss, by analogy with the Ohmic one, and is due to two contributions 

caused by: (i) the streamwise concentration change in the bulk of the solution, and 

(ii) the concentration polarization in the diffusion boundary layers [58].  

When an electrical current passes through a RED stack, a concentration 

boundary layer (Figure 6) develops between each membrane surface and the fluid 

bulk [31]. The increased salt concentration at the membrane surface in the diluate 

channel and, conversely, the decreased salt concentration at the membrane surface in 

the concentrate channel reduce the actual electromotive force [60]. By using the 

couple seawater – river water, the contribution of concentration polarization to the 

stack resistance is significant [60,62,64,71]. 

 

Figure 6. Concentration profiles in RED [59], in diluate and concentrate compartments, close to 

a CEM. 
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4. RO and hybrid systems 

Among membrane processes for water desalination, reverse osmosis (RO) has 

become the dominant technology [72,73], covering 63% of the world desalination 

market [8]. In RO plants, high pressure seawater feed pumps supply the pressure 

necessary to generate a positive flux of fresh water through the membrane [74]. 

Energy consumption is the largest operational cost of seawater reverse osmosis 

(SWRO) [11]. As in all separation processes, a thermodynamic lower constraint to 

the energy required for the separation of a feed (f) of given salinity into a diluate (d) 

and a concentrate (c) is the difference in Gibbs free energy between feed and 

products, Gf−(Gd+Gc). The issue is analysed, for example, by Post et al. [6]. In the 

limit of an infinite amount of feed, the minimum energy per unit volume of the 

diluate coincides with the osmotic pressure difference existing between feed and 

diluate (~2.8 MPa, or 0.78 kWh/m3, if the feed is seawater at 32 g/l NaCl). The 

minimum energy increases significantly as the d/f volume ratio (water recovery ratio) 

increases; for example, obtaining 1 m3 of freshwater from 2 m3 of seawater requires 

~1 kWh.  

However, the above values hold only in the limit of reversible separation 

processes, characterized by vanishing flow rates. If a significant flow rate of diluate 

is required, irreversible phenomena become important and the energy required for 

separation increases.  

In SWRO plants, specific energy consumption has declined dramatically in the 

past 40 years: better membranes, improvements in pump efficiency and the use of 

energy recovery devices (ERD) have allowed values of 3–4 kWh/m3 or even lower 

to be obtained [75].  

In order to enhance process performance and reduce energy consumption, 

researchers are studying new nanotube and nanocomposite membranes [17] and new 

designs of the pressure vessels [76], though this cannot overtake the thermodynamic 

constraint related to the need of exceeding the osmotic pressure of the stream flowing 

in the feed channel to obtain a permeate. Some new directions for process 

intensification look at the implementation of hybrid schemes for the combined 

production of water and energy [9,10] or for the pre-desalting of seawater aiming at 

the reduction of pumping power requirements [11,12].  

Under this respect, two different approaches have been proposed. The first 

requires a low-salinity sink stream, such as reclaimed water from a waste water 

treatment plant. Pre-desalting is obtained by the transport of water from the sink 

stream into the feed seawater, when osmotic membranes are adopted (e.g. Pressure 

Retarded Osmosis, Forward Osmosis and Pressure Assisted Osmosis [77–79], see 
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Figure 7a), or, vice versa, by the transport of salt from the feed seawater into the sink 

stream, when ion-exchange membranes are used (e.g. Reverse Electrodialysis, short-

circuit Reverse Electrodialysis and Assisted Reverse Electrodialysis [80–82], see 

Figure 7b). 

 

 (a) 

 

 (b) 

 

 (c) 

Figure 7. Schematic diagrams of the possible hybrid system configurations where Reverse 

Osmosis is coupled with a) Pressure Retarded Osmosis (PRO), Forward Osmosis (FO) or Pressure 

Assisted Osmosis (PAO); b) Reverse Electrodialysis (RED), short-circuit Reverse Electrodialysis 

(scRED) or Assisted Reverse Electrodialysis (ARED); c) Electrodialysis (ED). 
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With the second approach, pre-desalting is obtained by transport of salt from the 

feed stream into a higher salinity sink stream (Electrodialysis, see Figure 7c). 

Hybrid configurations where electromembrane processes are coupled with RO 

are currently studied at University of Palermo within the activities of the REvivED 

water project, which include the construction of a pilot prototype. Experimental tests 

will demonstrate the energy savings and advantages, bringing the integrated 

ED/RED-RO system in desalination market. 

 

5. Scope and outline of the thesis 

The scope of the thesis is to study membrane processes that can have an 

important role in the world energy/water market but still are not at an industrial scale. 

These processes, i.e. MD and electromembrane processes, can be improved, 

developed and optimized studying each phenomena involved in the process, from the 

microscopic scale to the process scale. A validated simulation tool is the more 

powerful, easy and fast way to understand where the process can be improved and if 

new solutions (e.g. hybrid systems involving RO) can be implemented in order to 

produce more energy/drinking water with a lower cost, becoming in this way 

competitive with respect to other standard processes. 

The membrane processes described in the previous sections, are inherently 

affected by polarization phenomena, which cause always a decrease of the driving 

forces and thus a loss of efficiency. The negative effects of polarization phenomena 

can be counteracted improving convective motions, which affect mixing and thus the 

temperature/concentration field within the channel. Therefore, polarization 

phenomena depend strongly on the channel geometry (size and shape) and the flow 

rate [68–70,83]. Spacers, usually made up of a network of overlapped or woven 

filaments (see Figure 8), can act as mixing promoters. They are also essential as they 

mechanically support the membranes. In ED and RED, profiled membranes (Figure 

9) can be used instead of spacers: profiles allow to support the membranes, as the 

spacers do, but without their disadvantages (cost, increased Ohmic resistance of the 

channels) [64].  

In such systems, understanding the fluid dynamics in the channels is crucial for 

enhancing mixing in order to reduce undesirable polarization effects but also for 

limiting pressure drop. Spacers or profiled membranes indeed are obstacles that 

cause an increase of the friction factor with respect to the empty channel case.  

In order to study how the presence of spacers or profiled membranes reduces 

polarization effects, mass transport or heat transport in the channels can be studied 

by means of 3-D Computational Fluid Dynamics simulations. Local temperature or 
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concentration distributions and flow field can be visualized and simulation results 

are post-processed in order to obtain the Nusselt number, the Sherwood number and 

the friction factor. These dimensionless numbers can give a qualitative information 

about the spacer/profiled membrane performance given from the balance of the 

polarization phenomena reduction and the pressure drop increase. 

 

 

 (a) (b) 

 

 (c) (d) 

Figure 8. Pictures of net spacers with (a) overlapped crossing filaments and (b) woven filaments. 

(c) General overlapped spacer geometry, formed by stacking two arrays of cylindrical rods, or 

filaments: the most general case is characterized by diameters d1, d2, pitches l1, l2, included angle α 

and flow attack angle γ. (d) Woven geometry: a unit cell is shown for the case d1= d2, l1= l2=6 d, 

α=90°. 
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Figure 9. Top view of a profiled membrane with pillars profiles. 

In electromembrane processes, mass transport (of salt and water) is not the only 

phenomenon involved. Ohmic phenomena, related to the resistance offered by 

aqueous salt solutions, membranes and spacers, have to be considered. In complex 

shape channels, which can also include conductive membrane profiles, determining 

the Ohmic resistance can be tricky and CFD simulations can be helpful. 

Another phenomenon observed in ED is the electroconvection, i.e. the 

appearance of electrokinetic eddies at current density values higher than the Limiting 

Current Density (LCD). CFD simulations can study the formation and the growth of 

these eddies. 

Because of the complexity and the different phenomena involved in 

electromembrane processes, purely empirical methods, based on experimental tests 

and on a trial-and-error approach, are not practical for design and performance 

prediction, thus mathematical models appear to be mandatory. A complete, albeit 

simple, model of electromembrane processes can be coupled with CFD, 

implementing correlations of the dimensionless numbers in order to estimate 

polarization phenomena and pressure drops. This approach gives a quantitative 

appreciation of the relative importance of fluid dynamics-dependent quantities in 

affecting performance parameters (e.g. the maximum obtainable net power density 

in RED or the minimum energy consumption in ED). The model, provided it is tuned 

and validated against experiments, can be used for optimization purposes. However, 

while in RED operations the optimization to maximise the net power density can be 

performed without any limitation, in ED operations, the current density should not 

overcome the Limiting Current Density. The model should then provide an 

estimation of this important parameter so that it can be used to design ED units that 

work far from the LCD.  



Part I 

18 

 

As already observed, the Limiting Current Density issue in ED it is not yet fully 

clarified, as well as its determination and it requires further and deep investigations, 

even based on carefully designed experimental campaign. 

Such a complete model can still be implemented in user-friendly platforms such 

as Excel™ or in more advanced Fortran codes and can be used for process design 

and development of electromembrane processes.  

In previous sections, electromembrane processes were also presented as pre-

desalination methods in hybrid configurations with Reverse Osmosis. These systems 

can be designed and optimized by using a hybrid model where, the previous validated 

model for electromembrane processes can be coupled with a model for RO. 

In Part II, CFD models for heat and mass transfer investigations in complex 

channels filled either by spacer either by profiled membranes are presented. Some 

aspects related for example to the proper choice of boundary conditions or the 

definition of dimensionless numbers are critically discussed. The results are 

presented in more detail for Membrane Distillation in Section 3 and for 

electromembrane processes in Section 4. In this section, CFD approaches to simulate 

Ohmic phenomena and electroconvection are also presented and discussed. 

Moreover, the results about pressure drops, which is a common aspect for all 

membrane processes investigated, are presented in Section 5. 

In Part III, the one-dimensional model for electromembrane processes is 

presented. A model validation in ARED and RED operation modes and model 

predictions with different spacers and profiled membranes are reported in Section 3. 

In this chapter, it is presented also the RED optimization, aiming at maximizing the 

net power density. In Section 4, the model is validated also in ED mode. Moreover, 

the LCD issue is deeply investigated: the influence of operating conditions, spacers 

or profiled membranes, and membrane properties is discussed. 

In Part IV, a simulation tool for hybrid system is presented. The pilot prototype, 

installed in Spain within the activities of the REvivED project, is described. 

Experimental results from the pilot plant are used to validate the hybrid model that 

is used then to perform a sensitivity analysis. 

The summary of the main results is presented in the Conclusions chapter, as 

well as possible improvements and future outlook. 

 



CFD in membrane processes 

19 

 

Part II: CFD in membrane processes 
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1. Literature review 

Applications of Computational Fluid Dynamics to the characterization of 

spacer-filled channels for membrane processes started to appear in the literature with 

some consistency in the 1990s. In the following literature review, the main works 

about CFD simulations of heat and/or mass transfer in spacer-filled channels will be 

summarized and divided between 2-D and 3-D cases. For each main group, the 

literature will be presented in chronological order. 

Some of the published studies regarded simplified, two-dimensional geometries 

(e.g. cylindrical obstacles placed in a plane channel). Thus, in 2001 Cao et al. [84] 

conducted two-dimensional simulations with the Ansys-Fluent™ code for a plane 

channel provided with filaments of circular cross section placed orthogonally with 

respect to the flow. They investigated the influence of the filament arrangement 

(adjacent to one wall, staggered, floating) on velocity distribution, wall shear stress, 

turbulence. Convective transport was not explicitly simulated but mass transfer 

coefficients were estimated from the hydrodynamic quantities (boundary layer 

thickness, wall shear stress). The simulations showed that transverse spacer cylinders 

floating in the channel may be more desirable then filaments touching the walls. They 

also showed that reducing the distance between transverse spacer cylinders can 

reduce shear stress peaks and produce more active eddies, which may improve mass 

transfer at the membrane surfaces. However, it was demonstrated that the reduction 

in the transverse cylinder distance could also significantly increase the channel 

pressure drop and thus the operating costs. 

In 2013 Qureshi and Shakaib [85] considered developing flow in a multi-cell 

geometry, consisting of a flat two-dimensional channel with transverse cylindrical 

filaments, half the channel height in diameter and longitudinally spaced by 3 or 4 

times the channel height (spacers s3 and s4). Steady-state (laminar), 2-D simulations 

were conducted by Ansys-Fluent™. The authors used velocity inlet and pressure 

outlet conditions at the opposite vertical faces and assumed the membrane surfaces 

to be impermeable and no-slip walls. Furthermore, they imposed a constant heat flux 

at the top and bottom walls. They found that shear, heat and mass transfer rates were 

10-20% higher in spacer s3. They compared CFD predictions with empirical 

correlations proposed in 1987 by Schock and Miquel [86] and obtained a satisfactory 

agreement in the Sherwood number, while the Nusselt number was underpredicted 

by CFD.  

In 2012 Shakaib et al. [87] studied the effect of spacer arrangement on both 

sides of the membrane in MD by conducting two-dimensional simulations with 

Ansys-Fluent™ for a multi-cell geometry including a hot (feed) channel, a thermally 

conductive membrane, and a cold (permeate) channel. The hot and cold channels 
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were of the same height and each was provided with its own spacer. As in the 

previous studies, spacers were modelled as simple arrays of filaments of circular 

cross section placed orthogonally with respect to the flow and occupying half the 

channel height. The authors imposed a constant thermal conductivity for the 

membrane and a variable inlet velocity for the feed and permeate channels (Re≈100-

700 by the present definitions). Laminar flow was assumed for Re<~300 and two 

different turbulence models (Spalart-Allmaras and k-ω) were used for larger Re. 

CFD results were compared with the experimental correlation proposed by 

Phattaranawik et al. [88] in 2003 for the Nusselt number and a satisfactory agreement 

was reported. The authors found that recirculation and stagnant zones are created 

near the contact points between the spacer filaments and the membrane surface; the 

recirculation regions reduce temperature polarization while the stagnant zones 

produce the opposite effect. In agreement with Cao et al. [84], they observed that 

heat transfer rates increase when the spacer filaments are not in contact with the 

membrane and that staggered filament arrangements are preferable.  

Although they may provide valuable insight into the basic mechanisms of flow 

separation and drag, 2-D studies can only deal with transverse filaments and are not 

adequate to predict the complex mixing and heat / mass transfer enhancement caused 

by real 3-D spacers.  

In 2001 Karode and Kumar [89] presented purely hydrodynamic CFD 

simulations for a multi-cell model of the ultrafiltration spacer-filled channels 

investigated experimentally by Da Costa et al. [90]. The authors considered 

overlapped spacers in which the pitch (inter-filament distance) to channel height ratio 

ranged between 1 and 4 and the Reynolds number between ~500 and ~5000. Steady-

state flow was assumed in all cases. The PHOENICS™ CFD code was used. The 

main factors influencing the effectiveness of a spacer were found to be the pitch to 

channel height ratio and the angle between the spacer filaments. For the highest inlet 

flow rates, simulations overestimated the pressure drop compared to that measured 

experimentally; Karode and Kumar attributed this discrepancy to the non-ideality of 

the actual spacers that could allow some fluid flow between the filaments and the 

membrane. 

Li et al. [27] used the CFX-4.3™ code to study, for a non-woven geometry, the 

influence on mass transfer of pitch (distance between parallel filaments) l, angle α 

between filaments and flow attack angle γ. They carried out direct numerical 

simulations (DNS) for Reynolds numbers of ~200-1000, a range in which spiral 

wound membrane modules may actually operate. The authors defined the average 

mass transfer coefficient as the area average of the local mass transfer coefficient. 
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The results, in terms of Sherwood number in function of Power number (Pn), showed 

the spacer geometry to be optimal for l/H=4, α=120° and γ=30°. 

Koutsou et al. [91] performed DNS at Re<800 using Fluent™. The 

computational domain was a periodic unit cell. The authors highlighted that a 

transition to unsteady flow occurs at Reynolds numbers of 140–180 for the parameter 

range examined. They also found the presence of closed recirculation zones attached 

to the spacer filaments, presumably detrimental for concentration polarization and 

fouling. In a later paper, Koutsou et al. [92] investigated Reynolds and Schmidt 

number effects on the time-mean local and spatially-averaged Sherwood number, 

taking into consideration various realistic spacer geometries. They carried out 3-D 

DNS with the same Reynolds number range as in [91] and Schmidt numbers in the 

range 1-100. A local time-mean value of the mass transfer coefficient (k) at the 

channel walls was defined on the basis of the local time-mean value of the wall mass 

flux and of the local time-mean concentration at the channel symmetry plane. In 

order to calculate the overall mean Sherwood number, the authors used the spatially 

averaged value of k. They found that the distributions of the local time-mean 

Sherwood number at the top and bottom walls were symmetrical with respect to the 

channel diagonal, which was also the direction of the mean flow.  

Koutsou et al. [93] developed a novel spacer geometry consisting of spheres of 

diameter equal to the channel height H connected by cylindrical segments of 

diameter H/2. They considered the periodic unit cell formed by four neighbouring 

spherical nodes and connecting segments and performed DNS using Fluent™. The 

main advantage of this novel geometry is that the contact of the spherical spacer 

nodes with the membrane surfaces occurs pointwise, unlike in conventional 

geometries characterized by contact lines that create “dead” zones associated with 

reduced mass transfer rates. The authors observed the same general trends of results 

obtained with conventional spacers, but, regarding the local shear stresses and mass 

transfer coefficients on the membrane surface, they found that the novel geometry 

exhibits higher values and a more uniform spatial distribution of these parameters.  

Cipollina et al. [94] studied spiral wound MD channels with double layer 

filament spacers using either DNS or steady state simulations. The computational 

domain included 5-6 unit cells both streamwise and spanwise and was meshed by a 

tetrahedral unstructured finite volume grid. The code used was Ansys-CFX™. The 

authors imposed Re ≈ 400, developing flow and thermal fields along the unit cells 

starting from uniform inlet velocity and temperature (i.e., inlet-outlet conditions with 

no periodicity), and a uniform heat flux on both walls. They concluded that higher 

velocities reduce temperature polarisation while filaments transverse to the flow 

increase polarisation. In a further paper [95], the authors extended the study to a 
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larger variety of non-woven spacers. The results confirmed that filaments mainly 

parallel to the fluid flow direction are to be preferred, and showed that 3- and 4-layer 

spacers provide a better compromise between low ΔP and low temperature 

polarization than diamond or oblique 2-layer spacers. 

Al-Sharif et al. [96] studied the effect of three different overlapped spacers on 

fluid dynamic, heat transfer and temperature polarization using OpenFOAM®. Like 

Cipollina et al. [94,95], they adopted a developing flow approach, i.e. they 

considered a certain number of unit cells in the axial direction and applied uniform 

profiles for velocity and temperature at the inlet of the domain and zero gradient 

conditions at the outlet. A uniform heat flux boundary condition was imposed on 

both walls. From the results of simulations for Re ≈ 300-1200, the authors stated that 

spacers characterized by 3 layers of orthogonal cylindrical filaments placed at 0° 

(filaments touching the walls) and 90° (central filaments) with respect to the flow 

(type 3) caused the lowest pressure drop, symmetrical temperature profile and high 

velocities near the membrane walls. Spacers with two layers of orthogonal 

cylindrical filaments placed at 0°-90° with respect to the flow (type 2) were the least 

desirable as they produced asymmetric temperature and velocity profiles and high 

pressure drops. An intermediate behaviour was reported for spacers with a flow 

attack angle of 45° (type 1). 

Also Mojab et al. [97] used OpenFOAM® to investigate by DNS laminar to 

turbulent flow regimes in a channel provided with an overlapped spacer, which 

consisted of two layers of mutually orthogonal rods, or filaments, placed at 45° with 

respect to the flow direction. The filament spacing was just 1.085 times the channel 

height, equal in its turn to twice the rod diameter. This configuration was identical to 

the commercial spacer CONWED-1™. The authors used the periodic unit cell 

approach with no-slip conditions at the spacer and membrane surfaces. They found 

that the main flow splits into two streams which move parallel to the filaments with 

90° direction difference to each other. At the cell midplane these streams interact and 

exchange momentum. The 90° angle between the flow streams produces tangential 

forces which cause secondary swirling motions in the main flow streams. The authors 

found four different flow regimes: laminar-steady (Re<480), laminar-unsteady-

periodic (Re=480-720), fully unsteady (Re>720) and turbulent flow proper 

(Re>2400).  

Saeed et al. [98] used Fluent™ to investigate the impact of dimensionless 

filament mesh spacing on wall shear stress and mass transfer coefficients for the two 

membrane walls. They employed steady state and laminar flow conditions and 

considered as the computational domain a strip of unit cells including six bottom 

filaments and one top filament. The average mass transfer coefficient was defined as 
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the area average of the local mass transfer coefficient. The authors compared 

different spacers with pitch to channel height ratios (l/H) varying between 2 and 6; 

cases with different values of l/H for the top and bottom layer of filaments were also 

considered. The Reynolds number (based, in this case, on hydraulic diameter and 

mean interstitial velocity) ranged between 75 and 200 (when computed on the basis 

of the present definition, Re varies as a function of the pitch to channel height ratios 

of each filament layer). In all simulations the flow direction was parallel to the top 

filaments. The authors observed closed flow recirculation near the bottom membrane 

surface for spacer geometries characterized by l/H ≤3. For spacers with l/H ≥4 they 

observed reattachment and separation regions, with a reattachment point location that 

shifted downstream with an increase in Re, until it met the next bottom filament. 

Finally, they found that the spacer arrangement with l/H=4 on both walls provides 

moderate pressure drops and the highest Spacer Configuration Efficacy (defined as 

the ratio of the Sherwood number to the power number). 

With the aim of characterizing water flow in a spacer filled channel, Bucs et al. 

[99] performed Particle Image Velocimetry (PIV) in a transparent test section 

provided with a commercial non-woven Toray™ spacer with a thickness of 0.787 

mm, l/H=5.56, a flow attack angle of 45° and filaments of diameter varying along 

their axis. They also simulated the unit cell of the experimental geometry, 

reconstructed from computerized tomography (CT) scans. The authors assumed 

steady laminar flow and Re≈112, 256 and 480. The measured flow was laminar with 

only a slight unsteadiness in the upper velocity limit, and CFD simulations were in 

good agreement with the measured flow fields.  

Tamburini et al. [100] studied the effects of spacer orientation on heat transfer 

in MD channels provided with non-woven spacers using DNS, the unit cell approach 

and the Ansys-CFX™ code. In order to reproduce their own experimental 

measurements as faithfully as possible, the authors considered only one of the walls 

(top wall) to be thermally active (i.e., representing a membrane) and imposed on it a 

third-type (mixed) boundary condition with an outer temperature of 19°C and an 

interposed thermal resistance rT,ext of 6.25·10-3 m2K/W. The opposite (bottom) wall 

and the filament surfaces were assumed to be adiabatic. The average Nusselt number 

{Nu} was defined as the area average of the local Nu on the active wall. The authors 

found that, when the fluid moves at a 45° angle with respect to the filaments adjacent 

to the top wall, {Nu} is higher than in the 0° and 90° orientations. They also compared 

CFD predictions with their own experimental results, obtained by Liquid Crystal 

Thermography, and found a good agreement in the time averages of both local and 

surface-averaged Nusselt numbers.  
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Gurreri et al. [69] used Ansys-CFX™ to simulate woven (w) and overlapped 

(o) spacers with three pitch to height ratios (l/H=2, 3, 4), two different flow directions 

(either parallel to a filament, γ=0, or bisecting the angle formed by the filaments, 

γ=45°) and four Reynolds numbers (1, 4, 16, 64). Such low Re are representative of 

flow in Reverse Electrodialysis (RED) stacks. They found that the filament spacing 

has a clear effect on Sh for all Re only in woven spacers with γ=45° (in the range 

investigated, Sh decreases as l/H increases), while for the overlapped arrangement 

the dependence of Sh on l/H is not as significant. The authors stated that the woven 

arrangement establishes different flow fields than those typical of overlapped 

spacers, raising pressure drop but favouring mixing, especially for higher Reynolds 

numbers and γ=45°. Finally, they found that the woven spacer with γ=45° is the most 

promising configuration for mixing; it yields higher values of Sh than the case γ=0° 

for all Re and l/H, although the improvements are lower at high Re. 

As the above review shows, CFD simulations of spacer-filled channels for 

membrane processes started to appear in the literature since the year 2001 and have 

been presented at an increasing rate since then. They have been based, in most cases, 

on a small number of open source or commercial codes (OpenFOAM®, Ansys-

CFX™, Ansys-Fluent™ and, in one case, PHOENICS™), since in-house codes are 

poorly suitable for the complex geometry of spacer-filled channels. Published studies 

are almost evenly divided between those using the Periodic Unit Cell approach 

[27,69,91–93,97,99,100] and those simulating multi-cell, developing flow 

configurations [85,87,89,94–96,98]. Further distinctions can be drawn according to 

the 2-D [84,85,87] versus 3-D [27,69,89,91–100] dimensionality of the simulations 

and to the flow regimes investigated: thus, some authors carried out only steady-

state, laminar simulations [69,85,87,95,97,99]; others dealt with unsteady and early 

turbulent regimes by Direct Numerical Simulation [27,91,92,94,100]; and others yet 

[84,87] used turbulence models (RNG k-ε in the former case, Spalart-Allmaras and 

k-ω in the latter). In regard to the phenomena modelled, some papers [89,91,97,99] 

simulated only the fluid flow, while others considered also heat transfer [85,87,94–

96,100] or mass transfer [69,92,93,98]. 

Schwinge et al. [101], Ghidossi et al. [102], Hitsov et al. [103], Karabelas et al. 

[104] and other authors have presented reviews addressing a number of issues in the 

modeling of spacer-filled channels. Fimbres-Weihs and Wiley [105] examined 

problems concerning the definition of the dimensionless numbers that characterize 

the phenomenon, the use of periodic conditions, and the comparison of 3-D vs. 2-D 

and steady-state vs. transient simulations. 
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2. Modelling complex channels: general aspects and approaches 

In this chapter, the “unit cell approach”, adopted in all the simulations 

performed will be presented. Moreover, a number of aspects not sufficiently clarified 

so far will be discussed before reporting the results of a computational simulation 

campaign that aims to study transport phenomena in the typical channels of the 

membrane processes here investigated. The main issues addressed in the following 

sections are: 

• definition of dimensionless numbers; 

• influence of boundary conditions; 

• complex influence of the parameters l/H, γ, Re. 

Most of the results that follow were obtained for the spacer geometry consisting 

of identical overlapping cylindrical filaments (Figure 8c) with df=H/2 and an intrinsic 

angle α=90°, under steady-state (laminar) flow assumptions. All simulations were 

conducted by the finite volume code Ansys-CFX™. Numerical methods and 

computational details will be discussed in the following sections. 

 

2.1 Unit cell approach 

The problem is described by the continuity, Navier-Stokes and scalar transport 

equations for a constant-property fluid. In the following the transported scalar will 

be assumed to be a generic scalar φ. 

In order to simulate fully developed flow and scalar fields by simply applying 

periodicity conditions at the opposite faces [69,100], “true” pressure P* and scalar 

φ* are replaced by their periodic components P, φ such that 

𝑃∗ = 𝑃 + 𝑃𝑠𝑠 (1) 

 

𝜑∗ = 𝜑 + 𝜑𝑠𝑠 (2) 

 

in which s is the distance along the streamwise (main flow) direction while Ps and φs 

are the large-scale gradients of pressure and scalar, respectively, in the same 

direction. Note that Ps is always negative while φs is positive for flux entering the 

fluid and negative in the opposite case. 

In the simulations, the pressure gradient Ps is imposed while the flow rate and 

thus the bulk flow Reynolds number Re follow as results of the simulation.  
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As regards the large-scale scalar gradient, a balance yields 

𝜑𝑠 = (
𝑖𝑛

𝑉𝑓)/(𝜌𝑢𝑣𝑜𝑖𝑑)⁄  in which uvoid is the mean “void channel” velocity in the 

direction s and 𝑖𝑛 is the total flux of φ entering the unit cell from the walls: 

𝑖𝑛 = ∫ 𝛤∇𝜑 ∙ 𝐧 𝑑𝑆

𝑆

 
(3) 

 

where Γ is the diffusivity and S is the total wall surface area in the unit cell. Both the 

flux and uvoid are evaluated as parts of the solution during the course of the simulation.  

Substituting Eqs. (1)-(2) for P* and φ* in the standard momentum and scalar 

transport equations, after some manipulation one obtains the following governing 

equations (written in Cartesian tensor notation): 

𝜕𝜌

𝜕𝑡
+

𝜕𝜌𝑢𝑗

𝜕𝑥𝑗
= 0 

(4) 

 

𝜕𝜌𝑢𝑖

𝜕𝑡
+

𝜕𝜌𝑢𝑖𝑢𝑗

𝜕𝑥𝑗
= −

𝜕𝑃

𝜕𝑥𝑖
+

𝜕

𝜕𝑥𝑗
𝜇

𝜕𝑢𝑖

𝜕𝑥𝑗
− 𝑃𝑠

𝜕𝑥𝑖

𝜕𝑠
 

(5) 

 

𝜕𝜌𝜑

𝜕𝑡
= −

𝜕

𝜕𝑥𝑗
(−𝛤

𝜕𝜑

𝜕𝑥𝑗
+ 𝜌𝑢𝑗𝜑) −

𝑖𝑛

𝑉𝑓
∙

𝑢𝑠

𝑢𝑣𝑜𝑖𝑑
 

(6) 

 

in which us is the component of the local velocity along the direction s.  

Translational periodic boundary conditions were now adopted for all variables 

at the opposite faces of the computational domain.  

 

2.2 Definition of dimensionless numbers 

Reynolds number 

In regard to the Reynolds number, several definitions can be found in the 

literature, differing in the choice of the length and velocity scales. The length scale 

has been variously identified with the filament diameter df, the channel height H, or 

the hydraulic diameter dh=4Vf/Swet, in which Vf is the volume of fluid and Swet the 

wetted surface (including both the filaments and the membrane walls). A further 

alternative consists in using the hydraulic diameter of the void channel, which can 

be identified with twice its height (2H) in the limit of laterally infinite plane channel. 

As to the velocity scale, some authors prefer the volume-averaged velocity um along 
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the main flow direction s, which coincides with the area average of us on any arbitrary 

cross section orthogonal to the flow and is sometimes called the interstitial velocity: 

𝑢𝑚 =
1

𝑉𝑓
∫ 𝑢𝑠𝑑𝑉

𝑉𝑓

 
(7) 

 

An alternative velocity scale is the void channel velocity uvoid, i.e. the velocity 

which would yield the given flow rate if the channel were void of any spacer; uvoid is 

sometimes called the inlet, approach or superficial velocity. The two quantities um 

and uvoid are related by 

𝑢𝑣𝑜𝑖𝑑 = 𝑢𝑚𝜀 (8) 

where ε is the porosity, or void ratio, Vf/Vtot. 

Thus, at least the following quantities (covering seven out of a total of eight 

possible combinations!) have been called the “Reynolds number” in the literature: 

 𝑅𝑒(1) = 𝑢𝑚 𝑑ℎ 𝜈⁄  [87,89,94,95,97–99] 

 𝑅𝑒(2) = 𝑢𝑣𝑜𝑖𝑑 𝑑ℎ 𝜈⁄  [96] 

 𝑅𝑒(3) = 𝑢𝑣𝑜𝑖𝑑 𝐻 𝜈⁄  [96] 

 𝑅𝑒(4) = 𝑢𝑣𝑜𝑖𝑑 2𝐻 𝜈⁄  [69,100,106] 

 𝑅𝑒(5) = 𝑢𝑚 𝐻 𝜈⁄  [27] 

 𝑅𝑒(6) = 𝑢𝑣𝑜𝑖𝑑 𝑑𝑓 𝜈⁄  [91–93] 

 𝑅𝑒(7) = 𝑢𝑚 2𝐻 𝜈⁄  [107] 

In particular, in a spacer with overlapped filaments of diameter df, distance 

between the filaments l and channel height H=2df, one has 

𝜀 =
𝑙 𝐻⁄ − 𝜋 8⁄

𝑙 𝐻⁄
 

(9) 

 

𝑑ℎ = 2𝐻𝜀
𝑙 𝐻⁄

𝑙 𝐻⁄ + 𝜋 2⁄
 

(10) 

 

(independent of the angle formed by the filaments with each other and with the main 

flow), so that between the above definitions of the Reynolds number the following 

relations apply: 

𝑅𝑒(1) =
1

𝜀
𝑅𝑒(2) = 2𝑍𝑅𝑒(3) = 𝑍𝑅𝑒(4) = 2𝜀𝑍𝑅𝑒(5) = 4𝑍𝑅𝑒(6) = 𝜀𝑍𝑅𝑒(7) 

(11) 
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in which Z=(l/H)/(l/H + π/2). Similar formulae can be written for spacers 

characterized by woven filaments or by more complex configurations. Definition 

Re(1) is by far the most popular. Definitions Re(3) and Re(4), differing only by a factor 

2, are based on velocity and length scales that do not depend on the spacer and are 

proportional to the flow rate through the channel, which may allow a more direct 

performance comparison between different spacers (including the “null” case of a 

void, i.e. spacerless, channel). Note that, for l/H→ ∞, one has Z→ 1 and Re(4)→ Re(1). 

 

Friction factor 

With some exceptions [84,85,94,95,97,99], most of the literature on spacer-

filled channels deals to some extent with measured or predicted pressure drops. Some 

authors [87,96] choose to report this quantity in dimensioned form (i.e., in Pa or Pa 

m−1), or use the dimensioned or dimensionless wall shear stress [91,92] or the power 

number, related to the pumping power consumption per unit volume [27]. However, 

the commonest choice [69,89,98,100] is to make the pressure drop ΔP dimensionless 

as a Darcy friction coefficient f on the basis of the usual relation 

𝑓 =
∆𝑃

∆𝑠

2𝐿𝑟𝑒𝑓

𝜌𝑈𝑟𝑒𝑓
2  

(12) 

 

in which Δs is the distance travelled along the main flow direction s, while Lref and 

Uref are the reference length and velocity, respectively. Note that f is four times the 

Fanning coefficient. The reported values of f depend sensitively on the choice of Lref 

and Uref. Normally, they are the same used to define the Reynolds number, but this 

is not always true; for example, Saeed et al. [98] evaluate Re from um and dh but 

compute f from um and 2H. The definitions adopted have an even larger influence on 

f than they have on Re, due to the U-square term in Eq. (12). For example, adopting 

Lref =dh, Uref =um to compute f(1) and Lref =2H, Uref =uvoid to compute f(4), from the 

above formulae for overlapped spacers it follows that f(1)/f(4)=0.291 for l/H=2, 0.527 

for l/H=4, and 0.8 (still far from 1) for l/H=12. One also has Re(1)/Re(4)=0.560 for 

l/H=2, 0.718 for l/H =4, and 0.884 for l/H=12. Since f(1) < f(4) and simultaneously 

Re(1) < Re(4), while f is normally a decreasing function of Re, plotting f(1) against Re(1) 

yields a curve far below the corresponding plot of f(4) against Re(4). These differences 

should be kept in mind when comparing results from different literature sources. 
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Nusselt and Sherwood number 

With a few exceptions [94–96], most of the studies dealing with heat/mass 

transfer in spacer-filled channels express the relevant results in dimensionless form 

by introducing a Nusselt or a Sherwood number. Considering, for example, heat 

transfer, one has: 

𝑁𝑢 =
ℎ𝐿𝑟𝑒𝑓

𝜆𝑓
 

(13) 

 

in which h is the heat transfer coefficient (ratio of a heat flux to a temperature 

difference), Lref is the reference length scale, and λf is the fluid's thermal conductivity. 

For mass transfer, Nu is replaced by Sh, h is replaced by the mass transfer coefficient 

k (ratio of amass flux to a concentration difference), and λf is replaced by the 

kinematic diffusivity D. If, coherently, one defines Nu on the basis of the same length 

scale used for the definition of Re and f, then different Nusselt numbers are obtained, 

which, following the above nomenclature for Re, may be classified as 

 𝑁𝑢(1) = 𝑁𝑢(2) = ℎ 𝑑ℎ 𝜆𝑓⁄  [85,87,98,105] 

 𝑁𝑢(3) = 𝑁𝑢(5) = ℎ 𝐻 𝜆𝑓⁄  [27] 

 𝑁𝑢(4) = ℎ 2𝐻 𝜆𝑓⁄  [69,100] 

 𝑁𝑢(6) = ℎ 𝑑𝑓 𝜆𝑓⁄  [92,93] 

(with obvious changes when mass transfer is considered). Also in this case, the 

different definitions should be carefully considered when comparing results from 

different literature sources. 

 

Making reference to heat transfer, and assuming the heat flux to be positive if it 

exits the channels (cooled fluid), the most common definition of the local heat 

transfer coefficient is: 

ℎ =
𝑞𝑤

"

𝑇𝑏 − 𝑇𝑤
 

(14) 

 

In Eq. (14), 𝑞𝑤
"  is the local heat flux, Tw is the local wall temperature and Tb is 

the bulk temperature, usually defined as: 

𝑇𝑏 =
∫ 𝜌𝑐𝑝𝑇𝑢𝑠𝑑𝐴

𝐴

∫ 𝜌𝑐𝑝𝑢𝑠𝑑𝐴
𝐴

 
(15) 
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A being the area of a generic cross section of the channel and us the velocity 

component along the main flow direction s. Often ρ and cp can be treated as constant 

properties. Note that Tb remains a function of s. In some circumstances, notably 

involving complex three-dimensional geometries, the association of the wall 

temperature at a given point on the surface with the bulk temperature at a specific 

abscissa s is rather arbitrary. Moreover, in many simulations adopting the unit cell 

approach, only the periodic component of the bulk temperature, not varying from 

cell to cell, is simulated. In these cases, it may be preferable to define the bulk 

temperature by replacing the area integrals in Eq. (15) with volume integrals taken 

over the whole unit cell. Yet another alternative is to replace the bulk temperature in 

the definition (14) of h with a different reference value, e.g. the fluid's temperature 

at the channel midplane [91] or the fluid's inlet temperature [87]. In the case of mass 

transfer, temperature is replaced by concentration and h is replaced by a mass transfer 

coefficient k. 

The problem with the above definition of h or k is that, in complex geometries 

involving flow recirculation, these coefficients may easily become singular or 

negative in some regions of the wall. This occurs whenever the isosurface T=Tb (or 

C=Cb) touches the wall; h (k) diverges on the line Tb=Tw (Cb=Cw) and becomes 

negative inside this line. Even in the absence of singularities, the simple fact that the 

isosurface T=Tb (or C=Cb) approaches the wall closely may give rise to abnormal and 

unphysically large values of h or k. This kind of distribution is rather common, 

especially for imposed flux (Neumann) or mixed (third-type) boundary conditions, 

two-side heat/mass transfer, high Reynolds numbers and high Prandtl/Schmidt 

numbers. The only situation in which singularities cannot occur are those 

characterized by imposed wall temperature or concentration (Dirichlet boundary 

conditions). 

Several computational studies dealing with heat or mass transfer prefer to avoid 

the complications related to the definition of h or k and mention only temperatures 

or concentrations and heat/mass fluxes. 

In most papers dealing with heat or mass transfer in spacer-filled channels 

[27,85,92,93,98], the average coefficient is simply defined as the area average 

ℎ(1) = {ℎ} =
1

𝑆
∫ℎ

𝑆

𝑑𝑆 =
1

𝑆
∫

𝑞𝑤
"

𝑇𝑏 − 𝑇𝑤𝑆

𝑑𝑆 
(16) 

 

where S may be the whole active transfer surface or a sub-region of it (e.g., one of 

two active channel walls). Obvious modifications apply if mass transfer is 

considered. The problem with this definition is that, if the local h (or k) is singular or 
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attains unphysically very high or negative values (for the reasons discussed in the 

previous section), also its average {ℎ} (or {𝑘}) will be affected by this behaviour and 

will attain anomalous values. A definition of the averages that does not suffer from 

this problem is [69,100]: 

ℎ(2) =
{𝑞𝑤

" }

𝑇𝑏 − {𝑇𝑤}
 

(17) 

 

in which {𝑞𝑤
" } and {𝑇𝑤} are surface averages of 𝑞𝑤

"  or Tw over the surface of interest 

(e.g., one of the walls or both walls). The usual obvious modifications apply in the 

case of mass transfer. Corresponding dimensionless numbers Nu(1), Nu(2) or Sh(1), 

Sh(2) can be obtained from the above definitions by using Eq. (13) or its mass transfer 

equivalent, provided a length scale has been chosen. Nu(1) and Nu(2) coincide when a 

uniform wall temperature is imposed, while they are different when a uniform wall 

heat flux or a wall thermal resistance are imposed. In fact, one can write: 

𝑁𝑢(1) = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 × {
𝑞𝑤

"

∆𝑇𝑏𝑤
} , 𝑁𝑢(2) = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 ×

{𝑞𝑤
" }

{∆𝑇𝑏𝑤}
 

(18) 

 

in which ΔTbw=Tb-Tw. When Tw is imposed, ΔTbw is a constant (say, ∆𝑇𝑏𝑤
0 ) and one 

has 

𝑁𝑢(1) = 𝑁𝑢(2) = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 ×
{𝑞𝑤

" }

∆𝑇𝑏𝑤
0  

(19) 

 

On the contrary, when a uniform heat flux is imposed, 𝑞𝑤
"  is a constant (say, 

𝑞𝑤
"0) and one has 

𝑁𝑢(1) = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 × 𝑞𝑤
"0 {

1

∆𝑇𝑏𝑤

} ≠ 𝑁𝑢(2) = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 × 𝑞𝑤
"0

1

{∆𝑇𝑏𝑤}
 

(20) 

 

since the average of the reciprocal is not the reciprocal of the average.  

The difference between the two definitions is illustrated in Figure 10, which 

reports average Nusselt and Sherwood numbers, computed by definitions (1) and (2), 

as functions of the Reynolds number for an overlapped spacer with l/H=4, a flow 

attack angle γ=45° and two-side heat/mass transfer. The values 4 and 600 were 

assumed for the Prandtl and Schmidt numbers, respectively. Third type boundary 

conditions were imposed at the walls. It can be observed that Nu(2) and Sh(2) are 

always lower than Nu(1) and Sh(1), and that the difference increases with Re. It can 
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also be observed that the difference between Sh(1) and Sh(2) (Sc=600) is larger than 

that between Nu(1) and Nu(2) (Pr=4). 

 

Figure 10. Average Nusselt and Sherwood numbers, computed by definitions (1) and (2), as 

functions of the Reynolds number for an overlapped spacer with l/H=4, flow attack angle γ=45°, two-

side heat / mass transfer and third-type boundary conditions (Prandtl number Pr=4, Schmidt number 

Sc=600). 

 

2.3 One side against two side heat transfer 

A fluid-filled channel can be subjected to different types of heat or mass transfer 

on the two sides, as sketched in Figure 11 for the case of heat transfer. 

Case (a) is heat transfer from one-side with the opposite side wall adiabatic. 

Case (b) is two-side asymmetric heat transfer with heat inflow from one side and 

outflow from the opposite side. Finally, case (c) is two-side symmetric heat transfer 

with heat inflow or outflow from both sides. Indicative bulk and wall temperatures 

are also shown in the figures; of course, in all cases the sign of Tw-Tb is arbitrary. 

In the case of MD, case (a) (one-side heat transfer) is usually realized in 

laboratory-scale experimental rigs [100,106–109] or small-scale, plate and frame, 

MD equipment [110–112] because it is simpler to build and allows an easier 

experimental characterization of temperatures and heat fluxes. In electromembrane 

processes, this case is not feasible, as two opposite ion-exchange membranes (CEM 

and AEM) are needed to realize the process (ED or RED). 
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Figure 11. Sketch of possible heat transfer arrangements in membrane processes. (a) one-side 

heat transfer with one adiabatic wall; (b) two-side asymmetric heat transfer with heat inflow from one 

side and outflow from the opposite side; (c) two-side symmetric heat transfer with heat inflow or outflow 

from both sides. Bulk and wall temperatures are shown. 

 

Case (b) (heat / mass inflow from one side of the channel, outflow from the 

opposite side) is found, for example, in the Memsys™ modules adopted in Vacuum 

Multi Effect Membrane Distillation (V-MEMD) [113], in which the generic stage is 

powered by the condensation heat from a previous stage, thus saving the thermal 

energy that otherwise should be provided from the outside. Only one side of each 

channel is provided with a microporous membrane that allows the passage of vapour, 

while the other side is a thin polypropylene sheet, on the outside of which the vapour 

from the previous stage condenses.  

Asymmetric mass transfer conditions can be also observed in electromembrane 

processes, as in the Blue Acid-Base Battery currently studied within the activities of 

the BAoBaB EU project [114]. The BAoBaB technology uses bipolar membranes 

and monopolar ion-exchange membranes to obtain electrical energy from water 

volumes with different pH and salinity, which are stored externally. One channel is 

in between an IEM and a bipolar membrane, thus yielding to asymmetric fluxes of 

ions and water, which is produced or dissociated in the bipolar membrane. 

The case (c) can be observed in most of the commercially adopted MD plant. 

An example are the spiral wound modules developed at the Fraunhofer Institute 

[115], schematically depicted in Figure 1: the hot (feed) channel is placed between 

two membranes followed by two condensate channels, two conductive walls and two 

cooling channels, and the whole arrangement is then spirally wound to achieve 

compactness and reduce heat losses. The feed channel is usually provided with a 

spacer (not shown). 

A two-side symmetric mass transfer is the commonly observed in 

electromembrane processes as ED or RED. 
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Among computational studies of membrane processes, both the one-side 

configuration (a) [87,94,95,100,116,117] and the two-side, symmetric configuration 

(c) [27,69,92,98] have been considered. 

In the case of heat transfer, for a spacerless plane channel subjected to 

hydrodynamically and thermally fully developed flow, the difference in the Nusselt 

numbers for one-side and two-side heat transfer is illustrated in Figure A.1. It can be 

observed that two-side heat transfer yields Nusselt numbers higher by a factor ~1.5 

with respect to one-side transfer for any given dimensionless thermal resistance RT. 

Therefore, switching from one-side to two-side heat transfer causes an increase of 

the total heat exchanged by about three times. The physical interpretation of the 

increase in the Nusselt number on a given wall (say, the top wall) caused by the 

occurrence of symmetric heat transfer also on the opposite wall (say, the bottom wall) 

rests on the observation that switching from one-side to two-side heat transfer moves 

the adiabatic condition ∂T/∂y=0 at the bottom wall to a formally identical symmetry 

condition ∂T/∂y =0 at the midplane, thus halving the actual distance between bulk 

fluid and wall. Since velocity profiles are not affected by the thermal boundary 

conditions, the increase in Nu is not twofold but smaller (~1.5 times). 

For spacer-filled channels, the behaviour of the Nusselt number is more 

complex but follows the same general trend. For example, Figure 12 compares Nu(2) 

on both walls in two-side heat transfer with Nu(2) on the single active (top) wall in 

one-side heat transfer for an overlapped spacer having l/H=2 and γ=0° (a) or 45° (b).  

 

 (a)  (b) 

Figure 12. Comparison of one- and two-side heat transfer in an overlapped spacer filled channel 

for l/H=2. The values of Nu(2) on the top and bottom walls and of their average in two-side heat transfer 

are reported as functions of the Reynolds number along with the values of Nu(2) on the only active wall 

(top wall) in one-side heat transfer. (a) γ=0°; (b) γ= 45°. Note that in this latter case one has Nu(2)
top = 

Nu(2)
bottom. 
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Note that the second definition of the average Nusselt number was used in order 

to obtain more regular and meaningful results. Note also that for γ=45°, graph (b), 

the values of Nu(2) on the two walls are identical for symmetry reasons (see also 

subsection 2.4) and, of course, coincide also with their average. It can be observed 

that, for γ=0° (main flow aligned with the spacer filaments adjacent to the top wall), 

the Nusselt number in the case of heat transfer from the top wall only exhibits a 

completely different behaviour than either the top- or the bottom-wall Nu in two-side 

heat transfer; in particular, it exhibits a large plateau which shrinks considerably in 

the case of two-side transfer. 

Once averaged between top and bottom walls, the two-side Nusselt number is 

lower than the single Nu(2) obtained in one-side transfer for Re<~180, but becomes 

up to 15% higher for larger values of the Reynolds number. For the flow attack angle 

of 45°, the trends of the two curves are similar but the two-side Nusselt number is 

1.15-1.35 times higher than the one-side Nusselt number at all Re, so that the overall 

thermal power exchanged for any bulk to wall temperature difference is from 2.3 to 

2.7 times larger (of course, the heat transferred per unit membrane surface area is 

only 1.15-1.35 times larger). 

Figure 13 reports corresponding results for l/H=4. In this case, it can be observed 

that for both orientations the Nusselt number in two-side heat transfer, once averaged 

between top and bottom walls, is systematically higher than the single Nu(2) obtained 

in one-side transfer. Their ratio is lower than that (~1.5) observed in the spacerless 

channel (Figure A.1), decreases with Re, and is higher for γ=45° than for γ=0° (1.37-

1.16 against 1.21-1.07). 

From these results (obviously valid also for mass transfer), it can be concluded 

that: 

• In MD, where both one-side and two-side are practically feasible, two-side 

heat transfer should be preferred as it generally provides larger heat transfer rates per 

unit membrane surface area at the Reynolds numbers (>200) expected in practical 

applications;  

• Experimental and computational results obtained for one-side transfer cannot 

be extended to two-side transfer, because not only the absolute values of the average 

Nusselt (Sherwood) number, but also its trend with Re and other parameters, may 

differ significantly, and the relative performance ranking of the various 

configurations examined may be altered. 
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 (a)  (b) 

Figure 13. Comparison of one- and two-side heat transfer in an overlapped spacer filled channel 

for l/H=4. The values of Nu(2) on the top and bottom walls and of their average in two-side heat transfer 

are reported as functions of the Reynolds number along with the values of Nu(2) on the only active wall 

(top wall) in one-side heat transfer. (a) =0°; (b) = 45°. Note that in this latter case one has Nu(2)
top = 

Nu(2)
bottom. 

 

2.4 Influence of boundary conditions 

The different boundary conditions that can be imposed at a wall for a scalar 

transport equation are schematically illustrated in Figure 14. For the purpose of 

clarity, reference is made to temperature and heat transfer; obvious modifications 

apply if concentration and mass transfer are considered instead. 

The different BC’s can be regarded as particular cases of the most general 3rd 

type condition: 

𝑇𝑤 − 𝑇𝑒𝑥𝑡 = 𝑟𝑇,𝑒𝑥𝑡𝑞𝑤
"  (21) 

 

in which Tw is the wall temperature; Text is the temperature of some external medium; 

rT,ext is the interposed thermal resistance per unit wall area, inclusive of the 

conductive resistance of the membrane and (if appropriate) of the convective 

resistance on the opposite fluid flow; and 𝑞𝑤
"  is the wall heat flux. This is made clear 

by writing: 

𝑞𝑤
" =

𝑇𝑏 − 𝑇𝑒𝑥𝑡

𝑟𝑇,𝑒𝑥𝑡 + 1 ℎ⁄
 

(22) 
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in which h is the convective heat transfer coefficient. Case (a) is obtained for rT,ext«1/h 

and approaches uniform wall temperature (1st type, or Dirichlet) conditions; case (b) 

applies to a generic condition; case (c) is obtained for rT,ext»1/h, and approaches 

uniform heat flux (2nd type, or Neumann) conditions. 

 

Figure 14. Thermal boundary conditions at a wall obtained as particular cases of the general 3rd 

type condition for different values of the ratio between the wall thermal resistance rT,ext and the 

convective heat transfer resistance 1/h. (a) Case rT,ext«1/h, approaching uniform wall temperature (1st 

type, or Dirichlet) conditions; (b) generic case (rT,ext≈1/h); (c) case rT,ext»1/h, approaching uniform heat 

flux (2nd type, or Neumann) conditions. 

 

The thermal resistance rT,ext can be made dimensionless as RT= rT,ext λf/δc, in 

which λf is the thermal conductivity of the fluid and δc is the channel’s half-height 

(other choices of the reference length are, of course, possible).  

Accurate solutions for the Nusselt number under any prescribed value of RT can 

be obtained for the case of a (void, or spacerless) plane channel, as described in detail 

in the Appendix A. Figure A.1 therein reports the Nusselt number (based on the 

hydraulic diameter 2H of the void channel) as a function of RT both for two-side and 

one-side heat transfer. The limiting conditions RT0 (uniform wall temperature) and 

RT∞ (uniform wall heat flux) are also reported. It can be observed that thermal 

boundary conditions affect the Nusselt number to a significant extent, and that Nu is 

always increasing with RT both for one-side and for two-side transfer. 

In a real spacer-filled channel for membrane processes, the actual boundary 

conditions will be, in general, of some intermediate type, with an external resistance 

rT,ext and an external temperature Text that will depend on the specific process. For 

example, in Direct Contact Membrane Distillation rT,ext may represent the thermal 

resistance of the membrane itself in series with the condensation thermal resistance 

on the permeate side, and Text will be the condensing temperature. In numerical 
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simulations, most authors imposed at the walls either a uniform temperature / 

concentration [27] or a uniform heat / mass flux [85,95,96]. Tamburini et al. [100] 

simulated their own experiments on Membrane Distillation, conducted under one-

sided heat transfer (see Section 3), by imposing the mixed (3rd type) boundary 

condition of Eq. (13) with rT,ext=0.00625 m2K/W (corresponding to RT=0.75 for the 

geometry investigated) at one of the walls (active, top wall), the opposite wall being 

adiabatic. Only Shakaib et al. [87] explicitly simulated both the hot and the cold 

fluid, thermally coupled through a membrane of prescribed thickness and thermal 

conductivity.  

In the following, in order to study how the Nusselt number in a spacer-filled 

channel is affected by the thermal resistance, simulations were repeated for different 

geometric configurations and Reynolds numbers letting RT vary between 0 and 100. 

Figure 15 shows the behaviour of the averages Nu(1) and Nu(2) as functions of RT for 

one-side heat transfer, γ=45° and l/H=4, Re≈42 (graph a) or l/H =2, Re≈126 (graph 

b). 

 

 (a)  (b) 

Figure 15. Dependence of the average Nusselt numbers Nu(1) and Nu(2) on the dimensionless wall 

resistance RT for one-side heat transfer in a spacer-filled channel (overlapped, γ=45°). (a) l/H=4, 

Re≈42; (b) l/H=2, Re≈126. Broken lines are the theoretical values of Nu in a plane (spacerless) channel 

for RT0 (red) and RT∞(blue). 

 

The more reliable of the two averages, i.e., Nu(2), decreases monotonically with 

RT in both cases; the highest values of Nu(2) are attained for RT=0 (isothermal wall 

conditions) and the lowest for RT∞. Note that this behaviour is opposite to that 

reported in the Appendix for the case of a spacerless channel, where Nu increases 

monotonically with RT and thus is larger for an imposed uniform wall heat flux than 

for an imposed uniform wall temperature. This is not surprising since spacer-filled 

channels exhibit a strong and complex non-uniformity of heat transfer rates over the 
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active wall surface of each unit cell, whereas a spacerless plane channel exhibits only 

a large-scale longitudinal variation of wall temperature and/or heat flux. 

For l/H=4, γ=0°, Re≈42 and one-side heat transfer, Figure 16 shows the 

influence of thermal boundary conditions on the local distributions of wall 

temperature (top row), local Nusselt number (middle row) and heat flux (bottom 

row). The left column is for RT =0 (uniform wall temperature); the central column is 

for RT=0.75 (mixed, or 3rd type boundary condition); finally, the right column is for 

RT∞ (uniform wall heat flux). 

Figure 16 shows that the choice of the thermal boundary conditions at the wall 

affects the local distributions of thermal quantities even more than it affects average 

quantities such as Nu(2). Therefore, in studies discussing the wall distributions of 

thermal quantities, and even more so in studies comparing experimental and 

predicted results for the same quantities, a realistic choice of the thermal boundary 

conditions appears to be crucial. 

Needless to say, the above considerations can be adapted to mass transfer by a 

suitable change of notation, provided realistic values are adopted for the membrane 

resistance to mass transfer. 
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Figure 16. Computed top wall distributions for l/H=4, γ=0°, Re≈42, one-side heat transfer and different thermal boundary conditions: RT=0, or uniform 

wall temperature (left), RT=0.75, or general 3rd type boundary conditions (centre), and RT∞, or uniform wall heat flux (right). Top row: temperature; 

middle row: heat transfer coefficient; bottom row: heat flux.
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2.5 Complex influence of the parameters l/H, γ, Re 

In this Section, some considerations will be presented concerning the individual 

influence of the main spacer parameters that affect heat / mass transfer in membrane 

processes. The objective is to clarify to what extent this influence can be represented 

by simple correlations suitable for design purposes, especially by separated-effect 

power-law correlations of the kind commonly used in engineering [86,88]. In 

particular, the quantities l/H (spacer pitch to channel height ratio), γ (flow attack 

angle) and Re (Reynolds number) will be considered. 

Simulations were carried out for overlapped non-conducting spacers with 

orthogonal filaments (intrinsic angle α=90°), two-side heat transfer, and Cauchy 

thermal boundary conditions at both walls, with a dimensionless thermal resistance 

RT=0.75. One parameter at a time among l/H, γ and Re was made to vary. In order to 

avoid unnecessary complications, simulations were extended only to the largest 

Reynolds number still yielding a steady-state solution; a further increase in Re leads 

to the appearance of oscillations, suggestive of unsteadiness and of flow regimes 

which ought to be investigated by a more powerful, time-dependent approach 

[27,91,92,94,97,100] or by the use of turbulence models [84,87]. 

 

Influence of the Reynolds number 

In regard to the influence of the Reynolds number, Figure 17a reports the 

average Nusselt number Nu(2) at both walls as a function of Re for l/H=4 and three 

values of the flow attack angle γ (0°, 20° and 45°). Note that, for γ=45°, 

Nu(2)
top=Nu(2)

bottom. On the whole, a monotonic increase of Nu(2) with Re can be 

observed, with some reservations concerning the bottom-wall value for γ=0° at low 

Reynolds numbers; however, the rate of variation of Nu(2) with Re is not uniform, 

but depends on the flow attack angle and on the wall considered; this suggests that 

separated-effect correlations would perform poorly. The situation is even worse for 

the smaller aspect ratio l/H=2.5 (Figure 17b). Here, Nu(2) is far from monotonic, but 

rather exhibits a plateau on either wall and at all attack angles; however, the level 

attained and the Reynolds number range in which Nu(2) remains approximately 

constant depend on the specific wall and angle γ considered, and a simple fit of the 

results appears prohibitive. Results of comparable complexity are obtained by 

considering other aspect ratios and flow attack angles. Note that a plateau or even a 

decrease in Nu when expressed as a function of Re is not surprising since, as the 

fluid’s velocity varies, the length of the wake and recirculation regions created 

downstream of each obstacle also varies, so that the flow interaction with the 
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subsequent obstacles and with the walls changes in a complex way, and may either 

promote or impair heat / mass transfer. 

  

 (a)  (b) 

Figure 17. Influence of the Reynolds number on heat transfer: average Nusselt numbers Nu(2) on 

top and bottom walls as functions of Re for overlapped spacers, two-side heat transfer and different 

flow attack angles γ. (a) l/H=4; (b) l/H=2.5. 

 

Influence of the spacer pitch to channel height ratio l/H 

In regard to the influence of the spacer pitch to channel height ratio l/H (aspect 

ratio) on pressure drop, Figure 18 reports the friction coefficient f (normalized by the 

friction coefficient in the corresponding spacerless channel, 96/Re) as a function of 

l/H in overlapped spacers for two different values of the flow attack angle γ (0° and 

45°) and two different values of the Reynolds number Re (20 and 300). Note that f 

does not change if γ varies from 0° to 90°. The figure shows that f decreases markedly 

with l/H (of course, one expects f/(96/Re) 1 for l/H∞); it also shows that the 

influence of the flow attack angle γ (better discussed in the following Section) is 

negligible for the lower Reynolds number (20), while it is significant at Re=300, 

when inertial effects become important. 

In order to illustrate the influence of l/H on heat / mass transfer, the behaviour 

of the average Nusselt number Nu(2) as a function of l/H for two values of Re (20 and 

300) and γ=45° is reported in Figure 19a. The choice of this flow attack angle makes 

the values of Nu(2) on the two walls identical, so that a single value needs to be 

reported. It can be observed that, for the larger Reynolds number of 300, close to 

those expected in MD applications, Nu(2) possesses a marked maximum at l/H≈3.5, 

in accordance with most of the literature. 
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Figure 18. Influence of the spacer pitch to channel height ratio on pressure drop: friction 

coefficient f (normalized by 96/Re) as a function of l/H in overlapped spacers for two different values 

of the flow attack angle γ (0° and 45°) and two different values of the Reynolds number Re (20 and 300). 

Note that identical values of f are obtained for γ=0° and 90°. 

 

 (a)  (b) 

Figure 19. Influence of the spacer pitch to channel height ratio on heat transfer: average Nusselt 

number Nu(2) (a) and Sherwood number Sh(2) (b) as functions of l/H for overlapped spacers, two-side 

heat transfer, γ=45° and two different values of Re (20 and 300). The dashed lines indicate the values 

of Nusselt and Sherwood for a fully developed spacerless channel. 

 

A second noteworthy feature of the results is that, for l/H>4, Nu(2) decreases 

slowly with l/H, and still exhibits values only ~25% lower than the maximum for 

l/H=6. Taking account of the strong reduction in the friction coefficient associated 
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with an increase in l/H, see Figure 18, high aspect ratio spacers are potentially 

attractive candidates in an optimization perspective. In regard to the viability of 

simple correlations, the complex dependence of Nu(2) upon l/H shown by Figure 19a 

for Re=300 makes this possibility rather unlikely. At the lower Reynolds number, 

corresponding basically to creeping flow, Nu(2) is always lower than the value (~8) 

obtained in a spacerless plane channel under comparable thermal boundary 

conditions (dimensionless thermal resistance RT≈1), and increases with Re tending 

to this spacerless value for l/H∞ (as it must be at any Re for physical consistency). 

This means that at very low Re, in the absence of significant secondary flow, the 

spacer acts mainly as an obstacle to heat transfer rather than as a promoter. 

Figure 19b reports the corresponding behaviour of the average Sherwood 

number Sh(2), computed under comparable boundary conditions for a Schmidt 

number of 600 (chosen as representative of sodium chloride in Direct or Reverse 

Electrodialysis) and a bulk concentration of ~0.5M. For Re=300, the behaviour of 

Sh(2) is similar to that of Nu(2) and exhibits its maximum at the same l/H ratio (~3.5). 

As a difference, for the lower Reynolds number (close to expected values in 

electromembrane processes) Sh(2) remains slightly higher than the spacerless plane 

channel value of ~8 (which, in laminar flow, is independent of the Schmidt number 

and thus is identical to Nu(2), see Appendix A), and exhibits an asymptotic approach 

from above to this value for l/H∞. 

 

Influence of the flow attack angle 

In regard to the variation of the Nusselt (Sherwood) number with the attack 

angle γ, most of the experimental and fully three-dimensional computational studies 

presented so far consider only a few orientations, with the main flow parallel or 

orthogonal to the filaments, or bisecting the angle formed by these latter [69,89,91–

93,95–97,99,100]. Note that an orientation cannot even be defined in the case of two-

dimensional numerical simulations [84,87]. Yet, the few studies considering 

different attack angles [27], as well as physical intuition, suggest that orientations 

other than the basic ones mentioned above may offer advantages in terms of heat / 

mass transfer and frictional pressure drop, and thus are worth investigating.  

Preliminarily it should be observed that, for each spacer configuration, 

symmetries exist such that the influence of γ needs not to be studied in the whole 

interval 0-2π, but in a narrower range. Consider, for example, the overlapped 

geometry sketched in Figure 20, in which the two arrays of wires are assumed to be 

mutually orthogonal and to have the same diameters and pitches. The flow attack 

angle γ can be conventionally defined as the angle formed by the main flow direction 
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with the filaments touching the top wall (reference direction x). Alternative 

definitions have also been used in the literature. 

 

Figure 20. Sketch of the unit cell of an overlapped spacer-filled channel, showing the reference 

filament direction and the flow attack angle γ. 

 

A moment's reflection shows that, for symmetry considerations, the following 

properties hold for any quantity φ that can be defined as an average over either the 

top or the bottom wall (e.g. pressure, shear stress, temperature, concentration, heat 

or mass flux, heat or mass transfer coefficient, Nusselt or Sherwood number): 

𝜑𝑤𝑎𝑙𝑙(𝛾) = 𝜑𝑤𝑎𝑙𝑙(𝛾 + 𝑘𝜋)  
 

(“wall”=“top” or “bottom”; k = 0, ±1, ±2,…) 

(23) 

 

𝜑𝑤𝑎𝑙𝑙(𝛾) = 𝜑𝑤𝑎𝑙𝑙(𝜋 − 𝛾)  (“wall”=“top” or “bottom”) (24) 

 

and, provided the same boundary conditions apply on the top and bottom wall, 

𝜑𝑡𝑜𝑝(𝛾) = 𝜑𝑡𝑜𝑝 (
𝜋

2
− 𝛾)  (25) 

 

Thanks to the above properties, a knowledge of the behaviour of both top- and 

bottom-wall average quantities in the interval γ=0-π/4 (obtained either 

experimentally or computationally) is sufficient for the whole curves in 0-2π and for 

both walls to be built. Note that two consequences of Eqs. (23)−(25) are: 
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𝜕𝜑𝑤𝑎𝑙𝑙

𝜕𝑦
= 0 𝑓𝑜𝑟 𝛾 = 𝑘

𝜋

2
  

 

(“wall”=“top” or “bottom”; k = 0, ±1, ±2,…) 

(26) 

 

𝜑𝑡𝑜𝑝 (
𝜋

4
) = 𝜑𝑏𝑜𝑡𝑡𝑜𝑚 (

𝜋

4
)  (27) 

 

If a quantity 𝜑̃ is obtained by averaging over the whole (top+bottom) wall 

surface, then, as a consequence of the above symmetry properties, its dependence on 

γ is periodic with period π/2 and satisfies the following properties: 

𝜕𝜑̃

𝜕𝑦
= 0 𝑓𝑜𝑟 𝛾 = 𝑘

𝜋

4
   (k = 0, ±1, ±2,…) (28) 

 

𝜑̃(𝛾) = 𝜑̃ (
𝜋

2
− 𝛾)  (29) 

 

Examples are the overall average Nusselt number, 

Nu(2)
avg=[Nu(2)

top+Nu(2)
bottom]/2 and the corresponding average Sherwood number 

Sh(2)
avg. Properties (28)-(29) hold also for the friction coefficient f. 

For example, Figure 21 reports the behaviour of the average Nusselt number 

Nu(2) as a function of γ for the top and the bottom walls of an overlapped spacer-filled 

channel characterized by l/H=2, Re≈130. The top-bottom average is also reported. 

Graph (a) shows in detail the interval γ=0-π/4, whereas graph (b) (built from graph 

(a) using the above symmetry properties) spans the whole interval γ=0-2π. It can be 

observed that both the individual top and bottom wall averages, and the overall 

average, exhibit a complex behaviour and are not monotonic functions of γ in the 

base interval 0-π/4 (0-45°). 

In particular, in the present case the overall average is minimum (~7.4) for γ=0, 

due to the deep minimum exhibited by the average Nu on the bottom-wall, where the 

flow is orthogonal to the filaments, and is maximum (~9.4) for γ≈15°, mainly due to 

the high heat transfer rates attained, again on the bottom wall, for this flow 

orientation. The variance of the overall (top-bottom) average with γ is necessarily 

lower than that exhibited by each wall average, but is still quite significant. 
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 (a)  (b) 

Figure 21. Influence of the flow attack angle on the average Nusselt number Nu(2) on the top and 

bottom walls for an overlapped spacer filled channel with l/H =2, Re≈130, two-side heat transfer, RT≈1. 

(a) Detail of Nu(2)
top, Nu(2)

bottom, and top-bottom average for γ=0-π/4; (b) overall behaviour for γ=0-2π. 

 

Figure 22 reports the friction coefficient f (based on the hydraulic diameter of 

the spacerless channel, 2H, and on the corresponding velocity uvoid) as a function of 

γ for the same configuration in Figure 21, i.e. l/H=2, Re≈130 (in this case thermal 

boundary conditions are irrelevant). It can be observed that f attains a maximum for 

γ≈15°, in approximate correspondence with the heat transfer maximum. Obviously 

no simple correlation, let alone a power-law one, can capture the complex behaviour 

of either Nu or f as functions of γ. 

 

Figure 22. Influence of the flow attack angle on the friction coefficient f for an overlapped spacer 

filled channel with l/H =2, Re≈130. 
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3. Membrane Distillation 

Figure 23 reports examples of the computational domain in the two cases of 

overlapped filaments (a) and woven filaments (b). In all cases, the channel 

configuration is completely specified by the pitch-to-channel height ratio l/H and by 

the flow attack angle γ, defined as the angle formed by the main flow direction with 

one (arbitrarily chosen) array of filaments. 

 

 (a)  (b) 

Figure 23. Unit cell (computational domain) used for spacer-filled channels. (a) overlapped 

filaments; (b) woven filaments. 

 

In MD, the transferred species is water vapour and the driving force is the 

temperature difference between feed and permeate, of the order of 5 to 50 K. The 

feed channel thickness usually ranges from 2 to 5 mm and the cross flow velocity 

from 5 to 20 cm/s, yielding Reynolds numbers (based on the hydraulic diameter of 

the channels) ranging from 200 to 2000. MD has been the subject of several 

computational studies carried out at the University of Palermo in the context of 

international research programs [94,95,100,106,107]. Moreover, an experimental 

technique, based on Liquid Crystal Thermography, was developed by Ciofalo et al. 

and adopted at the University of Palermo to visualize the temperature distribution on 

the active thermal wall of a hot channel in contact with a cold channel. The 

experimental set-up mimics a Direct Contact Membrane Distillation module and is 

described in Appendix B. Several experiments demonstrated the effect of spacers on 

the temperature distribution and on the thermal flux [100,106,107,118]. 

Usually, separation membrane processes exhibit concentration polarization. In 

Membrane Distillation, the effects of concentration polarization are usually 

negligible compared to that of temperature polarization: this phenomenon results in 

a temperature difference at the membrane interfaces smaller than the temperature 
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difference between the bulk solutions. The loss of efficiency in the process is often 

quantified by introducing a temperature polarization coefficient (TPC), defined as: 

𝑇𝑃𝐶 =
𝑇𝑓𝑚 − 𝑇𝑝𝑚

𝑇𝑓𝑏 − 𝑇𝑝𝑏
 

(30) 

 

in which “f” and “p” refer to feed and permeate while “m” and “b” refer to membrane 

surface and fluid bulk, respectively. This coefficient increases with the Reynolds 

number, especially for low Re, and decreases with the heat flux [108]. 

Mixing promoters are adopted to counteract this phenomenon. There are many 

studies in the literature on the characterization of spacer-filled channels, mostly 

focused on the investigation of the effect of spacer geometry (filament diameter, 

filament arrangement, filament spacing, angle between crossing filaments, flow 

attack angle) on fluid dynamics features such as recirculation, flow regime, flow 

pattern, shear rate distribution, mass and heat transport phenomena, and pressure 

drops.  

Mathematically, the problem is described by the continuity, Navier-Stokes and 

energy equations for a constant-property fluid. The energy equation is a special form 

of the scalar transport equation, Eq. (6), written by substituting the specific enthalpy 

cpT for φ, the total thermal power entering a unit cell, q for in and the thermal 

diffusivity, λf/cp for . Assuming also a constant property fluid in steady-state 

conditions, one has: 

𝜕𝜌𝑢𝑗𝑐𝑝𝑇

𝜕𝑥𝑗
=

𝜕

𝜕𝑥𝑗
𝜆𝑓

𝜕𝑇

𝜕𝑥𝑗
−

𝑞

𝑉𝑓

𝑢𝑠

𝑢𝑣𝑜𝑖𝑑
 

(31) 

 

Periodicity conditions were imposed to all variables at the opposite faces of the 

computational domain.  

The bulk temperature Tb is computed as the mass flow-weighted average of T 

on the inlet openings of the unit cell. The wall temperature Tw is directly provided by 

the CFX code as part of the solution. The wall heat flux q”w is also provided by the 

code, or can be computed from Tw using Eq. (21). 

The fluid was assumed to be water at 39°C with physical properties ρ=992.5 

kg/m3, cp=4179 J/(kgK), λf=0.63 W/(mK), µ=6.67×10-4 Pa∙s, yielding a Prandtl 

number of 4.42. 

The computational tool used was the Ansys-CFX™ finite volume code, 

Releases 17 and 18. 
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3.1 Influence of the thermal conductivity of the spacer 

In MD, spacer filaments are usually made of some polymeric material whose 

thermal conductivity (λspa≈0.12-0.20 Wm-1K-1), albeit low, is not negligible with 

respect to the thermal conductivity of water (λf≈0.6 Wm-1K-1). Therefore, conduction 

through the spacer is expected to have some influence on heat transfer and thus on 

the Nusselt number. These effects are implicitly taken into account in experimental 

work (provided the same spacer material is adopted as in real applications), but in 

computational work the issue is generally neglected: spacers are simulated as non-

conducting regions or even as non-gridded regions external to the computational 

domain, and zero heat flux conditions are imposed at the fluid-spacer interfaces. 

Some simulations were run with the spacer filaments included in the 

computational domain and gridded with finite volumes, and continuity of 

temperature and normal heat flux imposed at the fluid-spacer interface. The 

conductivity ratio λspa/λf was made to vary between 0.01 (equivalent to non-

conducting filaments, and chosen only as a consistency test) and 4 (realizable, for 

example, by using plastics charged with a suitable filler). Note that common practical 

applications correspond to λspa/λf  ≈ 0.25. 

Figure 24 shows the average Nusselt number Nu(2) as a function of the ratio 

λspa/λf  for two values of the Reynolds number and for l/H=2, two-side heat transfer, 

γ=45° (note that Nu(2)
top=Nu(2)

bottom for this flow attack angle). The Nusselt number 

increases considerably with the conductivity ratio: even for a realistic spacer 

conductivity (λspa/λf =0.25), Nu(2) values are some 7% higher than in the non-

conductive case, and the increment rises to ~50% in the case of high-conductivity 

filaments (λspa/λf =4). Interestingly, the relative increment of Nu(2) depends little on 

the Reynolds number. 
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Figure 24. Influence of the thermal conductivity of the spacer: Nusselt number Nu(2) as a function 

of the conductivity ratio λspa/λf for an overlapped configuration with l/H=2, γ=45°, two-side heat 

transfer. Note that Nu(2)
top=Nu(2)

bottom for this flow attack angle. 

 

Figure 25 and Figure 26 report maps of the local Nusselt number Nu on the top 

and bottom walls corresponding to four different values of the conductivity ratio 

(0.01, 0.25, 1 and 4) for the same configuration (l/H=2, γ=45°, two-side heat transfer) 

and Re=5.7 and 126.4, respectively. They show that the presence of the conductive 

filaments not only leads to an increase of the local and average Nu values but also 

produces a profound change in the distribution of Nu; in particular, as expected, the 

low values of Nu in correspondence with the wall-spacer contact areas increase 

considerably with λspa/λf, while maxima are less affected. 

At least two conclusions can be drawn from the above results: 

I) In comparative studies between experimental results and CFD predictions, 

these latter should include the simulation of conduction in the spacer filaments since 

it is typically responsible for 5-10% of the overall heat flow.  

II) Leaving cost considerations apart, the use of conductive spacers might be 

beneficial in MD. Of course, not all of the thermal power transferred from the hot 

bulk fluid to the conducting spacer can be regarded as “useful”. In fact, only the 

fraction transferred back to the near-wall, colder fluid results in an increased vapor 

mass flux through the membrane, whereas the fraction that is directly transferred 

from the spacer to the membrane by conduction through the contact spots can 

actually be detrimental, as it increments the conductive losses that reduce the feed 

temperature without producing any permeate. Therefore, the net effect of the spacer 

conductivity depends on the exact geometry of the spacer and of the spacer-
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membrane contact areas, and some considerable CFD and experimental work is 

required before definite conclusions on this issue can be drawn. 

 

Figure 25. Top and bottom wall distributions of the local Nusselt number for an overlapped 

spacer with l/H=2, γ=45°, Re=5.7, two-side heat transfer and different values of the thermal 

conductivity of the spacer filaments. (a) λspa/λf =0.01; (b) λspa/λf =0.25; (c) λspa/λf =1; (d) λspa/λf =4. 

 

 

Figure 26. Top and bottom wall distributions of the local Nusselt number for an overlapped 

spacer with l/H=2, γ=45°, Re=126.4, two-side heat transfer and different values of the thermal 

conductivity of the spacer filaments. (a) λspa/λf =0.01; (b) λspa/λf =0.25; (c) λspa/λf =1; (d) λspa/λf =4. 
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3.2 Selection of turbulence models 

In MD [13], feedwater channels are usually 2-5 mm thick and velocities may 

reach 0.2 m/s, so that the Reynolds number may range up to ~2000 yielding (in the 

tortuous geometry created by the spacers) turbulent flow conditions.  

Some authors studied turbulent and unsteady regimes by Direct Numerical 

Simulation (DNS) [27,91,92,94,100]. However, at high Reynolds number, DNS 

becomes too computationally expensive, and the use of a turbulence model may be 

more suitable. In the literature, there are some papers, as for example [84,87], in 

which turbulence models (RNG k-ε in the former case, Spalart-Allmaras and k-ω in 

the latter) are adopted. 

In this section, all the turbulence models available in Ansys-CFX™ were used 

and compared in transitional and turbulence regimes. The results were also compared 

with experimental results obtained at the University of Palermo by Liquid Crystal 

Thermography [100,107,118]. The technique and the results used to validate the 

computational results are summarized in Appendix B. 

The spacer geometry considered is sketched in Figure 23a. It consists of two 

overlapped layers of cylindrical rods arranged at 90°, with a pitch to channel height 

ratio l/H=2. Both in the experiments and in the numerical simulations, heat transfer 

occurred only from the top wall, representing the fluid-membrane interface, while 

the opposite bottom wall was adiabatic. Three values of γ were considered here: 0°, 

45° and 90°.  

In order to define dimensionless quantities, reference was made to the 

corresponding “void” configuration, i.e. to a spacerless, laterally indefinite, plane 

channel of height H and hydraulic diameter 2H. Thus, the definition of the bulk 

Reynolds number was Re(4) reported in Part II, Section 2.2, which can be written as: 

𝑅𝑒 =
𝑢𝑣𝑜𝑖𝑑2𝐻

𝜈
=

2𝑄

𝑊 ∙ 𝜈
 

(32) 

 

where uvoid= Q/(W∙H) is the mean “void channel” streamwise velocity, Q the volume 

flow rate and W the channel’s lateral dimension. 

 

3.2.1 Computational methods and turbulence models 

In regard to the thermal boundary conditions, the bottom wall and the rods were 

assumed to be adiabatic (q”w=0), while at the top wall a third type (Robin) boundary 

condition was imposed (Eq. (21)) mimicking the actual boundary condition holding 
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in the experiments, and with the same values for the outer temperature Text (19°C) 

and for the thermal resistance rT,ext (~6.5·10-3 m2K/W). 

The amplitude of the driving pressure gradient, imposed as source term in the 

Navier-Stokes equations, is dynamically adjusted so that uvoid matches the 

experimental value. 

Following a careful grid dependence study, conducted by using the SST k-ω 

turbulence model, a very fine block-structured finite volume grid of 4.2 million cells, 

all hexahedral, was chosen. The dimensionless distance y+ of the first near-wall grid 

point (centre of a control volume) from the wall varied from ~1 to ~2 in the range of 

conditions investigated in the present study.  

The turbulence models which were compared are summarized in Table 1, where 

they are grouped into four families according to two criteria. The former criterion 

distinguishes first order eddy viscosity / eddy diffusivity models (k-ε, RNG k-ε, k-ω, 

BSL k-ω, SST k-ω) from second order Reynolds stress / Reynolds flux models (LRR 

RS, SSG RS, ω RS, BSL RS). The latter criterion distinguishes ω-based models, in 

which the viscous / conductive sublayer is explicitly resolved by the computational 

grid (k-ω, BSL k-ω, SST k-ω, ω RS, BSL RS) from k-based models, in which the 

sublayer is not explicitly resolved and wall functions are used (k-ε, RNG k-ε, LRR 

RS, SSG RS).  

 

Table 1. Turbulence models tested. 

 k-based (wall functions) -based (no wall 

functions) 

First order (eddy 

viscosity / diffusivity) 
k-, RNG k- k-, BSL k-, SST k- 

Second order (Reynolds 

stress / flux) 

LRR RS, SSG RS   RS, BSL RS 

 

Note that the same computational grid, which does resolve the sublayer, is used 

in all cases, but the adoption of the “scalable wall functions” option in Ansys-CFX™ 

forces the program to ignore all control volumes placed inside the sublayer and to 

bridge the first volumes lying outside this region with wall values through the wall 

function approach. 
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A brief description of the governing equations characterizing all models, which 

includes relevant references, can be given as follows. 

- The k-ε model [119] solves two transport equations for the turbulence energy 

k and its dissipation rate ε; the turbulent viscosity is then obtained as µt=ρCµk2/ε. It 

is the industry standard model and is described in detail in all textbooks on 

turbulence. 

- The RNG k-ε model is based on the renormalization group analysis of the 

Navier-Stokes equations [120]. The resulting transport equations for turbulence 

energy and dissipation resemble those in the standard k-ε model, but the model 

constants differ, and the constant Cε1 in the production term for ε becomes a function 

Cε1, RNG of k, ε, and the k-production term. 

- The k-ω model [121] solves transport equations for the turbulence energy k 

and its relative dissipation rate (turbulence frequency) ω= ε/k. The turbulent viscosity 

is obtained as µt=ρk/ω.  

- The BSL (baseline) k-ω model [122] is a blending between the k-ω model 

near the walls and the k-ε model in the outer region. It was developed to overcome a 

well known problem presented by the k-ω model, i. e. a strong sensitivity to 

freestream conditions. 

- The SST k-ω model [121,123] differs from the BSL k-ω for the presence of 

a limiter to the eddy-viscosity, accounting for the transport of the turbulent shear 

stresses. It is believed to give highly accurate predictions of the onset and amount of 

flow separation under adverse pressure gradients and is currently adopted as default 

turbulence model in most CFD codes. 

- k-based Reynolds stress models do not use the eddy viscosity hypothesis, but 

solve transport equations for all six components of the Reynolds stress tensor, the 

dissipation rate ε, and the three components of the turbulent heat flux (if present). 

The two versions LRR RS, from Launder, Reece and Rodi [124], and SSG RS, from 

Speziale, Sarkar and Gatski [125], are similar to each other and differ only in the 

values of some of the model constants. 

- ω-based Reynolds stress models differ from k-based Reynolds stress models 

in that the transport equation for dissipation ε is replaced by one for the turbulence 

frequency ω. Ansys-CFX™ provides two variants, the ω RS and the BSL (baseline) 

RS models. The two models relate to each other in a similar way as the two equation 

k-ω and BSL k-ω models and are expected to provide similar results. 
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3.2.2 Results 

Table 2 and Table 3 summarize computational results, respectively obtained for 

moderate Re (~600-750) and for high Re (~1820-1850). Experimental results (see 

Appendix B) are also reported for validation purposes. For each flow attack angle γ 

and Reynolds number Re, the surface-averaged wall heat transfer coefficient {ℎ} is 

reported. Results will be discussed in detail in the following, focussing not only on 

average values but also on the corresponding spatial distributions of the local heat 

transfer coefficient h. 

The following Figure 27, Figure 28 and Figure 29 report the distributions of h 

on the top (thermally active) wall of the unit cell as predicted by all turbulence 

models for moderate Reynolds numbers (~600-750) and flow attack angles γ=0°, 45° 

and 90°, respectively. Surface averages {ℎ} are also indicated. The corresponding 

experimental distributions, reported in Appendix B in Figure B. 3 (a-c), are replicated 

for comparison purposes in the last map. 

For Re=596 and a flow attack angle γ=0°, Figure 27, h exhibits an experimental 

surface-averaged value {ℎ} of 491. Distributions and average values in good 

agreement with the experimental results are provided only by the eddy viscosity ω-

based models (k-ω, BSL k-ω, SST k-ω). In particular, the closest average value is 

provided by the SST k-ω model. Second order ω-based models (ω RS, BSL RS) yield 

unphysical distributions of h, with multiple maxima along the spanwise direction 

(horizontal in the figures). The ω RS model met also convergence difficulties, 

yielding oscillatory solutions and a heavy underprediction of {ℎ}. k-based models 

using wall functions, both of the first order (k-ε, RNG k-ε) and of the second order 

(LRR RS, SSG RS), yield flat distributions of h, with the absence of values below 3-

400 Wm-2K-1, which made it advisable to use a different colour key in the maps. 

These models yield also a heavy overprediction of {ℎ} and unphysical distributions 

of h, exhibiting a strong asymmetry about the main flow direction.  

It should be observed that, in the present simulations, for γ=0° and 90° symmetry 

of the computed flow and thermal fields about the main flow direction is expected as 

a consequence of the geometric symmetry, but is not explicitly enforced: in fact, the 

side boundaries are defined as periodicity planes and not as symmetry planes. 

Therefore, a simulation’s ability to reproduce the expected solution symmetries is 

itself a bonus, independent of the quantitative agreement on h or other quantities. Of 

course, symmetry could be enforced by defining the side boundaries as symmetry, 

and not periodicity, planes, but a moment’s reflection shows that this approach, 

besides being somewhat artificial, would not be applicable to flow attack angles other 

than 0° or 90°. 
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Table 2. Summary results of {ℎ} for moderate Reynolds number. 

 γ=0° (Re=596) γ=45° (Re=690) γ=90° (Re=745) 

EXP 491 904 669 

k- 456 786 577 

BSL k- 509 710 748 

SST k- 487 779 695 

RS 377 676 479 

BSL RS 466 752 621 

k- 604 613 627 

RNG k- 616 600 713 

LRR RS 694 544 730 

SSG RS 653 543 730 

 

Table 3. Summary results of {ℎ} for high Reynolds number. 

 γ=0° (Re=1840) γ=45° (Re=1850) γ=90° (Re=1820) 

EXP 1038 1498 1112 

k- 1160 1354 1196 

BSL k- 1189 1391 1343 

SST k- 1142 1416 1219 

RS 1228 1327 1137 

BSL RS 1254 1298 1295 

k- 1630 1201 1390 

RNG k- 1674 1123 1414 

LRR RS 1805 1068 1550 

SSG RS 1818 1040 1428 
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Figure 27. Distributions of the local heat transfer coefficient h on the top (thermally active) wall 

predicted by alternative turbulence models for Re=596 and a flow attack angle γ=0°. Surface-averaged 

values {ℎ} are also reported. Legend 1 is for maps a-e (ω-based models), legend 2 for maps f-i (k-

based models). The corresponding experimental distribution is reported in the last map and exhibits an 

average value of 491 Wm-2K-1. 
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Figure 28. Distributions of the local heat transfer coefficient h on the top (thermally active) wall 

predicted by alternative turbulence models for Re=690 and a flow attack angle γ=45°. Surface-

averaged values {ℎ} are also reported. Legend 1 is for maps a-e (ω-based models), legend 2 for maps 

f-i (k-based models). The corresponding experimental distribution is reported in the last map and 

exhibits an average value of 904 Wm-2K-1. 
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Figure 29. Distributions of the local heat transfer coefficient h on the top (thermally active) wall 

predicted by alternative turbulence models for Re=745 and a flow attack angle γ=90°. Surface-

averaged values {ℎ} are also reported. Legend 1 is for maps a-e (ω-based models), legend 2 for maps 

f-i (k-based models). The corresponding experimental distribution is reported in the last map and 

exhibits an average value of 669 Wm-2K-1. 
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Figure 28 reports computed distributions of h on the top wall for Re=690 and a 

flow attack angle γ=45°. Surface averages {ℎ} are also shown. The corresponding 

experimental distribution exhibits a surface-averaged value {ℎ} of 904. In this case, 

h distributions in qualitative agreement with the experimental results are provided by 

all ω-based models (k-ω, BSL k-ω, SST k-ω, ω RS and BSL RS), which, however, 

all underpredict {ℎ}. The average value of {ℎ} closest to the experimental one (786 

against 904 Wm-2K-1) is provided by the k-ω model. All k-based models using wall 

functions, both of the first order (k-ε, RNG k-ε) and of the second order (LRR RS, 

SSG RS) yield (i) a very heavy underprediction of {ℎ} and (ii), as in the case γ=0°, 

flat spatial distributions of h, in which both the highest and the lowest values are 

absent. Again, this made it advisable to use a different colour key than for the ω-

based models. 

Finally, Figure 29 reports computed distributions of h on the top wall for 

Re=745 and a flow attack angle γ=90°. Surface averages {ℎ} are also shown. The 

corresponding experimental distribution exhibits a surface-averaged value {ℎ} of 

669. For this flow attack angle, h distributions in qualitative agreement with the 

experimental results are provided by first-order ω-based models (k-ω, BSL k-ω, SST 

k-ω); the best agreement on {ℎ} is provided by the SST k-ω model, which 

overpredicts it by ~4%. Second-order ω-based models (ω RS, BSL RS) yield 

excessively flat distributions of h and some unphysical asymmetry about the flow 

direction; the ω RS model, in particular, gives also a strong underprediction of {ℎ}. 

Note that, despite their similarity, the k-ω model underpredicts {ℎ} by ~14% while 

the BSL k-ω model overpredicts it by ~12%. 

All k-based models using wall functions, both of the first order (k-ε, RNG k-ε) 

and of the second order (LRR RS, SSG RS), yield wrong spatial distributions of h, 

with excessively uniform values over the active wall and a strong unphysical 

asymmetry about the flow direction. Among them, the k-ε model underpredicts {ℎ} 

by ~4% while all others (RNG k-ε, LRR RS, SSG RS) overpredict {ℎ} by 7-9%. 

In the light of the above results, it is clear that for Reynolds numbers between 

~600 and ~750 acceptable predictions of the mean value and the overall distribution 

of the local heat transfer coefficient h can only be obtained by using ω-based models, 

which explicitly resolve the near-wall layer. 

The following Figure 30, Figure 31 and Figure 32 concern test cases at higher 

Reynolds number (~1800). They are organized as Figure 27, Figure 28 and Figure 

29 and regard the same three flow attack angles (γ=0°, 45° and γ=90°, respectively). 

The corresponding experimental distributions of h are reported in Appendix B in 

Figure B. 4 (a-c) and are repeated for ease of comparison in the last map of each 

figure. 
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Figure 30. Distributions of the local heat transfer coefficient h on the top (thermally active) wall 

predicted by alternative turbulence models for Re=1840 and a flow attack angle γ=0°. Surface-

averaged values {ℎ} are also reported. Legend 1 is for maps a-e (ω-based models), legend 2 for maps 

f-i (k-based models). The corresponding experimental distribution is reported in the last map and 

exhibits an average value of 1038 Wm-2K-1. 
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Figure 31. Distributions of the local heat transfer coefficient h on the top (thermally active) wall 

predicted by alternative turbulence models for Re=1850 and a flow attack angle γ=45°. Surface-

averaged values {ℎ} are also reported. Legend 1 is for maps a-e (ω-based models), legend 2 for maps 

f-i (k-based models). The corresponding experimental distribution is reported in the last map and 

exhibits an average value of 1498 Wm-2K-1. 
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Figure 32. Distributions of the local heat transfer coefficient h on the top (thermally active) wall 

predicted by alternative turbulence models for Re=1820 and a flow attack angle γ=90°. Surface-

averaged values {ℎ} are also reported. Legend 1 is for maps a-e (ω-based models), legend 2 for maps 

f-i (k-based models). The corresponding experimental distribution is reported in the last map and 

exhibits an average value of 1112 Wm-2K-1. 



Part II 

66 

 

For γ=0° and Re=1840, Figure 30, first-order ω-based models (a-c) yield 

acceptable results, with mean values of h overpredicted by ~10-15%. The least 

discrepancy on {ℎ} is provided by the SST model (c), while the most symmetric 

distribution is provided by the k-ω model (a). The second-order ω-based models ω 

RS and BSL-RS, maps (d) and (e), yield a larger overprediction of {ℎ} and a multi-

modal distributions of h along the spanwise direction which, although vaguely 

reminiscent of the multi-modal distribution exhibited by the experiments, is 

asymmetric with respect to the main flow direction and shows wrongly located and 

excessively high maxima. The k-based models (f)-(i) all yield a strong overprediction 

of {ℎ} (60-75%) and distributions which are strongly asymmetric with respect to the 

main flow direction. 

For γ=45° and Re=1850, Figure 31, ω-based models provide an acceptable 

agreement with the experiments both in the mean value and in the distribution of h. 

Values of {ℎ} are underpredicted by 5 to 13%, the best agreement being provided, as 

in most other cases, by the SST model. The k-based models using wall functions, 

graphs (f) to (i), yield unrealistically flat h distributions and a large underprediction 

of {ℎ} (20-30%). 

Finally, for γ=90° and Re=1820, Figure 32, only the k-ω model (a) provides 

both the expected symmetry in the distribution of h and an acceptable agreement of 

{ℎ} with the experimental result (7% overprediction). The other two first order ω-

based models BSL k-ω and SST k-ω, maps (b) and (c), and much more so the second-

order ω-based models ω RS and BSL RS, maps (d) and (e), yield asymmetric 

distributions of h although mean values {ℎ} are still acceptable. The k-based models 

using wall functions, maps (f) to (i), provide strongly asymmetric and irregular 

distributions of h and a large (25-40%) overprediction of {ℎ}.  

Note that the experiments indicate that the orientation γ=45° provides the 

highest {ℎ}, whereas k-based models predict that it provides the lowest. Note also 

that, at the present Reynolds numbers, all k-based models, with the exception of the 

simple k-ε, encountered convergence difficulties and provided oscillatory solutions 

(the results shown in Figure 27, Figure 28 and Figure 29 and in Table 3 are averages 

of these oscillatory solutions). 

Figure 33 compares experimental and computational values of the surface-

averaged heat transfer coefficient {ℎ} on the top (thermally active) wall in the range 

Re=100~2000 for all three attack angles (0°, 45° and 90°). Computational results 

were all obtained by the SST k-ω turbulence model, which provides the best results 

in agreement with the experiments. Circles denote the test cases for which 

experimental and predicted h distributions have been reported above. For the lowest 

Reynolds number cases (Re<~400), the SST model predicted laminarization and 
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yielded results practically identical to those obtained by steady-state, laminar flow 

simulations (no turbulence model).  

At all flow attack angles, predictions are satisfactory up to Re~500. For larger 

Re, a substantial underprediction is obtained for γ=45°, while results for γ=0° and 

90° are generally overpredicted, especially at Re>1000. 

On the whole, the influence of the flow attack angle is underpredicted; for 

example, at Re=1000 experimental results show that {ℎ} increases from ~760 to 

~1150, i.e. by ~50%, when γ increases from 0° to 45°, whereas CFD results indicate 

only a ~30% increase (from ~760 to ~1000). 

 

Figure 33. Comparison of experimental and computational (SST k-ω model) values of the surface-

averaged heat transfer coefficient {ℎ} (in Wm-2K-1) on the top (thermally active) wall for Re≈100-2000 

and all three attack angles. Circles indicate the test cases for which h distributions were reported. 

 

3.3 Database of results for overlapped spacers 

As observed in Section 2.5, the parameters Re, l/H and γ have a complex 

influence on the Nusselt number and friction factor that cannot be predicted by 

simple separated-effect correlations. When the parameters are made to vary in a wide 

range of values, as for example the Reynolds number in MD, ranging usually 

between 200 and 2000, interpolation from an adequately large database of Nusselt 

number and friction coefficients is probably to be preferred to the use of correlations, 

which instead can be used if small variation ranges are considered. 
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For this reason, a large number of CFD simulations (~1300) were performed for 

overlapped non-conductive spacers with intrinsic flow attack angle α=90°. The CFD 

model, already validated with experimental results (see Appendix B) for one-side 

heat transfer, was used to simulate two-side heat transfer, which is the most 

commonly adopted in commercial systems.  

Nu(2) on both walls (top and bottom) was evaluated in the range 0°-45° for γ, 

from which the behaviour of Nu in the whole range 0-2π (as explained in Section 

2.5) can be extrapolated, for six different values of l/H and in a wide range of 

Reynolds number, including turbulent regime. For this reason, SST k-ω turbulence 

model was used for Re>~300.  

The results of this large database are reported in Appendix C. An analogous 

database for woven spacers is being built at University of Palermo. 
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4. Electromembrane processes 

3-D CFD simulations were used in order to study the mass transfer and other 

phenomena typical of electromembrane processes (e.g. Ohmic phenomena and 

electroconvection) in the presence of geometrically complex configurations (spacer-

filled channels and profiled membranes). Despite the different phenomena simulated 

and the lower range of Re, the modelling approach is the same as reported in the 

previous sections and the main general results (see Part II, Section 2) are still valid. 

The convective-diffusive transport of salt, treated as a neutral species, was 

described by a scalar transport equation:  

𝜕𝑐𝑢𝑗

𝜕𝑥𝑗
=

𝜕

𝜕𝑥𝑗
𝐷

𝜕𝑐

𝜕𝑥𝑗
+ 𝑆𝑐 

(33) 

 

By analogy with the momentum equations, c represents the periodic component 

of salt concentration (expressed in mol/m3), while the compensative term SC is 

included at the right hand side in order to balance salt inflow or outflow through the 

walls representing fluid-membrane interfaces (note that it is positive for the 

concentrate channel and negative for the diluate one). 

The bulk concentration C was defined in all cases as: 

𝐶 =
1

𝑄
∫ 𝑢𝑠𝑐𝑑𝐴

𝐴

 
(34) 

 

in which A is the cross sectional area and Q=uvoidA is the volumetric flow rate. Due 

to the compensative sink term SC, C is independent of the specific cross section 

chosen. The unit cell-averaged mass transfer coefficient k on each wall is defined as: 

𝑘 =
{𝑁𝑠,𝑤}

{𝑐𝑤} − 𝐶
 

(35) 

 

in which {cw} is the wall concentration and {Ns,w} is the molar flux from the wall 

into the fluid, both averaged over a specific wall (solution-membrane interface) of 

the unit cell. This definition is preferable to the alternative one of computing a local 

transfer coefficient and then averaging it over a wall, since this latter is prone to 

singularities for complex geometric configurations, as explained in Section 2.2.  

The cell average denoted by { } should not be confused with the overall average 

〈∙〉, conducted over the whole stack projected surface and used in the model (Part III): 
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cell averages such as {cw} and {Nw} are still, in general, functions of the axial 

location along the channels, y.  

Finally, k is made dimensionless as a Sherwood number Sh=k(2H)/D. In the 

following, with Sh will be identified the Sh(2) (see Section 2.2). 

The flow and transport equations were solved by a finite-volume method using 

the Ansys-CFX™ code.  

 

4.1 Spacer-filled channels 

In the case of spacer-filled channels, delimited by planar ion-exchange 

membranes, the CFD simulations were limited to the concentrate and dilute fluid 

compartments, considered one at a time. At both walls, simulating the solution-

membrane interfaces, a third-type (Robin) boundary condition was imposed for the 

scalar c (concentration): 

−𝐷
𝜕𝑐

𝜕𝑛
|

𝑤
=

{𝑐𝑤} − 𝐶𝑒𝑥𝑡

𝑟𝑤
 

(36) 

 

in which D is the salt diffusivity in the solution, {cw} is the local concentration at the 

wall, Cext is an arbitrary “external” concentration, whose value is irrelevant to the 

purpose of computing the Sherwood number, and rw is a resistance to mass transfer 

which was set equal to the diffusive resistance of the channel, H/D. This choice 

provides Sherwood numbers intermediate between those that would be computed 

under conditions of uniform wall concentration (rw0) and uniform wall mass flux 

(rw∞); however, the dependence of Sh upon rw is small. 

Figure 34 shows two fluid compartments filled (by way of example) with 

identical woven filament spacers and sandwiched between ion-exchange 

membranes, to form a periodically repetitive unit of a whole cell pair. In the direction 

orthogonal to the membranes, periodic planes cut midway through one of the 

membranes as in Figure 5. Of course, in principle the concentrate and the diluate 

channels might have different heights and might be filled by different spacers. 
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Figure 34. Concentrate and dilute fluid compartments filled by spacers and sandwiched between 

ion-exchange membranes, to form a periodically repetitive unit of a whole cell pair (the example shown 

refers to woven filaments). 

 

The main results obtained by CFD for the mean Sherwood number Sh (i.e. the 

average of the Sh numbers obtained on each surface) for overlapped (graph a) and 

woven spacers (graph b) with l/H=2 (which is the standard commercial value) and 

flow incidence angles γ of 0°-90°, and 45° (0° and 90° are equivalent in the case of 

woven spacers) are shown in the range Re≤70 (that of the highest interest for 

electromembrane processes) in Figure 35. Best-fit polynomial correlations are also 

reported; these were used as a basis to evaluate Sh (on each of the four interfaces) in 

the context of the model described in Part III.  

A strong influence of the flow attack angle on mass transfer can be observed in 

both graphs while a complex dependence upon Re is exhibited only with overlapped 

spacers by some of the curves (especially for γ=90°). At very low Re, most of the 

Sherwood number curves fall below the plane-channel value, which is ~8 under 

third-type boundary conditions; this means that spacers are actually impairing, rather 

than promoting, mass transfer because of shadow effects. At the Reynolds numbers 

typically expected in RED (e.g. 5-20), overlapped spacers (graph a) report the highest 

values of Sh for filaments orthogonal to the main flow direction (γ=90°), which, of 

course, may interest only one of the walls, while, at higher Re (20-70), they are 

obtained for γ=45°, symmetrically on both walls.  

With woven spacers (graph b), the highest values of Sh are obtained for γ=45° 

(flow directed along the diagonal of the spacer diamonds) in the whole range of Re. 
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 (a) 

 

 (b) 

Figure 35. CFD results for Sh number (symbols) and best-fit polynomials (lines) for overlapped 

(a) and woven (b) spacers with l/H=2 and different flow attack angles. Results obtained considering 

Sc=600. 
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4.2 Profiled membranes 

In the case of profiled membranes, the separate-channel approach adopted for 

the numerical simulation of spacer-filled channels does not seem adequate, mainly 

because concentration boundary conditions at the membrane walls are not known a 

priori. Therefore, flow and scalar (salt) transport simulations were performed for the 

cell pair as a whole. In the lateral and streamwise directions, the unit cell approach 

was retained and periodic boundary conditions were imposed. Figure 36 reports 

examples of the unit cell (computational domain) used for profiled membranes. 

Graph (a) refers to a configuration that called here “Overlapped Crossed Filaments” 

(OCF), case (b) to the more common case of pillars (in this case square in shape). 

 

 (a)  (b) 

Figure 36. Unit cell (computational domain) used for profiled membranes. (a) Overlapped 

Crossed Filaments (OCF); (b) Square pillars. 

 

In the case of profiled membranes, a purely diffusive scalar transport equation 

was solved also in the solid regions (simulating the ion-exchange membranes): 

𝜕

𝜕𝑥𝑗
𝐷∗

𝜕𝑐

𝜕𝑥𝑗
= −𝑆𝐶

∗ 
(37) 

 

(in which D* is the diffusivity in the generic membrane and 𝑆𝐶
∗ is a suitably defined 

compensative source term, similar to its counterpart SC adopted in the fluid 

compartments, Eq. (33)). Two different bulk concentrations were imposed in the two 

channels, and a single realistic value of the scalar diffusivity D* (typically 10-11 m2/s, 

much lower than the salt diffusivity in the solutions) was imposed in the membranes 

to allow a salt flux from the concentrate to the dilute solution. Since the Sherwood 
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numbers depend only marginally on the specific distributions of concentration and 

molar flux over the walls, the exact choice of D* is immaterial. By this method, at 

the solid-fluid (membrane-solution) interfaces general interface conditions 

(continuity of concentration and normal molar flux), and concentration boundary 

conditions did not need to be assigned. 

Results obtained by CFD for the Sherwood number Sh (on each surface) in the 

range Re≤70 are shown in Figure 37 for OCF profiled membranes with l/H=2 (graph 

a) and pillars (graph b) with l/p=2 and p/H=6.66, where p is the width of the pillar 

profile (these values were chosen as they were the same of the first available profiled 

membrane provided by Fujifilm B.V.). Three flow attack angles (0°, 45° and 90°) 

are considered and best-fit polynomials are reported.  

In graph (a), Sh is greatly enhanced by the OCF membrane profiles, attaining 

values even twice larger than those caused by the overlapped spacers (see Figure 

35a), and the influence of the flow attack angle is small. In the Reynolds number 

range investigated, the configuration that provides the largest overall enhancement 

of mass transfer is that at γ=45°, which acts symmetrically on both walls. 

In regard to pillars, as shown in Figure 36b, each channel confines with two 

membranes, one of which bears the square protrusion (filling the whole thickness H), 

inclusive of four thin rectangular sides, while the other is flat but lacks a central 

square in correspondence with the pillar. Therefore, the two Sherwood numbers are 

denoted here as “protrusion side” and “flat side”.  

Note that the Sherwood number relevant to a given wall is the dimensionless 

counterpart of the mass transfer coefficient k defined by Eq. (35), in which both the 

wall molar flux Nw and the wall concentration cw are averaged over the whole wall 

surface. It was observed by detailed maps of Nw obtained from CFD simulations that 

values of the molar flux on the lateral (side) walls of the pillars are very low, i.e., the 

relative contribution of these side walls to mass transfer is small. Therefore, average 

values of Nw and k (i.e., Sh) on the protrusion side of a channel, which includes the 

side walls, tend to be lower than on the flat side, although the corresponding overall 

molar flux (in mol/s) may be larger due to the larger total area of the solution-

membrane interface. 
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 (a) 

 

 (b) 

Figure 37. CFD results for Sh number (symbols) and best-fit polynomials (lines) for OCF (a) with 

l/H=2 and pillars (b) profiled membranes with l/p=2 and p/H=6.66 and different flow attack angles. 

Results obtained considering Sc=600. 
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4.3 Adjustments for concentration and entrance effects 

All the Sherwood numbers reported in the previous sections were computed for 

a reference Schmidt number Scref=600, roughly corresponding to solutions of 

intermediate dilution (C≈100 mol/m3). On the basis of a performed sensitivity study, 

the influence of Sc, and thus of the concentration C, can be taken into account by 

multiplying the reported values of Sh by (Sc/Scref)1/2, a factor which becomes 

significant only for highly concentrated solutions. Only in the case of parallel, fully 

developed flow in a plane (spacerless) channel the Sherwood number is independent 

of the Schmidt number and thus does not require any concentration adjustment. 

Moreover, all the values of Sh reported in the previous sections were computed 

for fully developed flow. It is well known that in a real, finite-length channel, the 

local Sherwood number decreases towards its fully developed value Sh∞ as a function 

of the dimensionless distance from inlet, y*=(y/dh)/Pe, where dh is the hydraulic 

diameter (=2H) and Pe=Re∙Sc is the Peclet number [126]. The inverse of y* is known 

as the Graetz number (Gz) and the problem of determining Sh in the entry region is 

known as the Graetz problem. As a rule of thumb, in laminar flow in spacerless 

channels the ratio Sh/Sh∞ becomes negligibly different from unity (e.g., <1.05) for 

y*>0.02 while it may be as high as 3-5 for y*=10-4. In RED and other mass transfer 

processes, due to the high value of Sc (e.g. ~600) and despite the low values of Re 

(e.g. 10), Pe may be quite high (e.g. 6000), so that the condition y*=0.02 is attained 

for (y/Dh)=120. For channels with H=300 μm (dh=600 μm), this value corresponds 

to a distance of 0.072 m, so that, in short stacks (e.g. L=0.1-0.2 m), entrance effects 

extend over a large portion of the stack and cannot be neglected. 

Details of the behaviour of Sh in the entrance region depend on the inlet 

conditions and on the channel’s geometry. For laminar flow in circular pipes with 

simultaneously developing flow and concentration fields, accurate correlations are 

provided by Gnielinsky [126]. For flat rectangular channels (which include the 

laterally indefinite plane channel as a limiting case), computational results have been 

collected by Lee et al. [127]. As an additional test, accurate numerical simulations 

were performed for varying Sc and Re in plane channels using Ansys-CFX™, 

confirming that the ratio Sh/Sh∞ depends only on y* (or Gz) and can be approximated 

by the simple correlation: 

𝑆ℎ

𝑆ℎ∞
= 𝐶𝐺 [𝐺𝑧 + (

1

𝐶𝐺
)

3

]

1 3⁄

 

(38) 

 

with CG≈0.18. Figure 38 shows Eq. (38) along with results by Lee et al. [127] and 

CFD predictions. 
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Although not very accurate, Eq. (38) was chosen as the simplest correlation 

exhibiting the correct asymptotic behaviour both for y*→0 and for y*→∞. It also 

possesses the nice property that the average of Sh between the channel inlet and the 

generic axial location can be approximated by a correlation of the same form as the 

local one, Eq. (38), but with a different constant 𝐶𝐺
𝑎𝑣𝑔

= (3/2)𝐶𝐺 (~0.27). This is 

also reported in Figure 38 and shows that, as expected, entrance effects on the 

average Sh extend far downstream than local effects. 

 

 

Figure 38. Entrance effects on the Sherwood number in plane channels. Results from the literature 

and from present CFD calculations are reported along with Eq. (38) (solid line). The broken line 

represents the correlation for the average Sherwood number in the interval 0 - y*. 

 

Note that the local multiplier (Eq. (38) with CG=0.18) should be used in 

conjunction with the one-dimensional stack model described in Part III, while the 

average multiplier (Eq. (38) with CG
avg=0.27) is more suitable for lumped parameter 

models. 

For more realistic channel configurations, involving spacers or profiled 

membranes, the literature reports few and unclear findings. For example, Shakaib et 

al. [128] conducted 3-D CFD simulations for developing flow in spacer-filled 

channels at Re>102, Sc≈650 and γ=0°/90°; they found that Sh differed significantly 

from its asymptotic value Sh∞ only in the first 2 unit cells (see their Figure 3) and 

exhibited a non-monotonic behaviour on the face adjacent to the filaments at 90° 

incidence. In order to understand the entrance effects in the case of complex 

channels, simulations were performed considering an overlapped spacer with l/H=4, 

flow attack angle γ=0° (90°) and 45° and assuming two values for Re (5 and 25). 
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Results from these simulations, reported in Figure 39, show that both Re and γ 

have a complex influence on the trend of Sherwood from the inlet to the fully 

developed conditions. For this reason, it is not possible to find a simple correlation 

to estimate the entrance effects in the case of spacer-filled channels.  

 

 (a)  (b) 

Figure 39. Entrance effects on the Sherwood number in a channel consisting of 10 unit cells with 

overlapped spacer with l/H=4. Symbols are the CFD results in each cell. Dashed lines represent the 

Sherwood number estimated according to Graezt theory. a) results obtained for γ=45° at Re=5 and 25. 

b) results at Re=5 for γ=0° (only values at the top wall reported) and 45°.  

 

The comparison of Figure 38 and Figure 39 shows that the entrance effects are 

less important in the case of spacer-filled channels, in which Sh/ Sh∞ at the inlet is at 

most ~4 and after 8-10 cells is always lower than 1.5. In the case simulated, if the 

channel thickness H is for example 200 μm, l is 800 μm which means that after 8 mm 

from the inlet, Sh would be already 1.5 times higher than Sh∞. This is really a small 

portion of the entire channel (length from 10 to 100 cm) where fully developed 

conditions can be observed. 

As it is not possible to find a simple equation to estimate the entrance effects in 

channels with spacers or profiled membranes and their contribution is important only 

in a small portion of the channel, they were in this thesis neglected. It should be 

highlighted that neglecting the entrance effects lead to a conservative prediction. 

Indeed, entrance effects produce an increase of Sh in the first cells which corresponds 

to a decrease of concentration polarization phenomena. The latter are detrimental 

either in RED either in ED, thus their reduction is a beneficial effect. Neglecting the 

entrance effects will turn in an overestimation of concentration polarization 

1

1.5

2

2.5

3

3.5

0 0.005 0.01

Sh
/S

h
in

f

y*=1/Gz

CFD - Re=25

Gz theory - Re=25

CFD - Re=5

Gz theory - Re=5

1

1.5

2

2.5

3

3.5

4

4.5

0 0.0005 0.001 0.0015 0.002

Sh
/S

h
in

f

y*=1/Gz

CFD - gamma=45°

Gz theory - gamma=45°

CFD - gamma=0° (sup)

Gz theory - gamma=0° (sup)

Sh
/ 

Sh
∞

 

Sh
/ 

Sh
∞

 



CFD in membrane processes 

79 

 

phenomena and a conservative underestimation of generated voltage in RED or 

applied voltage in ED. 

 

4.4 Ohmic behaviour 

In electromembrane processes such as RED or ED, in addition to mass transport 

phenomena (ions and water), there are electrical phenomena which are mainly Ohmic 

phenomena. 

With void (spacerless) channels and planar membranes, the Ohmic areal 

resistance of a cell pair can simply be computed as the series of four areal resistances: 

𝑟 = 𝑟𝐶𝑂𝑁𝐶 + 𝑟𝐷𝐼𝐿 + 𝑟𝐴𝐸𝑀 + 𝑟𝐶𝐸𝑀 (39) 

 

Considering a spacerless channel of thickness HSOL, filled by a solution of 

conductivity σSOL, the areal Ohmic resistance rSOL is simply: 

𝑟𝑆𝑂𝐿 =
𝐻𝑆𝑂𝐿

𝜎𝑆𝑂𝐿
 

(40) 

 

The electrical conductivity σ of each solution is a function of its bulk 

concentration C and can be evaluated by Islam’s correlations [129].  

When spacers or profiled membranes are used, the resistance of the solution-

filled channel cannot be estimated by Eq. (40). In the case of spacers, a portion of 

the channel is occupied by a polymeric material, which is not electrically conductive. 

This results in a resistance increase, known as shadow effect that can be considered 

by multiplying the resistance in Eq. (40) by a shadow factor β ≥ 1. In the literature, 

there are several definitions of this shadow factor.  

According to one of these definitions, the shadow effect acts on the channel 

resistance by reducing the effective area available for the transport of ions. For this 

reason, the shadow factor is equal to the reciprocal of the open area [59,130,131], i.e. 

the ratio of the free area, equal to the difference of the total area and the area covered 

by the mesh filaments, to the total area. In particular, Tedesco et al. [59] defined two 

different shadow factors because they observed that the open area of a specific spacer 

might be different in the direction perpendicular or parallel to the membrane. 

Another possible definition links the increase in the channel resistance to the 

reduction of the volume of solution only. In this case, the shadow factor is defined 

as the reciprocal of the porosity, ε [132]. The latter is the ratio of the free volume, i.e. 
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the difference between the total volume and the volume occupied by the spacer, to 

the total volume.  

Finally, also a third shadow factor which is the average of the two defined above 

is mentioned in the literature [133]. 

It is worthy to mention that in the literature there are works in which the shadow 

effect acts not only on the channel resistance but also on the membrane resistance 

[61,134]. 

In this thesis, only the effect on the channel resistance was considered and, in 

order to choose one definition to be adopted, CFD simulations were performed and 

new correlations were obtained in the case of profiled membranes. 

 

The code Ansys-CFX™ was used to compute the Ohmic areal electric resistance 

r of the cell pair by solving the Laplace equation for the electrical potential, ∇2𝜙 =

0, on the basis of the concentration-dependent electric conductivities of solutions and 

membranes.  

Simulations were performed considering 1, 10 and 30 g/l as concentration in 

both channels. Moreover, the cases with 1 g/l in the diluate and 1, 10 and 30 g/l in 

the concentrate were also simulated. The following geometries were simulated: 

- Flat membrane and woven spacers with l/H=2 (ε ≈ 0.75); 

- OCF profiled membranes with l/H=2 (ε ≈ 0.6); 

- Pillars profiled membranes with l/p=2 and p/H=6.66 (ε ≈ 0.75); 

In regard to the areal Ohmic resistance of the membranes, recent measurements, 

presented by Galama et al. [135], suggest that for any given membrane it depends on 

the diluate concentration. Testing Fujifilm membranes (considered in this thesis), it 

was possible to observe that the Ohmic resistance of these membranes follows the 

same behaviour reported by Galama et al. [135] for Neosepta® membranes, which 

in both cases can be well approximated by the formula: 

𝑟𝐼𝐸𝑀 = 𝑎 + 𝑏(𝐶𝐷𝐼𝐿)−𝑐 (41) 

 

where CDIL is expressed in mol/m3, b=7∙10-3 and c=1.25 (for both Neosepta® and 

Fujifilm B.V. membranes); a is the asymptotic membrane areal resistance at high 

concentration in Ω∙m2. 
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In CFD simulations, membranes were treated as a homogeneous resistive 

material of electric conductivity σIEM which is obtained by the ratio of the nominal 

membrane thickness and the areal resistance computed by Eq. (41). 

In Figure 40, CFD results (black symbols) for areal resistance of one cell pair 

with woven spacer (triangles), OCF (circles) and pillars (squares) profiled 

membranes are reported as functions of inlet concentrations. The areal resistance 

decreases when the inlet concentration increases, tending to an asymptotic value. 

This effect is less important in graph (b) in which the inlet concentration in the diluate 

is kept constant at 1 g/l and the inlet concentration in the concentrate compartment 

increases from 1 to 30 g/l. In all cases, cell pair areal resistance is higher when non-

conductive polymeric spacers are considered while the lowest values are obtained 

with OCF membranes. This difference is larger at low inlet concentrations. 

Areal resistance values obtained by appropriate correlations are compared with 

CFD results in Figure 40. 

In particular, in the case of flat membranes and woven spacers, the areal 

resistance of the cell pair can be approximated by: 

𝑟 =
𝐻𝐶𝑂𝑁𝐶

𝜀𝐶𝑂𝑁𝐶𝜎𝐶𝑂𝑁𝐶
+

𝐻𝐷𝐼𝐿

𝜀𝐷𝐼𝐿𝜎𝐷𝐼𝐿
+

𝐻𝐴𝐸𝑀

𝜎𝐴𝐸𝑀
+

𝐻𝐶𝐸𝑀

𝜎𝐶𝐸𝑀
 

(42) 

 

in which εCONC and εDIL are the porosity values of the spacer in the concentrate and 

diluate channels respectively. The above correlation slightly overestimates the areal 

resistance with a maximum error of ~10% at low inlet concentrations. 

In regard to Ohmic losses in profiled membranes, in this case neither the 

membranes nor the channels possess a simple planar shape and thus, strictly 

speaking, the areal resistance r of a cell pair cannot be computed as the series of four 

resistances.  

However, approximate but simple expressions for r, to be used in conjunction 

with simplified stack models, are desirable for parametrical design or optimization 

studies. For profiled membranes a reasonable approximation is to compute the areal 

resistance of the whole cell pair (see Figure 36) as: 

𝑟 = ∫
𝑑𝑥

〈𝜎〉

𝐻𝑐𝑝

0

 
(43) 

 

i.e. as the series of the electrical resistances of infinitesimal layers of thickness dx, 

each characterized by an electrical conductivity 〈𝜎〉 = ∑ 𝜎𝑘(𝑆𝑘 𝑆⁄ )𝑘 , which is the 
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area-weighted average of the electrical conductivities of the various materials present 

in the generic section. 

The integral in Eq. (43) can be reduced to the sum of elementary algebraic 

expressions. In case of OCF membranes, the areal resistance of the cell pair can be 

approximated as: 

𝑟 =
𝐻𝐶𝑂𝑁𝐶

2𝜎𝐶𝑂𝑁𝐶 − (𝜎𝐶𝑂𝑁𝐶 − 𝜎𝐶𝐸𝑀)
𝜋
2

𝐻
𝑙

+
𝐻𝐷𝐼𝐿

2𝜎𝐷𝐼𝐿 − (𝜎𝐶𝐸𝑀 − 𝜎𝐷𝐼𝐿)
𝜋
2

𝐻
𝑙

+
𝐻𝐷𝐼𝐿

2𝜎𝐷𝐼𝐿 − (𝜎𝐴𝐸𝑀 − 𝜎𝐷𝐼𝐿)
𝜋
2

𝐻
𝑙

+
𝐻𝐶𝑂𝑁𝐶

2𝜎𝐶𝑂𝑁𝐶 − (𝜎𝐶𝑂𝑁𝐶 − 𝜎𝐴𝐸𝑀)
𝜋
2

𝐻
𝑙

+
𝐻𝐴𝐸𝑀

𝜎𝐴𝐸𝑀

+
𝐻𝐶𝐸𝑀

𝜎𝐶𝐸𝑀

 

(44) 

 

As regards Ohmic losses in square-pillar profiled membranes, with reference to 

Figure 36b, it must be observed that no ionic current can flow through the contact 

area p2 between a pillar belonging to one of the membranes (say, AEM) and the flat 

face of the opposite membrane (say, CEM): this occurs because anions can flow 

through AEM but not through CEM, and vice versa for cations. Thus, in each unit 

cell a given ionic species flows from a concentrate channel to an adjacent diluate 

channel mainly by crossing the appropriate membrane through a straight path of 

cross sectional area l2-p2. Alternative paths, involving ion flow through the small 

lateral surface of the pillars, exist, but they are associated with higher Ohmic 

resistances and depend on the shift between pillars of consecutive membranes (no 

shift was assumed in Figure 36b). If the contribution of these alternative paths is 

neglected, then the areal resistance of a cell pair can be estimated as: 

𝑟 =
𝑙2

𝑙2 − 𝑝2 (
𝐻𝐶𝑂𝑁𝐶

𝜎𝐶𝑂𝑁𝐶
+

𝐻𝐷𝐼𝐿

𝜎𝐷𝐼𝐿
+

𝐻𝐴𝐸𝑀

𝜎𝐴𝐸𝑀
+

𝐻𝐶𝐸𝑀

𝜎𝐶𝐸𝑀
) 

(45) 

 

Thus, the presence of square pillars enhances the Ohmic resistance of the cell 

pair by a factor 1/[1-(p/l)2], i.e. 1/ε (for example, 1/0.75 if l/p=2).  

The accuracy of the above approximations was verified a posteriori by 

comparing their predictions with accurate, 3-D numerical solutions for the electrical 

potential. Numerical simulations were conducted for the case of zero shift, assuming 

a uniform electrical conductivity in each membrane and insulating surfaces between 

each point touching the opposite membrane. The largest discrepancies (~14% at 

most) were obtained for low inlet concentrations (CCONC=CDIL=1 g/l), while they were 

much less (a few percent) in all other cases. 
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Note that even Eq. (42), proposed for spacer-filled channels, can be obtained as 

a special case of Eq. (43) in the limit of zero electrical conductivity of the filaments. 

  

 (a)  (b) 

Figure 40. CFD results for cell pair areal resistance in Ω∙m2 (black symbols) and values estimated 

by Eqs. (42), (44) and (45) (empty symbols) for (a) equal inlet concentrations and (b) CDIL=1 g/l, 

CCONC=1, 10 and 30 g/l.  
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4.5 Electroconvection 

Since the first experiments with ion-exchange membranes, it was observed in 

the current-voltage curve the appearance of an overlimiting regime. This cannot be 

explained according to the classical diffusion theory which predict a maximum 

current, reached when the concentration at an interface is zero [136–138]. The first 

explanation for the overlimiting regime involved the contribution to charge transfer 

of new electric charge carriers (i.e. H+ and OH− ions generated at the depleted 

membrane surface in the water splitting reaction). However, it was soon 

demonstrated that water splitting gives only a minor contribution (~5%) to the 

current increase in the overlimiting region [139]. 

In 1978, Rubinstein and Shtilman [49], using a model without an imposed 

electroneutrality condition, showed for the first time that in the overlimiting regime 

an extended non-equilibrium space charge region (SCR) appears. In this region, 

adjacent to a ion-selective surface, if the applied potential exceeds a certain value, 

convective motions arise as the result of an electrokinetic instability due to the 

electric field acting on fluid regions with nonzero space charge density [140]. This 

phenomenon refers to as electroconvection. 

The most recent state-of-the-art review of electroconvection has been presented 

by Nikonenko et al. [14]. It is now widely acknowledged that bulk electroconvection, 

arising in the quasi-electroneutral fluid bulk, does not exist [141], and that the first 

instability occurs either in the nanometer-thick region of high net space charge 

density (electric double layer, or EDL) adjacent to the surface, or in its micrometer-

thick immediate neighbourhood (extended space charge region, or SCR) [142,143]. 

This kind of electroconvection is often called electroosmosis, although this term may 

be ambiguous since it is also used for water transport through a ion-selective 

membrane associated with ion hydration [37]. 

Since the earliest investigations, electroconvection was associated with 

membrane surface non-uniformity, either geometric (e.g. undulations and cavities) 

or electro-chemical (e.g. alternated spots of higher and lower electrical conductance). 

Several experimental [144–147], computational [148] and review [46,149] studies 

have been dedicated to the subject. Related studies have regarded the influence of 

various coatings on ion exchange membranes [150,151]. 

Most experimental work has relied on current-voltage curves, the features of 

electroconvection being only indirectly deduced. Kwak et al. [152] performed direct 

visualizations of electroconvective vortices using a fluorescent dye. De Valença 

[144] used PIV to visualize electroconvective flow in a cell filled with CuSO4 

solutions and bounded on one side by a CEM and on the opposite by an anode. 
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In recent years, experimental work on electroconvection has increasingly been 

accompanied by numerical simulations. Models in which electroneutrality is 

imposed cannot predict electroconvection. On the contrary, this phenomenon (and 

realistic current-voltage curves in the overlimiting current region) can only be 

predicted if the concentrations of anions and cations are separately assessed by 

solving the relevant transport equations (usually in the Nernst-Planck formulation), 

and the electroneutrality condition is replaced by the Poisson equation for the 

electrical potential having the space charge density as a source term. Finally, 

coupling the above equations with the Navier-Stokes and continuity equations for 

fluid motion gives the NPP-NS (Nernst-Planck/ Poisson – Navier Stokes) approach, 

which is by far that most commonly used in electroconvection simulations. 

Actually, few papers adopt the full Navier-Stokes equations [153,154], as 

adopted in this thesis. Most authors prefer to use the simpler Stokes equations, i.e. to 

drop the inertial terms in the momentum equations in view of the small Reynolds 

numbers involved [155–157]. Also, most of the simulations presented are two-

dimensional [153–156], while only a few are three-dimensional [157]. Luo et al. 

[158] used a 3-D Lattice-Boltzmann method to simulate the electrohydrodynamic 

motion caused in a fluid by the injection of free space charges from one of two plane-

parallel electrodes, so that both problem and mathematical model are only partly 

related with the present ones. 

 

4.5.1 Method 

The governing equations solved in the present section are the following. They 

are written in tensor notation and for monovalent ions (z=1). Here, ρ, μ and εd are the 

density, viscosity and dielectric permittivity of the solution; D+ and D− are the 

diffusivities of cations and anions; and  is the electric potential. Also, VT is the 

thermal voltage RGT/F, RG being the gas constant and F the Faraday constant. 

- Nernst-Planck transport equations for the concentrations of cations (c+) and 

anions (c−), in mol/m3: 

𝜕𝑐+

𝜕𝑡
= −

𝜕

𝜕𝑥𝑗
(𝑐+𝑢𝑗 − 𝐷+

𝜕𝑐+

𝜕𝑥𝑗
−

𝐷+

𝑉𝑇
𝑐+

𝜕

𝜕𝑥𝑗
) 

(46) 

 

𝜕𝑐−

𝜕𝑡
= −

𝜕

𝜕𝑥𝑗
(𝑐−𝑢𝑗 − 𝐷−

𝜕𝑐−

𝜕𝑥𝑗
−

𝐷−

𝑉𝑇
𝑐−

𝜕

𝜕𝑥𝑗
) 

(47) 

 



Part II 

86 

 

in which the terms in parentheses represent advective, diffusive and migrative 

(Coulombic) ion fluxes; 

- Poisson equation for the electric potential : 

𝜕

𝜕𝑥𝑗

𝜕

𝜕𝑥𝑗
= −

𝜌𝑒

𝜀𝑑
 

(48) 

 

in which ρe=F (c+ − c−) is the space charge density (in C/m3); 

- Navier-Stokes equations: continuity equation as reported in Eq. (4) and 

momentum equations for a constant-property fluid as: 

𝜕𝑢𝑖

𝜕𝑡
+

𝜕𝑢𝑖𝑢𝑗

𝜕𝑥𝑗
= −

1

𝜌

𝜕𝑃

𝜕𝑥𝑖
+

𝜕

𝜕𝑥𝑗
𝜈

𝜕𝑢𝑖

𝜕𝑥𝑗
− 𝜌𝑒

𝜕

𝜕𝑥𝑖
 

(49) 

 

in which the last term is the electrophoretic force, product of the space charge density 

ρe by the electric field Ei= −∂/∂xi.  

For 2-D simulations, the computational domain was that shown in Figure 41a, 

corresponding to a small region placed in the diluate channel near the CEM. It 

spanned L=20 μm in the x-direction by H=10 μm in the y-direction. These dimensions 

are the same used by Karatay et al. [31]. Following a grid-independence study, 200 

× 400 (x×y) finite volumes were adopted, with a very strong refinement towards the 

lower wall (membrane) so that, for the first near-wall volumes, the grid size Δy was 

0.13∙10-9 m. The electric double layer, a few nm thick, was thus resolved by several 

grid points. 

 

 (a)  (b) 

Figure 41. Computational domains. (a): 2-D (L=20 μm, H=10 μm); (b): 3-D (L=20 μm, H=10 

μm, W=10 μm). 
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The boundary conditions were as in [31]: 

- on the lower side y=0, representing the interface with a cation exchange 

membrane, u=0, =0, ∂c−/∂y=0 and c+=2C, in which C is the bulk concentration 

(chosen equal to 10-3 mol/L); 

- on the upper side y=H, representing the free-stream or bulk fluid, u=0, =ΔV 

and c+=c−=C; 

- on the left and right sides x=0, x=L, periodicity conditions for u,  and 

concentrations. 

The initial conditions were u=0 (still fluid), c+=c−=C and electric potential  

varying linearly between 0 and ΔV. Five different values of ΔV were simulated, 

namely, 1.1, 1.5, 2.1, 3 and 6 V. 

For 3-D simulations, the computational domain was that shown in Figure 41b 

and was obtained extruding the 2-D domain of graph (a) by W=10 μm along the z 

direction. A grid of 160×250×80 (x×y×z) finite volumes was chosen, slightly coarser 

than the 2-D one in each x-y plane but with a comparable near-wall resolution. The 

total number of finite volumes was 3.2∙106. Periodic boundary conditions were 

specified also along z. 

All simulations were conducted using the Ansys-CFX™ code, based on a finite 

volume method, a strongly implicit coupling of the hydrodynamic variables, and 

implicit time stepping. The “high resolution” (second order upwind) interpolation 

scheme was used for the advection terms. Calculations were conducted in double 

precision. Either in 2-D or in 3-D, numerically stable results could only be obtained 

by using very short time steps, depending on the applied voltage ΔV and on the 

simulation stage. For example, for ΔV=3 V, Δt was kept at 1∙10-8 s during the first 

104 time steps and was gradually increased up to 5∙10-8 s once the amplitude of 

fluctuations decreased and statistically steady conditions were attained. Slightly 

larger values of Δt could be used for lower ΔV, while the case ΔV=6 V required Δt to 

be kept at 10-8 s throughout. 3-D simulations were performed on a 128-core cluster, 

while 2-D simulations took little advantage of parallelism due to the small number 

of grid points (80,000), and ran in most cases on just 4 cores. 
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4.5.2 Results and discussion 

Figure 4 shows 2-D results for the x-averaged current density {𝑖} as a function 

of time. {𝑖} is essentially independent of y, except in the space charge region, and 

thus can be evaluated at any distance > ~1 μm from the wall. Here it is made 

dimensionless as {𝐼}={𝑖}/ilim, in which the diffusion-limited current ilim is estimated 

by the Peers equation [136]: 

𝑖𝑙𝑖𝑚 =
𝐹𝐷𝐶

𝛿(𝑇𝑟𝐼𝐸𝑀 − 𝑇𝑟𝑆𝑂𝐿)
 

(50) 

 

assuming the diffusion boundary layer thickness δ=H, the transport number 𝑇𝑟𝐼𝐸𝑀=1, 

𝑇𝑟𝑆𝑂𝐿=0.5, in membrane and solution respectively. Time t is expressed in viscous 

units as τ=tD+/H2. The present predictions are compared with results in [156]: a 

satisfactory agreement can be observed, especially in time-averages taken after the 

initial transient has died away. This occurs after a dimensionless time τ of ~0.06, 

corresponding (for the present case) to ~4.5 ms. The time average of {𝑖} tends to ~5 

ilim, well above the diffusion-limited current density. 

 

Figure 42. Time histories of the current density (averaged in the x direction) predicted for ΔV=3 

V. Black line: present 2-D results, with the time average reported as a green-dashed line. Red line: 2-

D results by Karatay et al. [156], with the time average reported as a yellow-dotted line. 

 

The influence of the applied voltage ΔV is shown in Figure 43, which compares 

time histories of the x-averaged current density predicted by 2-D simulations for 
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different values of ΔV. ΔV is normalized by the thermal voltage VT=RGT/F (0.0252 V 

at T=300 K) while {𝑖} is normalized by ilim as above. In order to make time-histories 

obtained for different values of ΔV more directly comparable, time is made 

dimensionless as θ=τΔV/VT, which can be called “independent time”. The figure 

shows that, for ΔV< ~100 VT, the current density tends to a constant value 2-4 times 

larger than ilim, whereas, for larger ΔV, it exhibits strong fluctuations and a larger 

time-mean value. For all values of ΔV, {𝑖} attains its asymptotic behaviour for θ≈6, 

which, however, corresponds to shorter and shorter real times as ΔV increases (from 

~10 ms for ΔV=1.1 V to ~2 ms for ΔV=6 V). 

 

Figure 43. Time histories of the current density (averaged in the x direction) predicted for 

different values of the applied voltage. The abscissa is the “independent time” (defined in the text). 

 

Figure 44 reports the near-wall profiles of c+, c− and net charge density ρe for 

ΔV =3 V. The results are from 3-D simulations, but similar profiles are given by 2-D 

ones. Note the double logarithmic scale. Three regions can be identified: a near-wall 

layer y<10-8 m (10 nm), roughly corresponding to the electric double layer (EDL) 

proper, characterized by a large difference between cation and anion concentrations 

c+, c− and thus by a large space charge density ρe; an intermediate layer 10-8 < y < 

3×10-7 m (10~300 nm), which can be identified with the extended space charge 

region (SCR) discussed by Rubinstein and Zaltzman [143], in which ρe decreases by 

one order of magnitude but remains significant; and an outer region y>3×10-6 m in 

which the concentrations c+, c− become practically coincident and the space charge 

density negligible (electroneutral region). 
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Figure 44. Horizontally-averaged ion concentrations and space charge density as functions of 

the distance y from the membrane (ΔV=3 V, 3-D simulation, t=1 ms). Note the double logarithmic scale. 

 

Figure 45 compares 2-D and 3-D results obtained in a x-y plane for ΔV=3 V and 

different times. It reports vectors of current density superimposed on a false-colour 

map of the vertical velocity v.  

 

Figure 45. Velocity v and current density j in a xy plane at various times. Left: 2-D; right: 3-D. 
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Note that the current density is highly non-uniform and that it concentrates in 

regions of convective downdrafts (negative v) where convection, diffusion and 

migration terms in Eq. (47) are all directed towards the membrane, while it vanishes 

in updrafts (positive v) where convection opposes diffusion+migration. 2-D and 3-D 

results are comparable. Of course, the three-dimensional structure of 

electroconvection can only be revealed by 3-D simulations. An example is provided 

in Figure 46, which reports false colour maps of the vertical velocity v taken at 

different times on a y=constant plane located 0.6 μm away from the wall for the case 

ΔV =3 V (~119 VT). Soon after the application of the electric field (t=0.25 ms), a 

roughly polygonal pattern of electroconvective cells develops, reminiscent of 

Rayleigh-Bénard convection and similar to the 3-D coherent structures predicted by 

Demekhin et al. [157]. As time progresses, the cells grow in size and decrease in 

intensity (t=0.50 ms), until they eventually become irregular and a statistically steady 

level of fluctuations is attained (t=1 ms). The final convection structure is in 

agreement with the predictions in [157] for ΔV >~60 VT. 

 

Figure 46. Velocity v in the xz plane y=0.6 μm at various times (3-D simulation).  
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5. Pressure drops 

In membrane processes, spacers or profiled membranes are needed to create the 

space between the membranes and to enhance the mixing and reducing the 

polarization phenomena. However, they are obstacles to the fluid motion, thus the 

pressure drops distributed along the channels and, consequently, the pumping energy 

consumption increase. 

The pumping energy consumption can play a different relative role depending 

on the membrane process considered. 

In MD, pressure drops below 1 bar where experimentally measured in lab-scale 

modules [111] and, in a pilot scale, pumping energy consumption of 0.35 kWh/m3 

were observed [159]. The typical thermal energy required in membrane distillation 

is above ~100 kWh/m3 [7,159], so the relative contribution of the pumping energy 

consumed is negligible. Note that the latter is an electric/mechanical energy and 

rigorously should not be directly compared with thermal energy. However, even 

converting the thermal energy in electric energy, in relative terms the pumping 

energy would still be a minor contribution. 

In electromembrane processes, pressure drops from ~100 mbar in lab-scale 

systems [67], to ~1 bar in pilot installation [55] are reported in the literature. These 

pressure drops values and the corresponding pumping energy consumption are 

comparable to the values above reported for MD. However, they have a bigger 

impact in final performance of the process, especially in RED. In this case, indeed, 

the pumping energy consumption can be the 25% of the total generated electrical 

energy in the optimum condition [28] but, in other operating conditions, it can also 

bring the net produced energy to zero [28,160]. In ED, pumping power is usually 

negligible compared to electric power consumed directly by the stack, especially 

when high salinity feeds are treated [161]. Nevertheless, in large module, pumping 

energy consumption of ~23% of the total energy were reported in the literature [37]. 

It is worth to mention that asymmetric pressure drops in concentrate and diluate 

compartments can also lead to a membrane deformation, which affect the 

performance of the process. This effect is important especially when profiled 

membranes are adopted. Battaglia et al. [162,163] studied the influence of the 

transmembrane pressure on the ED/RED performance with profiled membranes by 

CFD simulations with fluid-structure interaction. They observed that, for a given 

transmembrane pressure, the distance between two profiles has a maximum beyond 

which the membranes touch and close the channels. They also reported an increase 

of Sh in the expanded channel (at high pressure) and an obvious increase of friction 

factor in the compressed channel (at low pressure). Moreover, membrane 
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deformation can lead to flow misdistribution in the channels and poor performance 

of the process [164]. 

Therefore, it is clear that pressure drops must be taken into account especially 

in electromembrane processes.  

In MD, in which the Reynolds number ranges from laminar to turbulent regime, 

due to complex dependence of the friction factor from the main parameters (see Part 

II, Section 2.5), simple correlation in this wide range cannot be obtained and a large 

database of results from which interpolate should be used. These results are reported 

in Appendix C for the overlapped spacer configuration, considering six values for 

l/H, the whole range of γ, and Re up to ~2600. 

In electromembrane process, in which Re is usually lower than ~100, it is 

possible to obtain simple correlations of the friction factor as function of re. 

Moreover, in the following, only values of l/H and γ typically adopted in 

electromembrane processes will be considered, leading to a few correlations which 

then can be implemented in one-dimensional model of the process. 

In all cases, the equation solved were the continuity and momentum (Navier-

Stokes) equations (Eqs. (4)-(5)), for a Newtonian incompressible fluid, and 

considering steady-state conditions. 

No-slip conditions were imposed at all solid walls. A “unit cell” treatment was 

adopted at the lateral boundaries with translational periodicity imposed at these faces. 

Note that, with this treatment, P represents the periodic component of pressure, while 

its large-scale streamwise gradient is -Ps. The pressure gradient (which depends on 

the flow attack angle γ) is imposed as a source term in the Navier-Stokes equations 

and the flow rate is computed as part of the solution. Actually what is imposed is Reτ, 

that is the Reynolds number based on the friction velocity uτ defined as: 

𝑢𝜏 = 𝑅𝑒𝜏

𝜈

𝛿𝑐
= √

𝜏𝑤

𝜌
 

(51) 

 

where ν is the kinematic viscosity and τw is the tangential shear stress. Once imposed 

Reτ the solver calculates uτ and then τw; from this it is then possible to calculate the 

pressure gradient in the generic direction s as τw/δc. 

At each iteration of the numerical solver, the velocity component along the main 

flow direction is volume-averaged in the computational domain (unit cell) and is then 

multiplied by the porosity of the spacer (fluid volume/total volume) to obtain the 

superficial velocity uvoid. 
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The main results obtained by CFD for the friction factor f for overlapped (graph 

a) and woven spacers (graph b) with l/H=2 and flow incidence angles γ of 45° and 

0°-90° are shown in the range Re≤70 in Figure 47. The friction coefficient is 

normalized by the corresponding factor for parallel flow in an empty (spacerless) 

plane channel, 96/Re. Best-fit polynomial correlations are also reported; these were 

used as a basis to evaluate f in the context of the one-dimensional model described 

in Part III.  

In graph (a) it can be observed that overlapped spacers enhance friction 5 to 8 

times with respect to an empty (spacerless) channel, while the enhancement caused 

by woven spacers is much more important (from 14 to 20 times), as it can be observed 

in graph (b). The flow attack angle has no influence in the case of overlapped spacers 

at low Reynolds number. For Re>~30, f is slightly higher for γ=45°. Woven spacers 

show the opposite results, with a friction factor for γ=0°-90° which is always higher 

than in the case of γ=45°. 

In regard to profiled membranes, results for the friction factor are reported in 

Figure 48 for OCF with l/H=2 (graph a) and pillars (graph b) profiled membranes 

with l/p=2 and p/H=6.66. As in the case of spacers, results are shown in the range 

Re≤70 for flow incidence angles γ of 45° and 0°-90°. In graph (a) it can be observed 

that OCF profiled membranes enhance friction even 10 times or more with respect 

to an empty (spacerless) channel, much more than corresponding overlapped spacers 

(see Figure 47a), even though with similar trends. The flow attack angle has, indeed, 

a small influence on the friction factor only at Reynolds number higher than ~30. 

Beyond this value, as for the overlapped spacers, the friction factor obtained for 

γ=45° is higher than the corresponding value for γ=0°-90°. 

The lowest friction factor values were obtained in the case of pillars profiled 

membranes (Figure 48b). In this case, indeed, pillars enhance friction only 2 times 

with respect to a spacerless channel. Moreover, friction factor shows only a small 

influence of the Reynolds number, at least in the range investigated. 
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(a) 

 

(b) 

Figure 47. CFD results for friction factor f (symbols) and best-fit polynomials (lines) for (a) 

overlapped and (b) woven spacers with l/H=2 and different flow attack angles. 
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(a) 

 

(b) 

Figure 48. CFD results for friction factor f (symbols) and best-fit polynomials (lines) for (a) OCF 

with l/H=2 and (b) pillars profiled membranes with l/p=2 and p/H=6.66 and different flow attack 

angles. 
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Part III: Process modelling and 

characterisation of electromembrane systems 

 

 

 

 

 

The following results have partially been published in: 

La Cerva et al., Journal of Membrane Science, vol. 541, 2017. 

Ciofalo et al., Energy, vol 181, 2019. 

La Cerva et al., Desalination, vol. 445, 2018. 

  

AEM AEMCEM

Electrode 1 Electrode 2

CFD One-dimensional model
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1. Literature review 

The mathematical modelling of a complex, multi-physics and multi-scale, 

process such as RED or ED involves to take into account all the relevant variables 

and phenomena and their interaction, including the geometric configuration of the 

stack, with a minimum of simplifying assumptions. Different modelling approaches 

have been proposed in the literature to describe ion transport in ED and RED, 

especially based on the Nernst–Planck equation or semi-empirical models that use 

experimentally established overall membrane properties. For example, Tedesco et 

al.[42,43] presented a simple 2-D model based on Nernst-Planck theory, in which 

the channels were supposed empty. The model equations were solved by using an 

algebraic equation solver, predicting process performance in terms of current 

efficiency for ED and salt flux efficiency for RED. The authors considered also non-

ideal membranes and they quantify the effects of co-ion and water transport across 

the membrane. 

Such a multi-physics approach can be implemented in advanced codes such as 

COMSOL™ that is indeed the most complete. Zourmand et al. [165] studied the 

mass transfer in ED by solving the model equations in COMSOL™. They neglected 

the co-ions and water transport and they also considered 2-D empty channels while 

corrugations over membrane surfaces were simulated by Tadimeti et al. [166] and 

Battaglia et al [167]. 

The drawback of using COMSOL™ is that each choice of the independent 

variables calls for a separate simulation, which may require hours of computing time; 

moreover, a fully 3-D simulation may require a large amount of memory and become 

computationally prohibitive. Therefore, this approach remains confined to the 

accurate simulation of few selected test cases, but is not suitable for parametrical and 

optimization studies, when a very large amount of different cases (ideally, a 

continuous configuration space) is to be considered. 

An alternative approach, which offers great advantages in terms of 

computational speed at the price of some loss of accuracy, consists of using 

simplified overall semi-empirical models of the stack. These models are based on 

mass balance and transport equations for salt and water and require information about 

membrane properties empirically determined. They can be based on lumped 

parameters or distributed parameters. The latter should be preferred as they are more 

accurate and robust [161].  

With this semi-empirical approach, a one-dimensional model can also 

incorporate local results (e.g. friction coefficients, mass transfer coefficients or 
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polarization factors, and Ohmic resistances) computed by fully three-dimensional 

models.  

In several studies [68–70,168] Computational Fluid Dynamics was applied to 

the prediction of concentration polarization and frictional pressure losses in channels 

for Reverse ElectroDialysis, identifying these phenomena as obviously detrimental 

to the performance of real RED stacks. In particular, refs. [68,69,168] concentrated 

on the influence of overlapped and woven spacers while ref. [70] considered profiled 

membranes, bearing pillar protrusions of either square or circular cross section. 

However, CFD studies alone can only give qualitative indications on the relative 

merits and demerits of different configurations (e.g. net spacers versus profiled 

membranes). Coupling CFD results with a semi-empirical one-dimensional model, 

it is possible to understand quantitatively how polarization phenomena and pressure 

losses affect the performance of electromembrane processes.  

This approach was used for example by Campione et al. [161,169] who 

presented a hierarchical model for ED and Capacitive Electrodialysis, implemented 

in gPROMS®, which use CFD results for Sh and f obtained for traditional woven 

spacers.  

Pawlowski et al. [170] used the OpenFOAM® software package to predict 

pressure drop and concentration polarization in the presence of membranes with 

chevron corrugations and coupled these results with a one-dimensional model of 

RED process. 

In this thesis, a unified one-dimensional model for electromembrane processes, 

valid for ED, RED and Assisted RED will be presented. Here, the 3-D finite volume 

code is used to predict not only pressure drop and mass transfer coefficients 

(Sherwood numbers) but also Ohmic resistances. Moreover, an empirical correlation 

is used to predict the LCD in ED. 
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2. One-dimensional model for electromembrane processes 

This model combines a one-dimensional stack-level simulation with results 

(mass transfer coefficients, friction coefficients, Ohmic resistances) computed by 3-

D simulations. The main assumptions are that the solutions contain only a binary 

electrolyte (“salt”), and that a stack consists of nCP identical cell pairs (thus, flow 

misdistribution among the channels and parasitic currents through the manifolds are 

neglected). 

In 3-D CFD simulations, the computational domain includes a single cell pair 

and is restricted to one repetitive unit of the lattice determined by spacers or profiled 

membranes. Streamwise and spanwise periodicity is imposed, while the “Unit Cell” 

approach described in Part II, Section 2.1 accounts for large-scale pressure and 

concentration gradients. Ionic transport is simulated by a convective-diffusive 

transport equation for the electrolyte, which can be obtained from the Nernst-Planck 

equations under the assumption of local electroneutrality [33,68,171,172]. 

Numerically solving the Laplace equation for the electric potential provides Ohmic 

resistances [160]. 

The one-dimensional stack-level model simulates a generic cell pair on the basis 

of water and electrolyte streamwise mass balances, accounting for the various 

contributions to the total fluxes of water (osmotic and electro-osmotic) and ions 

(Coulombic and diffusive) across the membranes. Both Ohmic and non-Ohmic 

contributions to the electric potential difference across a cell pair are accounted for. 

Experimental data or correlations are used for the properties of the membranes (e.g. 

salt and osmotic permeabilities, permselectivity, electrical resistance). 

The model predicts streamwise distributions of local variables such as current 

density, concentrations and fluxes, and overall performance parameters such as total 

current and consumed/produced electric power. Parallel- or counter-flow 

arrangements can be simulated, while cross-flow layouts would require a 2-D 

approach. The model has been implemented on different platforms including Excel™ 

and G-95 Fortran.  

For each channel SOL (either CONC or DIL), the quantity 

USOL=QSOL/(WSOLHSOL) (superficial velocity) is adopted as the reference velocity, 

independent of the presence of spacers or membrane profiles. Consistently, the 

hydraulic diameter of the generic channel is computed as 2HSOL, i.e. as the hydraulic 

diameter of a plane void (spacerless) channel of infinite spanwise extent, and the 

Reynolds number as ReSOL=USOL∙2HSOL/νSOL. Note that stack width W and length L 

are the same for both solutions in parallel- or counter-flow.  
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The following sign conventions are adopted: 

 the trans-membrane water flux JW is positive if directed from diluate to 

concentrate; 

 the trans-membrane salt flux NS is positive if directed from concentrate to 

diluate. 

With reference to Figure 49a, which shows a generic cell pair within a stack, the 

electric current density i is positive if directed from 1 to 2 through the stack (i.e. i > 

0 for ED, i < 0 for RED and ARED); similarly, the external voltage Δvext (per cell 

pair) is positive if V1>V2.  

According to the process being simulated, either electrode (1 or 2) may be 

positive or negative and may play the role of anode (where oxidation reactions occur) 

or cathode (where reduction reactions occur). In particular (see Table 4 and Figure 

49b and Figure 49c): 

 the positive electrode is the anode in ED and ARED while it is the cathode 

in RED;  

 the negative electrode is the cathode in ED and ARED, while it is the anode 

in RED.  

 

Table 4. Signs of current and voltage and role of the electrodes in different working modes, with 

reference to the scheme of Figure 49. 

Process Electrode 1 ΔVext i (direction) Electrode 2 

External 

circuit 

element 

ARED Cathode (-) < 0 < 0 () Anode (+) Generator 

RED Cathode (+) > 0 < 0 () Anode (-) Resistance 

ED Anode (+) > 0 > 0 () Cathode (-) Generator 
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(a) 

 
 (b) (c) 

Figure 49. (a) Schematic representation of a cell pair; electrodes (1) and (2) are shown. The grey 

block indicates a passive or an active circuit element depending on the working mode. (b) Voltage-

current curves; (c) power -current curves. 

 

Using the above assumptions, the following governing equations may be 

expressed in a unified form for all working conditions (where fluxes are written for 

both membranes): 

 Equations relating the mass flow rates of water and salt in the generic 

channel, GW
SOL and GS

SOL (in kg/s), varying along the axial coordinate y, with the 

volume flow rate of the solution QSOL (in m3/s) and the bulk salt concentration CSOL 

(in mol/m3): 
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𝐺𝑆
𝑆𝑂𝐿 = 𝑀𝑆𝐶𝑆𝑂𝐿𝑄𝑆𝑂𝐿;      𝐺𝑊

𝑆𝑂𝐿 = 𝜌𝑆𝑂𝐿𝑄𝑆𝑂𝐿 − 𝐺𝑆
𝑆𝑂𝐿 (52) 

 

and their inverses: 

𝐶𝑆𝑂𝐿 =
𝐺𝑆

𝑆𝑂𝐿𝜌𝑆𝑂𝐿

𝑀𝑆(𝐺𝑊
𝑆𝑂𝐿 + 𝐺𝑆

𝑆𝑂𝐿)
;    𝑄𝑆𝑂𝐿 =

𝐺𝑊
𝑆𝑂𝐿 + 𝐺𝑆

𝑆𝑂𝐿

𝜌𝑆𝑂𝐿
   

(53) 

 

in which MS is the molar mass of salt and ρSOL is the density of the solution, a function 

of concentration and temperature [173]. 

 Local mass balance of water and salt: 

𝑑𝐺𝑊
𝐶𝑂𝑁𝐶

𝑑𝑦
= −

𝑑𝐺𝑊
𝐷𝐼𝐿

𝑑𝑦
= 𝜌𝑊𝐽𝑊𝑊; 

𝑑𝐺𝑆
𝐶𝑂𝑁𝐶

𝑑𝑦
= −

𝑑𝐺𝑆
𝐷𝐼𝐿

𝑑𝑦
= −𝑀𝑆𝑁𝑆𝑊 

(54) 

 

in which ρW is the pure water density at the working temperature and JW is the overall 

trans-membrane water flux in m3/(m2s). 

 Expression of JW as made up of an osmotic and an electro-osmotic 

contribution: 

𝐽𝑊 = 𝐽𝑊,𝑂𝑆𝑀 + 𝐽𝑊,𝐸.𝑂𝑆𝑀 (55) 

 

 Expression of the osmotic flux: 

𝐽𝑊,𝑂𝑆𝑀 = 𝐿𝑝,𝐴𝐸𝑀(𝜋𝐴𝐸𝑀
𝐶𝑂𝑁𝐶 − 𝜋𝐴𝐸𝑀

𝐷𝐼𝐿 ) + 𝐿𝑝,𝐶𝐸𝑀(𝜋𝐶𝐸𝑀
𝐶𝑂𝑁𝐶 − 𝜋𝐶𝐸𝑀

𝐷𝐼𝐿 ) (56) 

 

in which Lp,IEM is the osmotic permeability of the generic membrane IEM, while 𝜋𝐼𝐸𝑀
𝑆𝑂𝐿 

is the osmotic pressure corresponding to the concentration 𝐶𝐼𝐸𝑀
𝑆𝑂𝐿 at the interface of 

the SOL channel with the IEM membrane (so that there are four such terms). Osmotic 

pressures can be computed as functions of the concentrations by Pitzer’s formulae 

[174]. 

 Expression of the electro-osmotic flux: 

𝐽𝑊,𝐸.𝑂𝑆𝑀 = −𝑛𝐻𝑁𝑆

𝑀𝑊

𝜌𝑊
 

(57) 
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where nH is the hydration number (~7 for NaCl) and NS is the overall molar salt flux 

exchanged between the two solutions. Note that in RED and ARED the electro-

osmotic water flux is always opposite to the osmotic one while in ED they are in the 

same direction. 

 Expression of the total molar salt flux NS (exiting or entering in a cell pair) 

as made up of a Coulombic and a diffusive component: 

𝑁𝑆 = 𝑁𝑆
𝐶𝑂𝑈𝐿 + 𝑁𝑆

𝐷𝐼𝐹 (58) 

 

 Expression of the Coulombic salt flux 𝑁𝑆
𝐶𝑂𝑈𝐿 as proportional to the current 

density: 

𝑁𝑆
𝐶𝑂𝑈𝐿 = −[𝑇𝑟𝐶𝐸𝑀

+ − (1 − 𝑇𝑟𝐴𝐸𝑀
− )]

𝑖

𝐹
 

(59) 

 

where F is the Faraday constant and 𝑇𝑟𝐼𝐸𝑀
±  is the transport number of counter-ions 

(either cations or anions) in the generic membrane IEM (either CEM or AEM). 

Monovalent ions are assumed here. Note that this definition is consistent with the 

sign conventions reported above. 

 Expression of the diffusive salt flux: 

𝑁𝑆
𝐷𝐼𝐹 = 𝑁𝑆,𝐴𝐸𝑀

𝐷𝐼𝐹 + 𝑁𝑆,𝐶𝐸𝑀
𝐷𝐼𝐹 =

𝐷𝐴𝐸𝑀

𝐻𝐴𝐸𝑀
(𝐶𝐴𝐸𝑀

𝐶𝑂𝑁𝐶 − 𝐶𝐴𝐸𝑀
𝐷𝐼𝐿 ) +

𝐷𝐶𝐸𝑀

𝐻𝐶𝐸𝑀
(𝐶𝐶𝐸𝑀

𝐶𝑂𝑁𝐶 − 𝐶𝐶𝐸𝑀
𝐷𝐼𝐿 ) (60) 

 

where DIEM is the salt diffusive permeability coefficient in the generic membrane. 

Note that one always has 𝑁𝑆
𝐷𝐼𝐹 ≥ 0. 

 Expression of the local Nernst potential E (per cell pair) as a function of the 

local solution concentrations: 

𝐸 = (𝛼𝐴𝐸𝑀 + 𝛼𝐶𝐸𝑀)
𝑅𝐺𝑇

𝐹
𝑙𝑛 (

𝛾𝐶𝑂𝑁𝐶𝐶𝐶𝑂𝑁𝐶

𝛾𝐷𝐼𝐿𝐶𝐷𝐼𝐿 ) 
(61) 

 

in which αAEM, αCEM are the permselectivities of the anion and cation exchange 

membranes, CCONC and CDIL are the local bulk concentrations of concentrate and 

diluate, γCONC and γDIL are the corresponding activity coefficients, T is the absolute 

temperature and RG is the gas constant. The activity coefficients γ can be estimated 

as functions of concentration by Pitzer’s formulae [174]. Note that, by this definition, 

one always has 𝐸 ≥ 0. The Nernst potential assessed considering the inlet 
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concentrations is called Open Circuit Voltage (OCV). The voltage drop ηΔC, 

associated to the concentration variation along the stack, can be computed as the 

difference between the OCV and the local Nernst potential E. 

 Relation between the local current density i and the different potentials: 

∆𝑣𝑒𝑥𝑡 − 𝐸 ± 𝐵𝐿 = 𝛺;   𝑖 =
∆𝑣𝑒𝑥𝑡 − 𝐸 ± 𝐵𝐿

𝑟 + 𝑅𝑏𝑙𝑎𝑛𝑘/𝑛𝐶𝑃
 

(62) 

 

in which ηΩ is the Ohmic voltage drop equal to the current density times the total 

areal Ohmic resistance. The latter is the sum of r is the areal Ohmic resistance of 

channels and membranes in a cell pair, and Rblank is the areal Ohmic resistance of the 

electrode compartments. ηBL is the non-Ohmic drop of E in a cell pair due to the 

presence of four concentration boundary layers; in the model, it is treated as 

intrinsically positive in all cases, but the “−” sign applies in the case of ED while the 

“+” sign applies in the case of (A)RED. Note that the presence of diffusion boundary 

layers always reduces the absolute value of the electric current. Note also that in ED 

one has Δvext>E+ηBL and thus i>0, whereas in (A)RED one has Δvext>E−ηBL and thus 

i<0. 

 Expression of the non-Ohmic polarization voltage drop ηBL as the sum of four 

terms, one for each of the four solution-membrane interfaces in a cell pair: 

𝐵𝐿 = 𝐴𝐸𝑀
𝐶𝑂𝑁𝐶 + 𝐶𝐸𝑀

𝐶𝑂𝑁𝐶 + 𝐴𝐸𝑀
𝐷𝐼𝐿 + 𝐶𝐸𝑀

𝐷𝐼𝐿  (63) 

 

 Expression of the contribution 𝐼𝐸𝑀
𝑆𝑂𝐿  at the generic interface: 

𝐼𝐸𝑀
𝑆𝑂𝐿 = −𝛼𝐼𝐸𝑀

𝑅𝐺𝑇

𝐹
𝑙𝑛(𝜃𝐼𝐸𝑀

𝑆𝑂𝐿) 
(64) 

 

in which 𝜃𝐼𝐸𝑀
𝑆𝑂𝐿 is the polarization coefficient, defined as  

𝜃𝐼𝐸𝑀
𝑆𝑂𝐿 = 𝑚𝑖𝑛{𝐶𝐼𝐸𝑀

𝑆𝑂𝐿 𝐶𝑆𝑂𝐿⁄ , 𝐶𝑆𝑂𝐿 𝐶𝐼𝐸𝑀
𝑆𝑂𝐿⁄ } (65) 

 

so that 𝜃𝐼𝐸𝑀
𝑆𝑂𝐿 <1 in all cases. In the limit of perfect mixing, one has 𝜃𝐼𝐸𝑀

𝑆𝑂𝐿→1 and 

𝐼𝐸𝑀
𝑆𝑂𝐿 →0. 

Each of the polarization coefficients θ is related to a Sherwood number 

𝑆ℎ𝐼𝐸𝑀
𝑆𝑂𝐿 = |

𝑁𝑆,𝐼𝐸𝑀

𝐶𝑆𝑂𝐿 − 𝐶𝐼𝐸𝑀
𝑆𝑂𝐿| ∙

2𝐻𝑆𝑂𝐿

𝐷𝑆𝑂𝐿
 

(66) 
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in which 𝑆ℎ𝐼𝐸𝑀
𝑆𝑂𝐿  is the Sherwood number at the generic solution-membrane interface, 

2HSOL is the hydraulic diameter of the channel occupied by the solution SOL and DSOL 

is the salt diffusivity in solution SOL [175]. NS,IEM is the salt diffusive flux at the 

interface (solution side) between the generic membrane IEM and the generic solution 

SOL, identical on its two opposite IEM-CONC and IEM-DIL faces if the transport 

numbers in the two solutions are equal. NS,IEM can be written as: 

𝑁𝑆,𝐼𝐸𝑀 = 𝑁𝑆,𝐼𝐸𝑀
𝐶𝑂𝑈𝐿 + 𝑁𝑆,𝐼𝐸𝑀

𝐷𝐼𝐹  (67) 

 

in which the Coulombic contribution can be evaluated from the transport numbers of 

the counter-ion in the membrane IEM and in the adjacent solution SOL, 𝑇𝑟𝐼𝐸𝑀
𝑐𝑜𝑢𝑛𝑡𝑒𝑟, 

𝑇𝑟𝑆𝑂𝐿
𝑐𝑜𝑢𝑛𝑡𝑒𝑟: 

𝑁𝑆,𝐼𝐸𝑀
𝐶𝑂𝑈𝐿 = −(𝑇𝑟𝐼𝐸𝑀

𝑐𝑜𝑢𝑛𝑡𝑒𝑟 − 𝑇𝑟𝑆𝑂𝐿
𝑐𝑜𝑢𝑛𝑡𝑒𝑟)

𝑖

𝐹
 

(68) 

 

and the diffusive contribution is 

𝑁𝑆,𝐼𝐸𝑀
𝐷𝐼𝐹 =

𝐷𝐼𝐸𝑀

𝐻𝐼𝐸𝑀
(𝐶𝐼𝐸𝑀

𝐶𝑂𝑁𝐶 − 𝐶𝐼𝐸𝑀
𝐷𝐼𝐿 ) 

(69) 

 

Note that the total molar salt flux NS exchanged between the two solutions, Eq. 

(58), is the sum of NS,AEM and NS,CEM, as can be verified by using Eqs. (59) and (60). 

From the above definitions one has, after some manipulations: 

𝜃𝐼𝐸𝑀
𝐶𝑂𝑁𝐶 = 𝑚𝑖𝑛(𝑋, 1 𝑋⁄ )  𝑤ℎ𝑒𝑟𝑒  𝑋 = 1 −

𝑁𝑆,𝐼𝐸𝑀

𝑆ℎ𝐼𝐸𝑀
𝐶𝑂𝑁𝐶

2𝐻𝐶𝑂𝑁𝐶

𝐷𝐶𝑂𝑁𝐶𝐶𝐶𝑂𝑁𝐶
 

(70) 

 

𝜃𝐼𝐸𝑀
𝐷𝐼𝐿 = 𝑚𝑖𝑛(𝑌, 1 𝑌⁄ )  𝑤ℎ𝑒𝑟𝑒  𝑌 = 1 +

𝑁𝑆,𝐼𝐸𝑀

𝑆ℎ𝐼𝐸𝑀
𝐷𝐼𝐿

2𝐻𝐷𝐼𝐿

𝐷𝐷𝐼𝐿𝐶𝐷𝐼𝐿
 

(71) 

 

which hold for all operating conditions (ED, RED, ARED). The advantage of using 

the Sherwood number is that, unlike θ, Sh depends only on geometric configuration, 

Reynolds number and Schmidt number, but not on the specific values of the 

concentrations and of the current density. For complex geometries (e.g. spacer-filled 

channels), Sh is computed by fully 3-D simulations using the CFD code.  
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 Expressions for the Ohmic areal resistance r of a cell pair as reported in: Eq. 

(39) in the case of spacerless channels; Eq. (42) when spacer-filled channels and flat 

membranes are considered; Eq. (44) when OCF profiled membranes are adopted; Eq. 

(45) when membranes are profiled with pillars. 

The above set of equations was cast into a finite difference algorithm providing 

either outlet concentrations and space-dependent current density for any given 

voltage at the electrodes, or outlet concentrations and voltage at the electrodes for 

any given (mean) current density. Current-voltage curves can thus be built and 

quantities such as current efficiency or power density can be computed. 

In particular, for parallel flow, Eqs. (54) are integrated starting from known inlet 

concentrations. An iterative approach is required because ηBL depends on the salt 

fluxes NS,IEM via Eqs. (63)-(64) and (70)-(71), and thus on the current density i via 

Eq. (68), but in its turn i depends on ηBL via Eq. (62). The case of counter-current 

flow is treated by a further, “outer” iterative procedure between the inlet and outlet 

concentrations of the diluate channel. 

 

3. (A)RED 

3.1 Model validation 

For a preliminary validation of the model in RED operations, here two sets of 

data obtained with a different number of cell pairs in the stack and different 

membranes were considered. In both cases, the relevant quantity is the Gross Power 

Density measured as a function of the flow velocity in the channels. 

The gross power density GPD (per cell pair) is obtained as  

𝐺𝑃𝐷 = 𝑣𝐿𝑂𝐴𝐷 ∙ 〈𝑖〉 (72) 

 

The current density 〈𝑖〉 is obtained in the model integrating the local current 

density i and averaging on the active membrane surface. 

The first set of data was presented by Veerman et al. [28], who used a stack with 

50 cell pairs, 10×10 cm in size, equipped with Fumasep FAD/FKD membranes, and 

the standard river water / seawater solutions (C=500/17 mol/m3). The height of both 

the concentrate and the diluate channels was 200 μm and the porosity of the woven 

spacer used was estimated to be 67%. The membrane properties, as reported by the 

authors on the basis of their own measurements either in the same paper [28] or in a 

parallel study [176], are summarized in Table 5. 
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Although the authors characterized osmotic fluxes through the membranes by 

reporting the water diffusivity, in order to facilitate comparisons this value was 

converted into an osmotic permeability, expressed in the usual units of ml/(m2 h bar). 

In regard to quantities not explicitly reported by the authors, typical values, namely, 

Rblank=10-2 Ω m2 for the areal resistance of the electrodes and nH=7 for the hydration 

number (necessary to compute electro-osmotic fluxes) were assumed. 

Predictions obtained by the model are compared in Figure 50 with experimental 

results for different velocities of the solutions in the channels (Figure 6 of reference 

[28]). It can be observed that the model yields only a small overprediction of GPD 

by ~0.03 W/m2, rather uniform in the velocity range considered. This small 

discrepancy is probably caused by non-ideal effects not considered in the model, 

such as parasitic currents or fouling. 

 

Table 5. Membrane properties in seawater/river water as reported by Veerman et al. [28]. 

 AEM CEM 

Membrane type Fumasep FAD 

(Fumatech) 

Fumasep FKD 

(Fumatech) 

Thickness [m] 82 82 

Permselectivity 0.95 0.95 

Ohmic areal resistance [m2] 1.63×10-4 5.9×10-4 

Salt diffusive permeability 

coefficient DIEM [m2/s] 

1.3×10-11 [176] 1.3×10-11 [176] 

Water diffusivity DW [m2/s] 1.3×10-9 [176] 1.3×10-9 [176] 

Equivalent osmotic permeability 

Lp,IEM [ml/m2 h bar] 

22 22 
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Figure 50. Comparison of the Gross Power Density (GPD) predicted by the presented model for 

different flow velocities with experimental results by Veerman et al. [28] (Fumasep membranes). 

 

The second set of data was presented by Choi et al. [29], who used a small stack 

with only 1 cell pair, 5×5 cm in size, equipped with Selemion AMV / CMV 

membranes and Ti-wire woven spacers. Membrane properties are reported in Table 

6. Salt diffusivity and water diffusivity (this latter roughly corresponding to an 

osmotic permeability) are not reported in [29] but were measured for these 

membranes by Veerman et al. [176]. As in Galama et al. [135], the overall Ohmic 

resistance of the membranes was found to be a function of the diluate concentration 

only. Assuming this resistance to be equally distributed among AEM and CEM, the 

authors’ measurements (Figure 3 in [29]), once expressed as an areal resistance per 

single membrane, can be approximated by the simple formula 

rIEM=0.0033+0.031/CDIL (rIEM in Ω m2, CDIL in mol/m3), i.e. by a correlation of the 

same form as Eq. (41) but with different values of the constants a, b and c. The salt 

hydration number was assumed to be nH=7. The height of concentrate and diluate 

channels was 200 μm as in the previous example. 

The authors let the diluate concentration vary between ~0.85 and ~34 mol/m3 

(0.05-2 g/l), while the concentrate was seawater (C≈500 mol/m3) in all cases. They 

let also the velocity in the channels vary between 0.42×10-2 and 2.5×10-2 m/s (flow 

rate 2.5 – 15 ml/min). The gross power density, GPD, was estimated from voltage 

measurements taken between reference points internal to the electrode 

compartments, so that it did not include the loss across the electrodes (which, in the 

case of a single cell pair, would be a considerable fraction of the electromotive force). 

The motion of the two solutions was in cross flow and followed the diagonals of the 
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stack; however, for such short stack length (5 cm side), the difference from the 

present model’s assumption of parallel flow can be considered negligible. 

 

Table 6. Membrane properties as reported by Choi et al. [29]. 

 AEM CEM 

Membrane type Selemion AMV Selemion CMV 

Thickness [m] 120 120 

Permselectivity 0.94 0.94 

Areal resistance [m2] 0.0033+0.031/CDIL 0.0033+0.031/CDIL 

Salt diffusive permeability 

coefficient DIEM [m2/s] 

3.1×10-12 [176] 3.1×10-12 [176] 

Water diffusivity DW [m2/s] 1.2×10-10 [176] 1.2×10-10 [176] 

Equivalent osmotic permeability 

Lp,IEM [ml/m2 h bar] 

1.25 1.47 

 

Current density – gross power density curves obtained by the model are 

compared with experimental results of [29] in Figure 51, obtained for 

UCONC=UDIL=0.42 cm/s (flow rate 2.5 ml/min), CCONC=500 mol/m3 (seawater) and 

varying CDIL, from 1.7 mol/m3 to 34 mol/m3. Maximum GPD values are predicted 

with fair accuracy; they first increase as CDIL decreases from 34 to 8.5 mol/m3, due 

to the increased C-ratio in the Nernst potential expression, Eq. (61); however, a 

further reduction of CDIL causes GPD to decrease since the increase in the Ohmic 

resistance of the diluate channels overwhelms the Nernst effect. This non-monotonic 

trend is well reproduced by the model, although GPD is overestimated at the smallest 

diluate concentration (1.7 mol/m3). Short circuit currents are overestimated at all 

concentrations, and particularly at low CDIL, probably because parasitic current loops 

are present in the experiments but are not taken into account by the model. 

Figure 51b is for CCONC=500 mol/m3, CDIL =17 mol/m3 and different values of 

the mean velocity U in both channels, from 0.42 to 2.5 cm/s. It can be observed that 

GPD increases with U, mainly because higher flow rates lead to smaller axial voltage 

drops ηΔC (associated with the axial decrease of the concentration ratio); beyond a 
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certain value of U, further increments fail to cause significant increases of GPD 

because axial effects become negligible with respect to other sources of voltage drop 

(Ohmic and non-Ohmic losses). This behaviour is correctly reproduced by the model, 

although it somewhat underestimates the influence of the flow rate. 

 

Figure 51. Comparison of the Gross Power Density (GPD) predicted by the presented model with 

experimental results by Choi et al. [29] (Selemion membranes). (a) UCONC=UDIL=0.42×10-2 m/s, 

CCONC=500 mol/m3 and varying CDIL; (b) CCONC=500 mol/m3, CDIL=17 mol/m3 and varying velocity in 

the channels. 
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In order to validate the model in ARED operations, an experimental campaign 

was performed. The experimental set-up and method are described in Appendix C. 

The stack was equipped with Type 10 membranes supplied by Fujifilm 

Manufacturing Europe BV (The Netherlands), whose properties are reported in Table 

7, and woven spacers (Deukum GmbH, Germany), 270 µm thick, with pitch to height 

ratio l/H = 2 and a porosity of 75%.  

Membranes were also experimentally characterized in terms of salt diffusion 

permeability and water permeability (see Appendix C). Feed solutions were prepared 

with deionised water and technical grade NaCl, with concentrations from 0.5 to 2 g/l 

for the dilute feed and 35 g/l for the concentrate. The same inlet fluid velocity of 0.5 

cm/s was imposed in the concentrate and diluate compartment. 

 

Table 7. Properties of the FUJIFILM Type 10 ion-exchange membranes (data provided by 

manufacturer). 

 AEM CEM 

Permselectivitya [%] 97 98 

Osmotic permeability Lp,IEM [ml/m2hbar] 8.0 8.0 

Salt diffusive permeability coefficient DIEM 

[m2/s] 
4e-12 4e-12 

Resistanceb [Ω cm2] (coefficient a) (Eq. (41)) 1.77 1.89 

Thickness (dry) [µm] 120 120 

Thickness (wet) [µm] 130 130 

a Based on electric potential measured over the membrane between 0.05 M and 0.5 M KCl solutions at 

25°C. 
b Measured in 2 M NaCl solution at 25°C. 

 

A laboratory stabilized power supply (Elektro-Automatic GmbH, Germany) 

was used to apply the current under galvanostatic mode, allowing also the 

measurement of the stack voltage. 

In Figure 52 experimental data and simulation results are reported for tests at: 

a) 35 – 0.5 g/l and b) 35 – 2 g/l. The external voltage and the outlet concentrations 

from the diluate and the concentrate compartments are plotted as a function of the 

mean current density. At 〈𝑖〉= 0, the open circuit voltage is measured and this is higher 

when the ratio between the concentrations (35 and 0.5 g/l) is higher (Figure 52a). As 

shown in Figure 49b, when the current reaches the short-circuit value, the external 
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voltage is zero. In ARED, in order to have currents higher than the short-circuit value, 

an external negative voltage must be applied. At increasing current densities, the 

external voltage increases (in absolute value) as well as the diluate outlet 

concentration, while the concentrate outlet salinity decreases. 

 

(a) 

 

(b) 

Figure 52. Comparison of experimental data (diamonds) and model predictions (dashed lines) 

for ARED operation. The external voltage (left column), the diluate (middle column) and concentrate 

(right column) outlet concentrations are reported as a function of the mean current density. a) 35 g/l 

and 0.5 g/l inlet feed concentrations. b) 35 g/l and 2 g/l inlet feed concentrations. Fluid velocity is 0.5 

cm/s for both solutions. 

 

Another set of experimental data is compared with model results in Figure 53. 

Here the inlet concentrations are 1 – 0.5 g/l and the fluid velocity is 1 cm/s. Due to 

the small concentration difference at the inlet, it is possible to observe at the outlet a 

higher concentration in the diluate channel than in the concentrate. 

To further validate the model, a comparison with data from the literature is 

reported in Figure 54. In particular, the results reported by Vanoppen et al. in 

[81,177] are used and the simulation was carried out in the same conditions reported 

by the authors. 
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Figure 53. Comparison of experimental data (diamonds) and model predictions (dashed lines) 

for ARED operation. The external voltage (left column), the diluate (middle column) and concentrate 

(right column) outlet concentrations are reported as a function of the mean current density. 1 g/l and 

0.5 g/l inlet feed concentrations. Fluid velocity is 1 cm/s for both solutions. 

 

 

Figure 54. Comparison of experimental data (diamonds) and model predictions (dashed lines) 

for ARED operation. Experimental results are obtained by Vanoppen et al. [81,177]. 

 

In all cases, the model results, represented with dashed lines, are in good 

agreement with experiments. In Figure 52 and Figure 53, the model slightly 

overestimates the current density, likely due to some undersetting of the IEMs 

resistance values, while the salt fluxes are slightly underestimated. Such deviations 

are, however, acceptable and always in the conservative direction for the purposes of 

ARED process, which is considered as a pre-desalting step in hybrid schemes (see 

Part IV). 
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3.2 Comparison of geometries in RED 

As a reference case, the empty channel, in which CFD results are not needed, is 

considered. Considering the conditions reported in Table 8, a stack length of 0.8 m, 

an areal blank resistance per cell pair rblank equal to 5∙10-5 Ωm2, and a potential 

difference across the external load per cell pair, vLOAD, of 0.05 V, Figure 55a reports 

axial profiles of bulk concentrations. Note that, for an infinite stack length, these 

would tend asymptotically to two values such that the electromotive force, i.e. the 

Nernst potential E, Eq. (61), equals the imposed potential difference vLOAD between 

the electrodes, so that both the local current density i and the local Ohmic losses ηΩ 

vanish. For realistic stack lengths, this condition is usually far from being reached. 

 

Table 8. Conditions assumed in the reference case. 

 CONC 

solution 

DIL 

solution 

AEM 

membrane 

CEM 

membrane 

Concentration C 

[mol/m3] 

500 17 - - 

Thickness [m] 300 300 138 181 

Inlet velocity [cm/s] 2 2 - - 

Osmotic permeability 

Lp,IEM [ml/m2 h bar] 

- - 5 [176] 5 [176] 

Salt diffusive 

permeability 

coefficient DIEM [m2/s] 

[175] [175] 5.5×10-11 

[176] 

5.5×10-11 

[176] 

Hydration number nH 

(-) 

- - 7 7 

Permselectivity  - - 0.90 [176] 0.95 [176] 

Ohmic areal resistance 

r [m2] 

𝐻𝐶𝑂𝑁𝐶

𝜀𝜎𝐶𝑂𝑁𝐶
 

𝐻𝐷𝐼𝐿

𝜀𝜎𝐷𝐼𝐿
 

a=2.8∙10-4 

(Eq. (41) 

[135]) 

a=2.5∙10-4 (Eq. 

(41) [135]) 
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Figure 55. Axial profiles computed by the model for the conditions specified in Table 8. (a) 

concentrations; (b) electric potential differences; (c) current density. 
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Figure 55b reports axial profiles of the electric potential differences. Under the 

conditions considered here, most of the internal potential drop is associated with axial 

concentration variations (ηΔC) and with Ohmic losses (ηΩ). Note that, as one moves 

along y, ηΔC increases while ηΩ decreases. Non-Ohmic losses associated with 

concentration changes in the direction orthogonal to the membranes (ηBL) are 

comparable with the other losses only in the first tract of the stack and play a 

secondary role elsewhere.  

Finally, Figure 55c reports the axial variation of the electric current density i. 

Note that i initially increases due to the strong reduction of the Ohmic resistivity of 

the dilute solution. In the second half of the stack, i decreases exponentially with a 

large relaxation length. 

If now vLOAD is made to vary in small steps (e.g. 0.001 V) between 0 and OCV, 

current-voltage characteristic curves like those reported in Figure 56 are obtained. 

 

Figure 56. Current density-voltage characteristic curves computed by the model for the conditions 

specified in Table 8. 

 

Here, voltage drops and current density 〈𝑖〉 are mean values, obtained by 

averaging over the stack length L (or, equivalently, over the stack projected surface 

S=L∙W). Note that both the open circuit voltage OCV (~0.147 V here) and the 

potential difference vLOAD across the external load rext are uniform along the stack and 

thus do not need averaging. iSC is the short circuit current corresponding to rext=0 and 

vLOAD=0 (~54 A/m2 in the present reference case). It can be observed that the axial 

loss ηΔC would be zero under open circuit conditions (〈𝑖〉=0) in an ideal stack, i.e. in 

the absence of non-ideal effects (osmotic and electro-osmotic water flux and 
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diffusive salt flux), but is significant even at zero current in the real stack considered 

here. Also polarization losses ηBL would vanish for 〈𝑖〉=0 under ideal conditions, but 

are non-zero here due to the diffusive salt flux. As a consequence, the voltage across 

the load per cell pair (vLOAD) under open circuit conditions (rext→∞), which would be 

equal to 0.147 V=OCV in an ideal stack, is only ~0.10 V in the present, real 

conditions. Only the Ohmic loss ηΩ vanishes for 〈𝑖〉=0 both in an ideal and in a real 

stack. 

The diagram in Figure 56, which is for a single cell pair and per unit area, can 

be turned into a V-I (total voltage – total current) plot by multiplying vLOAD times nCP 

(number of cell pairs in the stack) and 〈𝑖〉 times S=L∙W (projected surface area of the 

stack). 

 

The net power density NPD is obtained by subtracting from GPD (Eq. (72)) the 

pumping power density PPD, associated with pressure losses in the concentrate and 

diluate channels. In its turn, PPD can be expressed as: 

𝑃𝑃𝐷 =
𝑄𝐶𝑂𝑁𝐶∆𝑃𝐶𝑂𝑁𝐶 + 𝑄𝐷𝐼𝐿∆𝑃𝐷𝐼𝐿

𝑆𝜒
 

(73) 

 

in which QSOL=USOLHSOLW is the volume flow rate in each channel (SOL=either 

CONC or DIL), ΔPSOL is the corresponding pressure loss, S=LW is the (projected) 

surface area and χ is the efficiency of the pump. 

The distributed pressure drop can be computed as 

∆𝑃𝑆𝑂𝐿 = ∫ 𝑓𝑆𝑂𝐿
1

2𝐻𝑆𝑂𝐿
𝜌𝑆𝑂𝐿

(𝑈𝑆𝑂𝐿)2

2

𝐿

0

𝑑𝑦 
(74) 

 

in which fSOL is the Darcy-Weisbach friction coefficient for channels filled with the 

SOL solution. Note that Eq. (74) allows for the streamwise variation of density and 

mean velocity of the solution to be taken into account, using the same axial 

discretization into n elements adopted for the calculation of electrical quantities and 

concentrations. 

For plane channels / membranes in laminar flow, one has f=96/Re, while, for 

profiled membranes or spacer-filled channels, f is computed as a function of Re by 

CFD simulations of the unit cell for the appropriate geometry. As observed in Part 

II, Section 5, the presence of a spacer or of a profiled membrane may enhance the 

friction coefficients by several times with respect to a void (spacerless) plane 

channel. 
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For each channel, singular pressure drops can be collectively modeled as 

∆𝑃𝑠𝑖𝑛𝑔
𝑆𝑂𝐿 = 𝐾𝑆𝑂𝐿𝜌𝑆𝑂𝐿

(𝑈𝑆𝑂𝐿)2

2
 

(75) 

 

in which the constant KSOL (singular loss coefficient) accounts for area or direction 

changes both in the channels proper and in the relevant manifolds. Singular pressure 

losses in RED stacks may vary broadly according to the design chosen for the flow 

distribution system; it has been reported in the literature [67] that they may amount 

to a significant fraction of the overall pressure drop. Since, for f=50–500 and 

L/deq=102–103 (ranges of values typical of spacer-filled RED channels), the term 

fL/deq may vary between 5∙103 and 5∙105, values of K of 103–105 (or even larger) can 

be expected.  

For the same reference case considered in the previous Figure 55 and Figure 56, 

Figure 57 reports the various computed power density terms (per cell pair) 

corresponding to the voltage terms in Figure 56 as functions of the average current 

density 〈𝑖〉, together with the net power density (per cell pair) NPD= GPD-PPD 

computed by Eqs. (72)-(73) for KCONC=KDIL=104 and χ=0.7. 

 

Figure 57. Current density-power density curves computed by the model for the same 

configuration as in Figure 56 and KCONC=KDIL=104, χ=0.7. 

 

Note that, due to non-Ohmic effects, the maximum gross power density GPD is 

attained for a mean current density slightly less than one half the short-circuit value 

iSC. The same value of 〈𝑖〉 maximizes also the net power density NPD since the 

pumping power density PPD does not depend on 〈𝑖〉. Note also that, under the present 
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conditions, pumping losses are just a small fraction of the gross power density despite 

the high values chosen for the singular loss coefficients. 

As an example of the influence of the channel configuration on the stack 

performance, Figure 58 reports voltage-current density characteristic curves 

computed by the model presented in Part III, Section 2 for the conditions reported in 

Table 8 for two different configurations: (a) woven spacers with l/H=2; (b) OCF 

profiled membranes with l/H=2. In both cases, the flow attack angle γ was 45°; the 

comparison with results for other values of γ (not reported here for the sake of 

brevity) shows that the influence of this parameter is only secondary at the present 

low Reynolds number. 

These results should be compared with the corresponding predictions obtained 

by the same model for the ideal case of a void (spacerless) channel (Figure 56). The 

comparative examination of the current density- voltage (per cell pair) curves shows 

that the relative importance of different voltage losses is about the same in all cases: 

Ohmic and axial losses are of a similar magnitude, while boundary layer drops play 

only a secondary role. However, it can be observed that ηBL is utterly negligible in 

the case of woven spacers, which cause a very effective mixing, intermediate in the 

presence of OCF profiled membranes, and largest in the empty channel of Figure 56. 

Both woven spacers and OCF profiles yield a short-circuit current density slightly 

larger than the empty channel, showing that, in regard to mass transfer, they perform 

better than this latter. 

Figure 59 reports power density-current density curves (load curves) for the 

same configurations as in Figure 58. These highlight the importance of frictional 

pressure drop: both woven spacers and OCF membranes cause much larger pumping 

losses than the empty channel, which significantly reduce the net power density. 

An overall comparison between the three geometries examined is given in 

Figure 60. It reports the gross (a) and net (b) power density (per cell pair), GPD and 

NPD, as a function of the mean current density 〈𝑖〉. Figure 60a shows that the highest 

gross power density and the highest short circuit current density are provided by OCF 

profiles, followed by woven spacers and then by the empty channel. On the other 

hand, as shown by Figure 60b, the highest net power density per cell pair is provided 

by empty channels, followed by OCF profiled membranes and then by woven 

spacers. 
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Figure 58. Current density-voltage curves computed by the model for the conditions specified in 

Table 8 and different configurations: (a) woven spacers with l/H=2; (b) OCF profiled membranes with 

l/H=2. The flow attack angle γ was 45° in both cases. 
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Figure 59. Current density-power density curves computed by the model for the conditions 

specified in Table 8 and different configurations: (a) woven spacers with l/H=2; (b) OCF profiled 

membranes with l/H=2. The flow attack angle γ was 45° in both cases. 
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Figure 60. Summary results for the three geometries examined in the present study. (a) current 

density-gross power density curves; (b) current density-power density curves. See Table 8 for a 

description of the assumed conditions. 
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3.3 Optimization of RED 

The optimization of RED systems is crucial for the promotion of the technology 

readiness level. However, only few studies have been carried out so far. Veerman et 

al. [178] developed for the first time a one-dimensional process model requiring 

empirical membrane properties. The model was based on some simplifying 

assumptions, e.g. independence of membranes’ resistance on the solutions’ 

concentrations and negligible concentration polarization effects. Moreover, pressure 

drops were calculated using experimental information. Channels’ thicknesses and 

flow rates were optimized for different stack lengths in order to explore the different 

scenarios arising from three response parameters: the net power density, the net 

energy density and the quantity given by their product. 

The same general approach of simulation was adopted in some recently 

published optimization studies [179–181], which include also other parameters in the 

objective functions, i.e. the lost work (with respect to the total energy from complete 

mixing) and the energy efficiency. Long et al. [180] simulated stacks with 50 cell 

pairs, 10×10 cm2 active area and 200 μm thick channels, fed by seawater and river 

water solutions. Different membranes were simulated, thus finding the optimal flow 

velocities for each stack. The optimization was first conducted with the single 

objectives of maximum net power density and maximum energy efficiency. Then, a 

multi-objective optimization was performed taking into account both parameters and 

changing their weights. An algorithm selected the optimal point for each membrane 

stack. In another work [181], the same authors found optimal values of flow rates 

and channels’ thicknesses in stacks of given sizes, including the total thickness, fed 

by seawater and river water solutions. Again, stacks made by different membranes 

were simulated. However, in this case, only the net power density was maximized. 

Simulation results from the studies on RED optimization showed that optimal 

values may change significantly with the selected optimization criterion. Moreover, 

the above short review of pertinent literature shows that there is an intrinsic level of 

arbitrariness in the choice of the objective function, as well as in the assignment of 

the weights in the case of multi-objective analyses. Rather, the economic assessment 

is needed for a complete optimization study, i.e. aimed at finding the minimum cost 

of the energy produced. In this sense, given the high cost of the ion-exchange 

membranes, the maximization of the net power density can be regarded as a reliable 

optimization objective, which provides useful insights on system designs oriented to 

the cost reduction. 
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In this subsection, the one-dimensional model presented in Part III, Section 2 

was used for an optimization study of broader range and from a different perspective 

with respect to the few examples available in the literature. The maximum net power 

density per cell pair has been searched for a single membrane type, analysing the 

effects of several operating and constructing parameters: inlet flow velocities and 

concentrations, channels’ thicknesses, stack length, flow arrangement (parallel or 

counter-flow). Moreover, ideal spacer-less channels and channels filled by a woven 

net spacer were simulated. 

 

3.3.1 Optimization and “scenario” variables 

NPD and all other performance parameters of a given RED stack are functions 

of several variables. They have been listed in Table 9, grouped by type. 

Note that Table 9 does not include either physical constants (e.g. the gas 

constant RG or the Faraday constant F) or quantities that, at least under the present 

modelling assumptions, have no influence on the stack performance, such as the 

stack width W and the number of cell pairs nCP (provided all quantities are referred 

to the single cell pair).  

Now, some of the listed variables are not at the designer’s disposal, but are 

imposed by availability considerations (e.g. electrolyte nature, T, Ci
CONC and Ci

DIL, at 

least in “open” RED in which concentrate and dilute solutions are naturally 

available). Others exert a monotonic influence, either beneficial or detrimental, on 

NPD: for example, singular pressure loss coefficients reduce NPD and should be 

made as low as possible; similarly, the blank resistance rblank of the electrode 

compartments reduces NPD and should be kept to a minimum. The above quantities 

need not to be included in an optimization study, but can be regarded as “scenario” 

variables whose values are dictated by availability, design, economical or 

technological considerations other than the purpose of maximizing NPD.  

On the other hand, some variables, namely, the thicknesses HCONC, HDIL and the 

inlet velocities Ui
CONC, Ui

DIL in the concentrate and diluate channels, are at the 

designer’s disposal and exert contrasting effects, so that an NPD maximum is 

obtained for intermediate values of these parameters. 
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Table 9. Variables affecting the net power density (NPD) in Reverse Electrodialysis. 

a) Design parameters and operating conditions 

Quantity Symbol Reference value or range 

Electrolyte nature (with 

associated physical properties 

and hydration number nH) 

- NaCl (nH=7) 

Inlet concentrations  Ci
CONC, Ci

DIL “Scenario” variables (500-

5000 and 5-100 mol/m3, 

respectively) 

Channel thickness  HCONC, HDIL Both 200 m 

Inlet velocities Ui
CONC, Ui

DIL Both 2 cm/s 

Stack length L “Scenario variable (0.1-1 m) 

Flow arrangement - “Scenario variable (parallel 

flow or counter flow) 

Spacer type - “Scenario” variable (void, 

overlapped, woven) 

Spacer pitch-to-height ratio l/H 2 (if a spacer is present) 

Flow attack angle γ 45° (if a spacer is present) 

Absolute temperature T 298.15 K, or 25°C 

Areal Ohmic resistance of 

electrodes (per cell pair) 

rblank 510-5  m2 

Singular pressure loss 

coefficients in manifolds  

KCONC, KDIL (with 

p=KUi
2/2) 

Both 104 

 

b) Membrane properties (AMX-CMX Neosepta®) 

Quantity Symbol Reference values 

Thicknesses HAEM, HCEM 134 and 158 m, 

respectively 

Permselectivities AEM, CEM 0.9 and 0.95, respectively 

Diffusive permeabilities DAEM, DCEM Both 5.5×10-11 m2/s 

Osmotic permeabilities Lp,AEM, Lp,CEM Both 1.38×10-14 m/(s·Pa), 

or 5 ml/(m2·h·bar) 

Areal Ohmic resistances rAEM, rCEM Concentration-dependent 

(Eq. (41)) 



Process modelling and characterisation of electromembrane systems 

127 

 

 

In the following, the maximum of NPD is sought in the four-dimensional 

parameter space of HCONC, HDIL, Ui
CONC, Ui

DIL for different combinations of the 

remaining (“scenario”) variables. Among these latter, in this study the inlet 

concentrations Ci
CONC and Ci

DIL were made to vary between 500 and 5000 mol/m3 

and between 5 and 100 mol/m3, respectively, while the stack length was made to vary 

between 0.1 and 1 m. Moreover, three distinct configurations were considered: void 

channels in parallel flow; woven spacer-filled channels in parallel flow; and woven 

spacer-filled channels in counter flow, so as to assess both the influence of spacers 

as opposed to the ideal case of void channels and the influence of counter- versus 

parallel-flow. On the whole, 6000 different combinations of “scenario” variables 

were examined. 

 

3.3.2 Optimization algorithm 

The gradient-ascent optimization algorithm adopted here is schematically 

illustrated in Figure 61 for the case of the search for the maximum of a function Ψ of 

two variables x1, x2. Starting from an arbitrary point A of coordinates xi
A, the partial 

derivatives of Ψ (components of the gradient ΔΨ) are numerically approximated as: 

𝜕Ψ

𝜕𝑥𝑖
≈

Ψ(𝐱𝐴 + ∆𝑥𝑖𝐞𝒊) − Ψ(𝐱𝐴 − ∆𝑥𝑖𝐞𝒊)

2∆𝑥𝑖
 

(76) 

 

(in which Δxi are small increments of the xi and ei are the basis vectors). The point A 

is then moved in small steps ξ along the direction of the gradient: 

𝐱𝐴 → 𝐱𝐴 + 𝜉∇Ψ (77) 

 

until Ψ ceases to increase (say, up to point B). The gradient in B is then re-computed 

and the process starts again with a new segment BC. The search terminates when no 

further displacement of the representative point leads to an appreciable increase in Ψ 

(point F). The step ξ was determined here as 𝐶 ‖∇Ψ‖⁄ , in which ‖∇Ψ‖ is the norm 

of the gradient: 

‖∇Ψ‖ = ∑ (
𝜕Ψ

𝜕𝑥𝑖
)

2

 
(78) 

 

while C is a dimensionless parameter, initially of order 1 and then reduced by a factor 

<1 at each new segment. Note that the gradient is recomputed only at a few points 
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(as Eq. (76) shows, the computation of the gradient requires the evaluation of Ψ at 

2n points, n being the number of variables, and thus can be quite time-consuming). 

The above algorithm was implemented in G95 Fortran. 

 

Figure 61. Illustration of the gradient-ascent optimization method for the case of 2 variables. 

 

3.3.3 Results: spacerless channels in parallel flow 

Figure 62 is for the ideal case of void (spacerless) channels in parallel flow. All 

quantities are reported as functions of the diluate concentration Ci
DIL for different 

concentrate concentrations Ci
CONC and a stack length L of 0.4 m. 

Graphs (a) and (b) report the optimum channel thicknesses 𝐻𝑜𝑝𝑡
𝐶𝑂𝑁𝐶and 𝐻𝑜𝑝𝑡

𝐷𝐼𝐿, 

respectively. The optimum thickness of the concentrate channel, graph (a), increases 

monotonically both with Ci
CONC and with Ci

DIL and varies quite significantly, from 

~240 μm (Ci
CONC=500 mol/m3, Ci

DIL=5 mol/m3) to ~400 μm (Ci
CONC=5000 mol/m3, 

Ci
DIL=100 mol/m3). On the other hand, the optimum thickness of the diluate channel, 

graph (b), increases monotonically with Ci
DIL but decreases monotonically with 

Ci
CONC, varying from ~100 μm (Ci

CONC=5000 mol/m3, Ci
DIL=5 mol/m3) to ~200 μm 

(Ci
CONC=500 mol/m3, Ci

DIL=100 mol/m3). The optimum thickness of the diluate 

channel is always much less than that of the concentrate channel. 

Graphs (c) and (d) report the optimum superficial inlet velocities 𝑈𝑖,𝑜𝑝𝑡
𝐶𝑂𝑁𝐶 and 

𝑈𝑖,𝑜𝑝𝑡
𝐷𝐼𝐿  Ui

DIL
opt, respectively. Both velocities increase monotonically with Ci

CONC and 

generally decrease with Ci
DIL, but some curves exhibit a shallow maximum for certain 

low values of this latter quantity. More specifically, 𝑈𝑖,𝑜𝑝𝑡
𝐶𝑂𝑁𝐶 varies between ~1.5 cm/s 

(for Ci
CONC=500 mol/m3, Ci

DIL=100 mol/m3) and ~2.3 cm/s (for Ci
CONC=5000 mol/m3, 

Ci
DIL=5 mol/m3), while 𝑈𝑖,𝑜𝑝𝑡

𝐷𝐼𝐿  varies between ~2.2 cm/s (for Ci
CONC=500 mol/m3, 

Ci
DIL=100 mol/m3) and ~6 cm/s (for Ci

CONC=5000 mol/m3, Ci
DIL≈15-20 mol/m3). The 



Process modelling and characterisation of electromembrane systems 

129 

 

optimum velocity in the diluate channel is always larger than that in the concentrate 

channel, a behaviour opposite to that discussed above for the optimum thickness. 

 

 (a)  (b) 

 

 (c)  (d) 

Figure 62. Results of the optimization study for spacerless channels in parallel flow. Graphs (a), 

(b), (c) and (d) show the values of HCONC, HDIL, Ui
CONC, Ui

DIL, respectively, providing the highest net 

power density NPD. All quantities are reported as functions of Ci
DIL for different values of Ci

CONC and 

L=0.4 m. 

 

Figure 63a reports the net power density NPDopt resulting from choosing the 

optimal values in Figure 62 for the channel thicknesses and flow velocities. NPDopt 

increases monotonically with Ci
CONC but exhibits a shallow maximum as a function 

of Ci
DIL for very low values of this quantity. This is due to the fact that very low 

values of Ci
DIL act beneficially on the electromotive force E, but lead to high values 

of the diluate Ohmic resistance and thus of the Ohmic voltage drop ηΩ, which reduces 

power density. In the range considered, the highest value of NPDopt (~7.7 W/m2) is 
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attained for the highest concentrate concentration (5000 mol/m3, corresponding to a 

dense brine) and a diluate concentration of 15-20 mol/m3 (typical river water). 

By comparison, Figure 63b reports the net power density obtained by the choice 

of arbitrary, but typical, fixed reference values for the same parameters (HCONC = HDIL 

=200 μm, Ui
CONC = Ui

DIL =2 cm/s). It can be observed that in this case values of NPD 

(called here NPDref) are, in general, significantly lower; optimization leads to an 

increase in NPD that ranges from ~0 for the lowest Ci
CONC to ~25% for the highest 

Ci
CONC. Optimization also leads to a larger sensitivity of NPD to both inlet 

concentrations. 

 

 (a)  (b) 

Figure 63. Spacerless channels in parallel flow: net power density NPD as a function of Ci
DIL for 

different values of Ci
CONC and L=0.4 m. (a): optimum values of HCONC, HDIL, Ui

CONC, Ui
DIL, (b): reference 

values of the same parameters (HCONC= HDIL=200 μm, Ui
CONC=Ui

DIL=2 cm/s). 

 

3.3.4 Results: spacer-filled channels in parallel flow 

Figure 64 reports the same quantities as Figure 62, but for channels filled with 

woven spacers having a pitch-to-height ratio l/H=2 and a flow attack angle γ=45°. 

The flow arrangement is still parallel as in Figure 62. 

The values of the control parameters HCONC, HDIL, Ui
CONC, Ui

DIL corresponding 

to the NPD maximum, graphs (a)-(d), are much different than for void channels. In 

particular, 𝐻𝑜𝑝𝑡
𝐶𝑂𝑁𝐶 in graph (a) is now larger, ranging from ~350 to ~550 μm 

(according to Ci
CONC and Ci

DIL), and does not increase monotonically with Ci
DIL but 

exhibits a rather flat behaviour with respect to this parameter. Also 𝐻𝑜𝑝𝑡
𝐷𝐼𝐿 in graph (b) 

increases significantly with respect to the spacerless case, and now ranges from ~160 

to ~290 μm. 
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 (a)  (b) 

 

 (c)  (d) 

Figure 64. Results of the optimization study for channels filled by woven spacers (l/H=2, γ=45°) 

in parallel flow. Graphs (a), (b), (c) and (d) show the values of HCONC, HDIL, Ui
CONC, Ui

DIL, respectively, 

providing the highest net power density NPD. All quantities are reported as functions of Ci
DIL for 

different values of Ci
CONC and L=0.4 m. 

 

On the contrary, optimum flow velocities are now smaller than in spacerless 

channels. In particular, 𝑈𝑖,𝑜𝑝𝑡
𝐶𝑂𝑁𝐶, graph (c), ranges now between ~1.1 and ~1.8 cm/s, 

with a 20-25% decrease with respect to the spacerless case, and – like 𝐻𝑜𝑝𝑡
𝐶𝑂𝑁𝐶 – is 

less affected by Ci
DIL. 𝑈𝑖,𝑜𝑝𝑡

𝐷𝐼𝐿 , graph (f), now ranges between ~1.6 and ~4.4 cm/s, 

~25% less than in the spacerless case. 

The reason for the increase in optimum thicknesses and the corresponding 

decrease in optimum velocities is that spacers cause a large increase in the friction 
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coefficient, putting a penalty on excessively high flow speeds or excessively thin 

channels via an increase in in pumping power density. 

Values of NPDopt, Figure 65a, are not significantly different from those 

computed for void channels; the highest value of NPDopt rises from ~7.7 to ~8, and 

the overall dependence of NPDopt on Ci
CONC and Ci

DIL is the same. The comparison 

with corresponding values of NPDref, Figure 65b, shows that the benefits of 

optimization are similar to those observed for the spacerless case. 

 

 (a)  (b) 

Figure 65. Channels filled by woven spacers (l/H=2, γ=45°) in parallel flow: net power density 

NPD as a function of Ci
DIL for different values of Ci

CONC and L=0.4 m. (a): optimum values of HCONC, 

HDIL, Ui
CONC, Ui

DIL; (b): reference values of the same parameters (HCONC=HDIL=200 μm, 

Ui
CONC=Ui

DIL=2 cm/s). 

 

For the present case of spacer-filled channels in parallel flow, which is the most 

likely to be encountered in practical applications, Figure 66 and Figure 67 illustrate 

the influence of the stack length L.  

In particular, Figure 66 reports optimum values of channel thickness and flow 

velocity as functions of L, in the range 0.1-1 m, for different concentrate 

concentrations Ci
CONC and a fixed diluate concentration Ci

DIL=15 mol/m3. The 

optimal channel thicknesses HCONC, HDIL, graphs (a) and (b), both increase with L; 

for L=1 m, they become as high as 550 μm and 310 μm, respectively, when the 

concentrate is seawater (Ci
CONC =500 mol/m3), or 800 μm and 260 μm, respectively, 

when the concentrate is brine (Ci
CONC =5000 mol/m3).  
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 (a)  (b) 

 

 (c)  (d) 

Figure 66. Results of the optimization study for channels filled by woven spacers (l/H=2, γ=45°) 

in parallel flow. Graphs (a), (b), (c) and (d) show the values of HCONC, HDIL, Ui
CONC, Ui

DIL, respectively, 

providing the highest net power density NPD. All quantities are reported as functions of the stack length 

L for different values of Ci
CONC and Ci

DIL=15 mol/m3. 

 

Note that, as already observed in discussing the results in Figure 62, 𝐻𝑜𝑝𝑡
𝐶𝑂𝑁𝐶 

increases with Ci
CONC while 𝐻𝑜𝑝𝑡

𝐷𝐼𝐿 decreases. Graphs (c) and (d) show that also the 

optimal flow velocities both increase with L (despite the increase in frictional losses) 

because a high NPD is associated with a short residence time. 

The results for the other configurations (void channels in parallel flow and 

spacer-filled channels in counter flow) are qualitatively similar. 

Figure 67 compares the values of NPD corresponding to the optimum choice of 

the parameters HCONC, HDIL, Ui
CONC, Ui

DIL (NPDopt, graph (a)) with those 
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corresponding to fixed reference values of the same parameters (NPDref, graph (b)). 

As in Figure 66, quantities are reported as functions of the stack length L (from 0.1 

to 1 m) for varying Ci
CONC,conc and a given value (15 mol/m3) of Ci

DIL. 

The adverse influence of L on NPD can be observed. For example, for 

Ci
CONC=5000 mol/m3 and the given Ci

DIL, a short stack with L=0.1 m yields 

NPDopt≈10 W/m2, while this quantity falls to ~6.5 W/m2 when L=1 m. The 

comparison of graphs (a) and (b) shows that the benefits of optimization increase 

with increasing stack length; for L=1 m, the relative increase in NPD is larger than 

50% for all values of Ci
CONC. These improvements would be even more marked at 

higher diluate concentrations. 

 

 (a)  (b) 

Figure 67. Channels filled by woven spacers (l/H=2, γ=45°) in parallel flow: net power density 

NPD as a function of the stack length L for different values of Ci
CONC and Ci

DIL=15 mol/m3. (a): optimum 

values of HCONC, HDIL, Ui
CONC, Ui

DIL; (b): reference values of the same parameters (HCONC=HDIL=200 

μm, Ui
CONC=Ui

DIL=2 cm/s). 

 

It should be observed that the parameters providing the maximum net power 

density do not also provide optimum values of the electrical energy extracted from a 

given total volume of solutions (concentrate+diluate), or net energy density (NED). 

Still for the case of channels filled by woven spacers and parallel flow, Figure 68 

reports the quantity NED as obtained in correspondence either with the parameters 

HCONC, HDIL, Ui
CONC, Ui

DIL providing the highest NPD, graph (a) (NEDopt), or with 

fixed reference values of the same parameters, graph (b) (NEDref). It can be observed 

that the optimization of NPD causes a reduction in NED ranging from a few percent 

for low values of Ci
CONC (e.g. 500 mol/m3, i.e. seawater) to 40-50% for high values 

of Ci
CONC (e.g. 5000 mol/m3, i.e. concentrated brine). This is mainly due to the lower 
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residence times required for maximising NPD, compared to what would be needed 

in order to extract larger amount of energy from a specific volume of feed solutions. 

The couple seawater-river water (Ci
CONC=500 mol/m3, Ci

DIL=15 mol/m3) gave 

NED≈60 kJ/m3 for all stack lengths investigated (0.1-1 m) when NPD attained its 

maximum of ~1.1-2.2 W/m2 (depending on the stack length). This NED is much 

lower than the theoretical maximum free energy of the solutions (~880 kJ/m3 

assuming equal amounts of concentrate and diluate [28]), and also lower than that 

obtained in stacks which were specifically optimized for NED (~100-200 kJ/m3 

[28]). 

 

 (a)  (b) 

Figure 68. Channels filled by woven spacers (l/H=2, γ=45°) in parallel flow: net power density 

NED as a function of Ci
DIL for different values of Ci

CONC and L=0.4 m. (a): values of HCONC, HDIL, 

Ui
CONC, Ui

DIL chosen to maximize NPD; (b): reference values of the same parameters (HCONC=HDIL=200 

μm, Ui
CONC=Ui

DIL=2 cm/s). 

 

3.3.5 Results: spacer-filled channels in counter flow 

Figure 69 and Figure 70 report the same quantities as Figure 62-Figure 63 and 

Figure 64-Figure 65, but for woven spacer-filled channels in counter flow. By 

comparing Figure 69 with Figure 64, one may observe that optimum values of the 

parameters HCONC, HDIL, Ui
CONC, Ui

DIL are significantly different in counter flow than 

in parallel flow. In particular, switching from parallel to counter flow both 𝐻𝑜𝑝𝑡
𝐶𝑂𝑁𝐶 

and 𝐻𝑜𝑝𝑡
𝐷𝐼𝐿 decrease by ~15-25% (according to the values of the “scenario” variables), 

and also optimum flow velocities decrease, although to a lesser extent (~5-15%). On 

the other hand, the comparison of Figure 70 with Figure 65 shows that the resulting 

values of NPDopt are very similar, with only a very small increase with respect to 

parallel flow. This is mainly due to the weak dependence of NPD on the optimization 
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variables. Also for the present case of woven spacers in counter-flow, graphs of the 

net energy density NED corresponding to the choice of optimization variables that 

maximizes NPD (NEDopt) and to fixed, reference values of the same variables 

(NEDref), show a behaviour similar to that discussed for woven spacers and parallel 

flow, i.e., a strong reduction of NED in correspondence with the optimization of 

NPD, and were not reported for brevity. 

 

 (a)  (b) 

 

 (c)  (d) 

Figure 69. Results of the optimization study for channels filled by woven spacers (l/H=2, γ=45°) 

in counter flow. Graphs (a), (b), (c) and (d) show the values of HCONC, HDIL, Ui
CONC, Ui

DIL, respectively, 

providing the highest net power density NPD. All quantities are reported as functions of Ci
DIL for 

different values of Ci
CONC and L=0.4 m. 
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 (a)  (b) 

Figure 70. Channels filled by woven spacers (l/H=2, γ=45°) in counter flow: net power density 

NED as a function of Ci
DIL for different values of Ci

CONC and L=0.4 m. (a): optimized values of HCONC, 

HDIL, Ui
CONC, Ui

DIL; (b): reference values of the same parameters (HCONC=HDIL=200 μm, 

Ui
CONC=Ui

DIL=2 cm/s). 

 

4. ED 

4.1 Model validation 

The experimental set-up and method are described in Appendix C. For this 

preliminary validation, the membranes tested were Type 10 membranes (Fujifilm 

Manufacturing Europe BV, The Netherlands) and their properties are reported in 

Table 7. Between the membranes, woven spacers (Deukum GmbH, Germany), 155 

µm thick and provided with gasket, are placed. Solutions were prepared using 

demineralised water and technical grade NaCl with concentrations from 0.5 to 60 g/l, 

encompassing the whole range of outlet concentrations expected in a real ED plant. 

Different inlet concentrations in the two compartments were used in order to simulate 

the end part of a long stack or the last stage of a multistage configuration (see Table 

10). For each couple of inlet concentrations, solutions velocities in the range 0.25 – 

2 cm/s were imposed and were kept equal in the concentrate and diluate 

compartments. 

In the following, the current density i is computed as the experimental applied 

current I, divided by the active membrane area. 

Figure 71 reports experimental results for concentrate and diluate outlet 

concentrations and stack voltage as functions of the current density, and a 

comparison with the one-dimensional stack model. 

 

WOVEN, P /H =2, DEG45 - L =0.4 m - NPD opt  AS A FUNCTION OF C i,dil  AND C i,conc 

0

1

2

3

4

5

6

7

8

9

0 10 20 30 40 50 60 70 80 90 100 110

C i,dil  (mol/m
3
)

N
P

D
o

p
t
 (

W
/m

2
)

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

C i,conc (mol/m
3
)(L =0.4 m)

WOVEN, P /H =2, DEG45 - L =0.4 m - NPD ref AS A FUNCTION OF C i,dil  AND C i,conc 

0

1

2

3

4

5

6

7

8

9

0 10 20 30 40 50 60 70 80 90 100 110

C i,dil  (mol/m
3
)

N
P

D
re

f
 (

W
/m

2
)

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

C i,conc (mol/m
3
)(L =0.4 m)



Part III 

138 

 

Table 10. Experimental operating conditions. 

 Concentrate Diluate 

Inlet concentration 
0.5 / 30 /60 g/l 0.5 g/l 

1 / 30 / 60 g/l 1 g/l 

Velocity 
0.25 / 0.5 / 1 / 1.5 / 2 cm/s 

 

  

 (a)  (b) 

 

(c) 

Figure 71. Diluate and concentrate outlet concentrations as functions of the current density. 

Current density – voltage curve. Experimental data (symbols) and simulation results (lines) are 

compared. Data were obtained using NaCl solutions with inlet concentrations of CCONC=60 g/l in the 

concentrate and CDIL=0.5 g/l in the diluate. The velocity was equal to 2 cm/s. 
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Overall, the model predictions are in good agreement with the experimental 

results; however, at high current density values, the current-voltage curve is not 

satisfactorily predicted. The region where the current density-voltage curve changes 

slope is called limiting region Several reasons can be invoked for this discrepancy 

between model predictions and experimental results. First, among the several non-

ideal phenomena involved in ED, the model takes into account only salt diffusion 

and osmotic / electro-osmotic fluxes. Moreover, concentration polarization is 

computed from Sherwood numbers provided, in their turn, by CFD simulations in 

which the membrane surface is assumed homogenous and electroneutrality is 

imposed. These two assumptions lead to a plateau in the current-voltage curve, 

determining the diffusion-limited current density, and do not consider the possible 

establishment of electroconvective motions [49,182]. Gurreri et al.[69] reported a 

good match between the Sherwood numbers obtained from their CFD simulations, 

under the same assumptions, and the Sherwood numbers experimentally deduced by 

Li et al. [27,183] and Koutsou et al. [91]. However, these experimental results were 

obtained with the spacer directly in contact with the electrode and, as discussed in 

the following Section 4.3, this condition provides the theoretical diffusion-limited 

current density, which is higher than LCD in Electrodialysis.  

The LCD appearance in ED needs to be deeply investigated by proper designed 

ED experiments from which an empirical correlation can be obtained and 

implemented in the model. 

 

4.2 Critical current density 

A lower threshold of the current density, which here is defined as “critical 

current density” (CCD), was observed in the experiments: below this limit, the outlet 

concentration is higher than that of the input, while, above this limit, desalination is 

obtained. This can be observed in Figure 72, reporting experimental diluate outlet 

concentrations as functions of the current density. The inlet concentrate / diluate 

concentrations are a) 30 g/l and 0.5 g/l; b) 60 g/l and 0.5 g/l. Five solution velocities, 

from 0.25 to 2 cm/s, are considered.  

In Figure 72a, for current densities below ~3 A/m2, the outlet diluate 

concentration is higher than 0.5 g/l. This is due to the osmotic and salt diffusion 

phenomena, which depend on the concentration difference between the two 

compartments. 



Part III 

140 

 

 

 (a)  (b) 

Figure 72. Diluate outlet concentration vs current density. Experimental data (symbols) and 

simulation results (lines) are compared. Five solution velocities are examined. NaCl solutions are 

characterized by concentrate / diluate inlet concentrations of: a) CCONC = 30 g/l and CDIL = 0.5 g/l; b) 

CCONC = 60 g/l and CDIL = 0.5 g/l. 

 

When the concentration in the concentrate doubles, also the CCD doubles. For 

example, when the concentrate concentration is 60 g/l (Figure 72b), the CCD 

increases and becomes ~6 A/m2. The curves at different velocities intersect all in a 

single point, i.e. the CCD does not depend on fluid velocities. This independence 

arises from the fact that the above-mentioned non-ideal phenomena (osmosis, 

diffusion etc.), which lead to a CCD, are weakly dependent on the solutions velocity. 

An equivalent way of expressing this concept is that transport phenomena in the 

direction of the flow (advection) and in the direction orthogonal to it and through the 

membranes (electromigration, diffusion, osmotic fluxes) can be decoupled, as stated 

by Sonin and Probstein [33]. 

Under critical current density conditions, the total salt flux going out from the 

diluate channel is zero, i.e. the coulombic flux, 𝑁𝑆
𝐶𝑂𝑈𝐿, is equal and opposite to the 

diffusive flux, 𝑁𝑆
𝐷𝐼𝐹.  

The diffusive flux through a membrane pair can be expressed as in Eq. (60). 

When a symmetric concentration profile can be assumed so that 𝐶𝐴𝐸𝑀
𝑆𝑂𝐿 = 𝐶𝐶𝐸𝑀

𝑆𝑂𝐿  and 

the membrane properties and thickness are equal for anionic and cationic 

membranes, the diffusive flux can be re-written as: 

𝑁𝑆
𝐷𝐼𝐹 = 2𝑁𝑆,𝐼𝐸𝑀

𝐷𝐼𝐹 = 2
𝐷𝐼𝐸𝑀(𝐶𝐶𝑂𝑁𝐶 − 𝐶𝐷𝐼𝐿)

𝐻𝐼𝐸𝑀
 

(79) 
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Once the permselectivity and the salt permeability are known, by combining Eq (59) 

and Eq (79) the CCD can be determined as: 

𝐶𝐶𝐷 =
2𝐹𝐷𝐼𝐸𝑀(𝐶𝐶𝑂𝑁𝐶 − 𝐶𝐷𝐼𝐿)

𝐻𝐼𝐸𝑀[𝑇𝑟𝐶𝐸𝑀 − (1 − 𝑇𝑟𝐴𝐸𝑀)]
 

(80) 

 

For the membranes used in the experiments reported in this thesis, the 

manufacturer (Fujifilm B.V.) provided a salt diffusion permeability coefficient of 

410-12 m2/s, while the permselectivity and the membrane thickness are reported in 

Table 7. Moreover, an experimental characterization of these membranes confirmed 

similar salt diffusion permeability values (see Appendix C). In the case of CCONC = 

30 g/l and CDIL = 0.5 g/l, by applying the Eq (15), a CCD of 3.07 A/m2 can be 

obtained, which is equal to that found graphically.  

 

4.3 Limiting Current Density in ED 

In regard to the concentration polarization phenomenon in ED, an example of 

concentration profiles in the concentrate and diluate compartments is reported in 

Figure 73a. These profiles arise because the kinetics of transport in solutions and in 

membranes are different, which leads to enrichment and depletion layers next to the 

membranes. This phenomenon can also be explained by considering the transport 

numbers, which are higher in membranes than in solutions: moving from the solution 

to the membrane, the migrative flux of counter-ions increases and a concentration 

gradient arises in the liquid phase [149]. 

Observing the diluate channel, the concentration at the membrane surface 

decreases and, according to the classical theory of concentration polarization in an 

electroneutral solution [138], when the electrolyte concentration at the interface 

approaches zero, the diffusion-limited current density is reached [184,185]. This 

condition corresponds to a plateau in the current-voltage curve (Figure 73b).  

According to this theory, the first predictions of the limiting current density was 

proposed by Peers [136] in 1956. In the Peers equation (see Table 11) δ is the 

diffusion boundary layer thickness. This is often defined as the distance from the 

membrane to the cross point of the tangents drown to the concentration profile at the 

interface and in the bulk solution [46]. In the literature, the Lévêque equation 

[171,186] is more commonly adopted: it is derived from the Peers equation and the 

Graetz-Lévêque theory of developing laminar flow through spacerless channels, and 



Part III 

142 

 

it is valid for membranes characterized by a short length, i.e., (LD)/(H2u) <10-2, and 

homogenous surface [187]. 

 

Figure 73. (a) Concentration profiles in an ED cell pair; (b) current-voltage curve according to 

the classical theory of concentration polarization [188]; (c) typical current-voltage curve observed in 

working ED unit [189]. 

 

Among the most recent models proposed in the literature to estimate LCD, 

Geraldes and Afonso [190] considered the electrodialysis of multi-ionic solutions: 

using a linearized form of the Nernst–Planck equation together with the 

electroneutrality condition at the solution/membrane interface, they deduced an 

explicit expression of LCD, which requires the effective diffusivity of the multi-ionic 

solution. Nakayama et al. [172] started from the Nernst-Planck equation, which they 

reduced to a convection-diffusion transport equation with an effective diffusion 

coefficient by eliminating the electrophoresis term. This equation was then applied 
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in the boundary layer, by using the principle of similarity of the classical boundary 

layer theory [191], in order to obtain asymptotic results for concentrations, limiting 

current density and stack voltage, for long and short ED channels.  

All the above models can predict the plateau in the current-voltage curve 

(Figure 73b), which can be observed only in simple electrochemical cells in which a 

single solution-filled channel is limited by two electrodes. In these cases, the 

diffusion-limited current density is univocally determined by the plateau. When ion-

exchange membranes (IEMs) are present, as in the case of real ED stacks, there is no 

actual saturation of current: as illustrated in Figure 73c, the current does not exhibit 

a marked plateau but rather a region of slow increase which merges without a sharp 

transition with a third region, the overlimiting region [192]. The appearance of this 

last region was initially attributed to the loss of permselectivity and the transport of 

H+ and OH−, produced by a water splitting reaction. These phenomena, however, 

were later identified as often non-dominant contributions to the overlimiting current: 

in fact, even for currents much larger than the diffusion-limited value, charge is 

mainly transported by salt ions and the contribution of water splitting is minor [49]. 

The main reason of the overlimiting current was rather found in membrane surface 

non-uniformity and in electroconvection phenomena [46,182,193] (Part II, Section 

4.5). The second region, still called plateau region, appears at much lower current 

values than the diffusion-limited [182]. For example, Krol et al. [194,195] measured 

the limiting current density and the transition time in a Plexiglas™ membrane cell 

with six separate compartments; the experimental results were lower than those 

calculated using theoretical expressions such as the Peers equation. The micro-scale 

mechanisms responsible for this behaviour are not yet fully understood; it is widely 

believed that some of the phenomena that cause overlimiting currents (e.g. membrane 

non-uniformity, electroconvection, etc.) may have a role also in determining a 

limiting condition. Rubinstein et al. [49] observed that when electroneutrality is 

imposed, as assumed in classical theory of concentration polarization [138], the 

current-voltage curve cannot exhibit the S-shape with an overlimiting region, typical 

of ED systems. More realistic current-voltage curves can be predicted if the 

electroneutrality condition is replaced by the full Poisson equation for the electrical 

potential [153]. Moreover, from the experiments carried out by Shaposhnik et al. 

[47], it can be observed that, when the limiting current is reached, the concentration 

at the membrane-solution interface is not zero but rather attains a finite minimum 

value. 

As a consequence of this departure from the purely diffusion-controlled 

behaviour, the identification of a limiting current density in real ED stacks is not 

obvious. However, the concept of LCD is still useful for a number of reasons. First, 

since water splitting can lead to scaling or fouling, it is important to operate with a 
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safe margin below the corresponding conditions. Second, since the attainment of 

LCD can be associated with a maximum in current efficiency (as will be discussed 

later), the knowledge of this quantity facilitates the efficient design of ED equipment 

[196]. Third, the voltage increase required to reach values of current above LCD can 

be dramatically high and is often not justified by a good increase in desalted water 

production. Therefore, a predictive method for LCD should be implemented into any 

simulation or design tool for ED systems [197]. 

As an alternative to physically-based models, purely empirical correlations for 

the LCD can be found in the literature, often in the form of power laws in which LCD 

is related to the fluid velocity and the bulk concentration in the diluate. Table 11 

summarizes theoretical and empirical correlations presented in the literature. 

 

Table 11. Summary of theoretical and empirical correlations presented in the literature. 

Author 

(year) 

Equation Ref. 

Peers (1956) 
𝑖𝑙𝑖𝑚 =

𝐹𝐷𝐶

𝛿(𝑇𝑟𝐼𝐸𝑀 − 𝑇𝑟𝑆𝑂𝐿)
 

[136] 

Lévêque 

(1973) 𝑖𝑙𝑖𝑚 = 1.47
𝐹𝐷𝐶

𝐻(𝑇𝑟𝐼𝐸𝑀 − 𝑇𝑟𝑆𝑂𝐿)
(

𝐻2𝑢

𝐿𝐷
)

1/3

 
[171,186] 

Geraldes and 

Afonso 

(2010) 
𝑖𝑙𝑖𝑚 = 𝐹

𝑘𝑐,𝑒𝑓𝑓

𝐷𝑒𝑓𝑓
𝑧1𝐷1(𝐶1,𝑏 + 𝐶2,𝑏 + 𝐶3,𝑏) 

[190] 

Nakayama et 

al. (2017) 𝑖𝑙𝑖𝑚 = 1.772𝐹𝐶𝑑̅(0) (
𝑢̅𝑑

𝐿
𝜀𝐷𝑒 (1 + 𝜉

𝑢̅𝑑𝑊

𝐷𝑒
))

1
2

  

𝑓𝑜𝑟  
𝑢̅𝑑𝑊2

𝜀𝐷𝑒 (1 + 𝜉
𝑢̅𝑑𝑊

𝐷𝑒
) 𝐿

≫ 1 

[172] 

Lee et al. 

(2002, 2006) 𝑖𝑙𝑖𝑚 = 𝑎𝐶𝑢𝑏 

[134,198] 

Tanaka 

(2004, 2005) 𝑖𝑙𝑖𝑚 = (𝑚1 + 𝑚2𝑢𝑜𝑢𝑡)𝐶𝑜𝑢𝑡
′𝑛1+𝑛2𝑢𝑜𝑢𝑡 

[199,200] 
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Lee et al. [134] obtained an equation for the limiting current in which the 

coefficients are quite constant in a relative wide concentration range of the feed 

solution except for very low concentrations, but they are affected by the 

hydrodynamic conditions, including the flow velocity [198]. Instead of using the 

inlet or average velocity, Tanaka [200] found a correlation in which the coefficient 

and the exponent are functions of the outlet velocity of the dilute solution. However, 

correlations are usually calibrated against experiments carried out in specific 

electrochemical cells, often using only one ion-exchange membrane and one solution 

[182,192,194,195,199,201–203]. In other cases, the LCD is measured in simplified 

or real ED systems [134,190,196,198,200,204].  

Since the “practical limiting current density” in ED is not identifiable by a 

marked plateau, several alternative methods, many of which of graphical nature, 

have been proposed in the literature so far. Isaacson and Sonin [196] proposed to 

consider as a measure of the limiting current, the intersection between a straight line 

extrapolated from the linear (Ohmic) region and the tangent drawn past the turning 

point in the region in which the current tends to level off. In 1959, Cowan and Brown 

[205] were the first who plotted the apparent resistance ΔV/i against the reciprocal 

current density 1/i to identify the limiting current density. They designated as LCD 

the point at which the trend line with a negative slope cuts that with a positive slope. 

Although several methods have been proposed and many efforts have been made so 

far, the determination of the LCD is still ambiguous. 

Figure 74a and Figure 74c show the determination of LCD in an ED unit fed 

with 0.5 g/l for both solutions, while Figure 74b and Figure 74d refer to the case of 

feeds at 60 g/l and 0.5 g/l for the concentrate and diluate, respectively. First, the 

method proposed by Isaacson and Sonin [196] was applied. As it can be seen from 

Figure 74a and Figure 74b, the slope of the right side tangent is not uniquely 

determined and depends on the density of the available experimental data. LCD 

values of ~12.3 and 17.8 A/m2 were obtained for the two test cases (a) and (b), 

respectively.  

Also the method proposed by Cowan and Brown [205], which identifies the 

LCD in the plot of the apparent resistance ΔV/i against the reciprocal current 1/i 

(Figure 74c and Figure 74d) was used. In some plots (Figure 74c), the trend line for 

higher 1/i values (low current values) was almost horizontal. The values of LCD thus 

obtained by the intersection of the two tangents, were ~12.8 and 16.7 A/m2, 

respectively, for test cases (c) and (d); these values are, especially in case (d), 

different from those obtained by the Isaacson-Sonin method. 
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 (a)  (b) 

 

 (c)  (d) 

Figure 74. Graphs (a, b) Isaacson and Sonin method: current density vs applied voltage. Graphs 

(c, d) Cowan-Brown method: ΔV/i vs 1/i. Symbols represent experimental data. These curves were 

obtained with NaCl solutions of: a) and c) equal concentration in both compartments, CDIL = CCONC = 

0.5 g/l; b) and d) concentrate concentration CCONC= 60 g/l and diluate concentration CDIL= 0.5 g/l. 

Velocities were 1.5 cm/s in both compartments. 

 

Mandersloot and Hicks [32], using the Cowan-Brown method, also observed 

quasi-horizontal regions in the ΔV/i vs. 1/i curve. In their experiments, they kept the 

concentration in the concentrate fixed while letting the diluate concentration vary, 

and concluded that this horizontal section appears because the membrane potential 

becomes negligible at high diluate concentrations. Experiments here reported suggest 

that the ΔV/i vs. 1/i curve flattens for 1/i∞ (i0), as in Figure 74c, not when the 

diluate concentration is high, but rather when the difference (CCONC–CDIL) tends to 
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zero, so that also the back electromotive force ΔV(i=0) (residual potential at zero 

current) tends to zero.  

This is illustrated by the current density-voltage curve of Figure 74a, which 

corresponds to Figure 74c. On the contrary, when (CCONC–CDIL) ≠ 0, one also has 

ΔV(i=0) ≠ 0, as shown in the current density-voltage curve of Figure 74b. In this case, 

in the linear region (low electrical current) the applied voltage can be approximated 

(neglecting the influence of concentration polarization) as ΔV= ΔV(i=0)+constant×i, 

and the ratio ΔV/i decreases as the current density i increases. 

The methods illustrated in Figure 74 are the most used in the literature; however, 

as discussed above, they may lead to an ambiguous determination of the limiting 

current in some cases, because the choice of the “appropriate” tangent lines is 

difficult. Meng et al. [206] pointed out the uncertainties of these methods and 

proposed a new method, but only to determine the optimal operating current, which 

should be lower than the limiting current. They used the desalting efficiency η 

defined as the ratio (𝐶𝑖𝑛
𝐷𝐼𝐿 − 𝐶𝑜𝑢𝑡

𝐷𝐼𝐿) 𝐶𝑖𝑛
𝐷𝐼𝐿⁄ . As the current increases, this parameter 

shows a maximum, which can be identified with the optimal operating current [206].  

 

Proposed method based on the current efficiency 

As an alternative to the desalting efficiency η, the current efficiency (or current 

utilization) λ [207] can be used to identify an optimal operating current and it can be 

defined as: 

𝜆 =
𝑧𝐹(𝑄𝑖𝑛

𝐷𝐼𝐿𝐶𝑖𝑛
𝐷𝐼𝐿 − 𝑄𝑜𝑢𝑡

𝐷𝐼𝐿𝐶𝑜𝑢𝑡
𝐷𝐼𝐿)

𝐼
 

(81) 

 

From the experimental values of current, flow rates and concentrations, the 

calculated λ was plotted against the current density as illustrated in Figure 75. For all 

experimental tests, a maximum of λ always occurs in such plots. Up to a certain value 

of the current density i, the current efficiency increases so that the 𝐶𝑜𝑢𝑡
𝐷𝐼𝐿(𝑖) curve 

exhibits a negative curvature (downward concavity). The increase of λ with the 

current density is because the coulombic flux becomes more and more dominant with 

respect to diffusive and osmotic fluxes. Once the maximum is reached, other 

detrimental phenomena (loss of permselectivity? depletion layer and space charge 

region appearance? water dissociation?) should appear, making λ decreases with i. 

When the current efficiency attains a maximum, the 𝐶𝑜𝑢𝑡
𝐷𝐼𝐿(𝑖) curve exhibits an 

inflection point (i.e., its curvature changes sign). 
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Kwak et al. [208] also observed this trend of the current efficiency and stated 

that the maximum λ corresponds to the initial stage of the overlimiting region. More 

appropriately, based on the results here reported, the current density corresponding 

to the maximum λ can be identified with the LCD, obtaining values of 11.6 and 19.2 

A/m2 for the cases (a) and (b), respectively. Indeed, these values are close to the 

above reported LCD values predicted by the Isaacson-Sonin or the Cowan-Brown 

(Figure 74) methods, but as an advantage, the method based on the λ maximum is 

less ambiguous and has a more practical usefulness. 

The λ - i plot, proposed to determine LCD, can also provide the CCD value: it 

corresponds to the zero current efficiency in the λ - i plot. For example, for inlet 

concentrations of 30 and 0.5 g/l, in the corresponding λ - i plot of Figure 75b, λ is 

zero for a current density of ~3 A/m2 that is the same value previously found for the 

CCD.  

While the CCD concept has little relevance in ED fed by two solutions of equal 

concentrations, in the case of two feed streams at different concentrations (e.g. in a 

multistage or feed and bleed ED system), a proper design must ensure that the critical 

current density value is well exceeded by the actual current density and that a large 

span exists between CCD and LCD, so as to leave comfortable margins for a flexible 

operation of the unit. 

 

 (a)  (b) 

Figure 75. Current efficiency (diamonds) and outlet diluate concentration (circles) as function of 

current density. Symbols are experimental data (trend lines were drawn to guide the eye). Data were 

obtained with NaCl solutions of: a) equal concentration in both compartments, CDIL = CCONC = 0.5 g/l; 

b) concentrate concentration CCONC = 60 g/l and diluate concentration CDIL = 0.5 g/l. Velocities were 

1.5 cm/s in both compartments. 
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4.4 ED stack performance and LCD 

It was observed in Figure 71, the one-dimensional model is in good agreement 

with the experiments until the LCD is reached. As reported in Section 4.1, an 

empirical correlation for the LCD, obtained from experiments with ED unit, is 

needed. 

The theoretical and empirical correlations presented in the literature (Table 11) 

show a dependence of the LCD on the diluate concentration. This fact reflects the 

operating conditions used in the experiments, in which often there is only one 

solution in an electrochemical test section [182,192,194,195,199,201–203] or, even 

if an ED stack is used, the same solution is fed into both the concentrate and the 

diluate compartments [134,190,196,198,200,204]. When the experiments are 

performed with the same inlet concentrations, one may conclude that LCD is only a 

function of the diluate concentration. However, in ED systems, different 

concentrations in the compartments can be found, especially near the outlet of the 

stack. 

Figure 76 summarizes the experimental results, obtained for the operating 

condition reported in Table 10, by reporting LCD, as determined by using the 

maximum current efficiency method illustrated above, as a function of the solution 

velocity for different values of the concentration in the concentrate compartment.  

 

 (a)  (b) 

Figure 76. Experimental results obtained with 155 m spacers: LCD as a function of the solution 

velocity for different values of the concentration in the concentrate compartment. a) concentration in 

the diluate Cdil = 0.5 g/l; b) concentration in the diluate Cdil = 1 g/l. Trend lines (power laws) are added 

to guide the eye. 
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Figure 76a is for a diluate concentration of 0.5 g/l, while Figure 76b for a diluate 

concentration of 1 g/l. Data can be interpolated by power laws, as commonly found 

in the literature (see Table 11). 

First, each graph confirms that, as commonly reported in the literature, LCD 

increases strongly with the solution velocity. Second, the comparison of the results 

in Figure 76a and Figure 76b, obtained with the same concentrate (30 g/l) and two 

different diluate concentrations (0.5 and 1 g/l, respectively), confirms that LCD 

increases with the diluate concentration. Furthermore, the comparison of the different 

curves in each graph, obtained for the same diluate concentration but different 

concentrations in the concentrate, shows that LCD increases significantly also with 

CCONC. This effect, usually not considered in the literature, is probably caused by the 

fact that salinity in the concentrate compartment affects the diluate concentration due 

to non-ideal phenomena such as diffusion and osmosis. It should be noticed that the 

trend of LCD vs u is similar to the trend of Sh vs Re reported in Figure 35b, for 

woven spacer and γ=45°, when the inlet concentrations are equal. In this case, indeed, 

the main contribution to the LCD appearance is the concentration polarization 

phenomena. However, when inlet concentration difference increases, the LCD shows 

a weaker dependency on u, due to the higher influence of other phenomena, such as 

osmotic and diffusive flux, on the LCD.  

From the previous results, the following correlation for the LCD was obtained: 

𝐿𝐶𝐷 = 𝑎
𝐹𝐶𝐷𝐼𝐿𝐷𝐷𝐼𝐿

𝐻
(

𝐻2𝑢

𝐿𝐷𝐷𝐼𝐿)

𝑏

 
(82) 

 

where a and b are: 

𝑎 = 0.455892 ∙ [0.019161 (
𝐶𝐶𝑂𝑁𝐶

𝐶𝐷𝐼𝐿 ) + 1] 
(83) 

 

𝑏 = 1.140255 (
𝐶𝐶𝑂𝑁𝐶

𝐶𝐷𝐼𝐿 )

−0.13983

 
(84) 

 

in which CCONC and CDIL are the inlet concentrations, H and u are the channel 

thickness and the void velocity respectively, both equal for the diluate and 

concentrate compartments.  

The correlation type of Eq. (82) and the dimensionless group (H2u/LDDIL) are 

the same of the Lévêque equation [171,186]. In Figure 77, the LCD values predicted 
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by Eq. (82) are reported and compared with the experimental results. The 

experimental results are well fitted by the correlation with a maximum error of ~17%. 

 

 (a)  (b) 

Figure 77. Experimental results obtained with 155 m spacers: LCD as a function of the 

parameter (H2u/LD) for different values of the concentration in the concentrate compartment. a) 

concentration in the diluate CDIL = 0.5 g/l; b) concentration in the diluate CDIL = 1 g/l. Lines and 

asterisk are the LCD values obtained by the Eq. (82). 

 

The empirical correlation was implemented in the model so that locally the 

current is limited to a maximum value corresponding to the limiting current predicted 

by the correlation. In Figure 78, the one-dimensional model with the implemented 

correlation is compared with the experimental results obtained with 60 g/l and 0.5 g/l 

as inlet concentrations in the concentrate and in the diluate respectively, and inlet 

velocity equal to 2 cm/s. Compared to the basic one-dimensional model that 

overestimated the LCD (Figure 71), now the model with the empirical correlation is 

able to satisfactorily predict the experimental current density – voltage curve. 

However, once the limiting current predicted by the correlation is reached along the 

entire length of the channel, a plateau region is predicted by the model and, as 
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in which the current density always increases with the voltage and an overlimiting 

region is expected. Moreover, the updated model is still not able to predict the slope 

variation in the outlet diluate concentration curve. Despite these small drawbacks, 

the model with the correlation implemented is still able to provide better predictions 

than the basic model. 
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 (a)  (b) 

Figure 78. a) Outlet Diluate concentration vs current density. b) Current density – voltage curve. 

Experimental data (symbols) and simulation results (lines) are compared. Simulation results were 

obtained using the one-dimensional model in which the empirical correlation (Eq. (82)) for LCD was 

implemented. Data were obtained using NaCl solutions with inlet concentrations of CCONC = 60 g/l in 

the concentrate and CDIL = 0.5 g/l in the diluate. The velocity was equal to 2 cm/s. 

 

4.4.1 Effect of spacer thickness 

Experiments were carried out also with thicker spacers, of about 280 μm 

(Deukum GmbH, Germany), keeping Type 10 membranes (Fujifilm B.V.) and in the 

same operating conditions reported in Table 10. However, only three inlet velocities 

were considered (0.25, 0.5 and 1 cm/s) due to a limitation in the available pumps. 

In Figure 79, the experimental values of the outlet diluate concentration are 

reported as function of the current density. The model results are also reported as 

lines and they are in good agreement with the experiments until the slope change that 

it is not predicted by the model.  

The CCD is identified in Figure 79 by the intersection of the curves and is equal 

to ~4.5 A/m2. In the same conditions but with spacer thickness of 155 μm, the CCD 

was found equal to ~6 A/m2 (Figure 72). The difference in the CCD values obtained 

with the two spacers is probably not due to the difference in channel thickness, but 

to a difference in salt diffusion permeability between the membranes used in the two 

tests. In fact, even if the type of membranes used in both experimental campaigns is 

the same, experimental measurements led to a value of ~310-12 m2/s for the 

membrane used with the 280 μm spacer, while a value of ~410-12 m2/s was found for 
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the membrane used in the 155 μm spacer tests. This difference is probably due to the 

use of IEMs belonging to different batches.  

 

Figure 79. Diluate outlet concentration vs current density. Experimental data (symbols) with 280 

μm spacers and simulation results (lines) obtained with the basic model are compared. Three solution 

velocities are examined. NaCl solutions are characterized by concentrate / diluate inlet concentrations 

of CCONC = 60 g/l and CDIL = 0.5 g/l. 

 

Results obtained with the two spacer thickness are compared in Figure 80. The 

current density-voltage curves, reported in Figure 80a, show that, in the linear part 

of the curve, for a given current density, the voltage drop is slightly larger in the case 

of the 280 μm spacer. This is due to the fact that, when the channel thickness 

increases, the channel Ohmic resistance increases but not exactly proportionally to 

the thickness variation because, at a certain current density, the outlet concentration 

is not the same in the two cases. In Figure 80b, it is possible to observe indeed that 

the desalting effect is larger with 155 μm spacers, having a lower outlet diluate 

concentration for a given current density. This effect is due to the fact that the flow 

rate is lower when 155 μm spacers are adopted, thus the same coulombic flux, which 

is proportional to the current, leads to a lower outlet concentration. The dotted black 

line in Figure 80b corresponds to an outlet concentration equal to the inlet one. The 

corresponding current density, i.e. the CCD values, are slightly different in the two 

cases, as already observed in Figure 79. Observing the current efficiency curve, it 

can be seen that with 280 μm spacers the current efficiency is more or less always 

higher with respect to the 155 μm spacers. Moreover, the maximum current 

efficiency, which corresponds to the LCD, is observed at higher current density 

values when 280 μm spacers are adopted. This can be also easily noticed looking at 
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Figure 80a where the slope change in the current density-voltage curve is attained at 

higher current density values. 

This result cannot be reconciled with the classic concentration polarization 

theory for the limiting current density, which predicts a value of ilim inversely 

proportional to the diffusion boundary layer thickness δ [136], which can be 

expressed also as the ratio Sh/H [134,198].  

However, the results obtained are consistent with other findings reported in the 

literature: for example, Zhong et al. [209] in 1983 studied the dependence of LCD 

on the channel thickness H, observing an increase with H with a maximum attained 

for H~1 mm and a decrease afterwards. Moreover, Tado et al. [210], on the basis of 

the Nernst-Planck equations, predicted an increase of the LCD as the channel 

thickness increased from 0.5 mm to 1.2 mm.  

 

 (a)  (b) 

Figure 80. a) Current density – voltage curve. b) Diluate outlet concentration (circles) and 

current efficiency (diamonds) vs current density. Experimental data obtained with spacers of 155 μm 

(red curves) and with spacers of 280 μm (blue curves) are compared. NaCl solutions are characterized 

by concentrate / diluate inlet concentrations of CCONC=30 g/l and CDIL =1 g/l. Inlet velocity is 0.5 cm/s 

for both solutions. 

 

In Figure 81 the experimental LCD values, determined as the current density 

values corresponding to the maximum of the current efficiency, and obtained with 

280 μm spacers, are reported. These results are well predicted by the empirical 

correlation reported in Eq. (82) which therefore remains valid when the channel 

thickness varies. 
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 (a)  (b) 

Figure 81. Experimental results obtained with 280 m spacers: LCD as a function of the 

parameter (H2u/LD) for different values of the concentration in the concentrate compartment. a) 

concentration in the diluate CDIL = 0.5 g/l; b) concentration in the diluate CDIL = 1 g/l. Lines and 

asterisk are the LCD values obtained by the Eq. (82). 

 

4.4.2 Effect of membrane properties 

In order to study the effect of membrane properties on LCD and stack 

performance, experiments were carried out in the same operating conditions reported 

in Table 10, with spacers thick 155 μm and with Type 12 membranes (Fujifilm B.V.). 

Properties of these membranes are reported in Table 12. 

 

Table 12. Properties of the FUJIFILM Type 12 ion-exchange membranes (data provided by 

manufacturer). 

 AEM CEM 

Permselectivitya [%] 96.65 98.2 

Osmotic permeability Lp,IEM [ml/m2hbar] 2.3 3.53 

Resistanceb [Ω cm2] (coefficient a) (Eq. (41)) 6.31 4.1 

Thickness (dry) [µm] 100 104 

a Based on electric potential measured over the membrane between 0.05 M and 0.5 M KCl solutions at 

25°C. 
b Measured in 2 M NaCl solution at 25°C. 
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These membranes differ from the Type 10 especially for the osmotic 

permeability and for the electrical resistance. In particular, Type 12 membranes show 

an osmotic permeability Lp,IEM which is ~55 – 70% lower than the value reported for 

Type 10 membranes (Table 7). In regard to the electrical resistance of Type 12 

membranes, this is equal to two or even three times the value of Type 10 membranes. 

It should be highlighted that no data about the salt diffusion permeability 

coefficient of Type 12 membranes were provided by the manufacturer. However, 

from the experimental determination of the CCD, it is possible to estimate this 

property as explained in Part III, Section 4.2. In Figure 82, experimental results and 

model prediction of the outlet diluate concentration are plotted as functions of the 

current density, in the case of 60 g/l and 0.5 g/l as inlet concentrations in the 

concentrate and diluate compartments, respectively. 

 

Figure 82. Diluate outlet concentration vs current density. Experimental data (symbols) with Type 

12 membranes and simulation results (lines) obtained with the basic model are compared. Three 

solution velocities are examined. NaCl solutions are characterized by concentrate / diluate inlet 

concentrations of CCONC=60 g/l and CDIL=0.5 g/l. 

 

As already observed in Figure 72 and in Figure 79, also in this case the model 

is not able to predict the slope variation in the outlet concentration curve. All the 

curves intersect at a point that identifies the CCD which is equal to ~2.5 A/m2. This 

value is much lower than what obtained with Type 10 membranes in the same 

conditions (Figure 72) and corresponds to a salt diffusion permeability coefficient of 

~1.6 m2/s. 
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In Figure 83, experimental results obtained with Type 12 (blue curves) and Type 

10 membranes (red curves), with 60 g/l and 0.5 g/l as inlet concentrations and 2 cm/s 

as inlet velocity, are compared.  

  

 (a) (b) 

Figure 83. a) Current density – voltage curve. b) Diluate outlet concentration (circles) and 

current efficiency (diamonds) vs current density. Experimental data obtained with Type 10 membranes 

(red curves) and with Type 12 membranes (blue curves) are compared. NaCl solutions are 

characterized by concentrate / diluate inlet concentrations of CCONC=60 g/l and CDIL =0.5 g/l. Inlet 

velocity is 2 cm/s for both solutions. 

 

Observing Figure 83a, in the linear part of the current density-voltage curve, for 

a given current density, the voltage is higher when Type 12 membranes are adopted. 

This result was of course expected because of the higher electrical resistance of Type 

12 membranes with respect to the Type 10. After the linear part, the slope variation 

is attained at lower current density in the case of Type 12 membranes. This result can 

be observed also in Figure 83b where the current efficiency is plotted against the 

current density. Type 12 membranes provide current efficiency values higher than 

Type 10 but the maximum is attained at lower current density, which corresponds to 

lower LCD value. It is also possible to see that the point at current efficiency zero 

correspond to two different CCD values, confirming that the salt diffusion 

permeability coefficient of Type 12 membranes is lower than Type 10. 

In all the experiments performed, the LCD values obtained with Type 12 were 

always lower than LCD values obtained with Type 10. As a consequence, Eq. (82) 

with parameters a and b expressed as in Eqs. (83)-(84), cannot fit the experimental 

results. Keeping the same type of correlation as in Eq. (82), the following different 
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expressions for a and b were found in order to fit the results with Type 12 

membranes: 

𝑎 = 0.479687 ∙ [0.006415 (
𝐶𝐶𝑂𝑁𝐶

𝐶𝐷𝐼𝐿 ) + 1] 
(85) 

 

𝑏 = 0.840545 (
𝐶𝐶𝑂𝑁𝐶

𝐶𝐷𝐼𝐿 )

−0.001774

 
(86) 

 

In Figure 84, the LCD values predicted by Eqs. (82)-(83)-(84) are reported and 

compared with the experimental results. The experimental results are well fitted by 

the correlation with a maximum error of ~20%. 

  

 (a)  (b) 

Figure 84. Experimental results obtained with Type 12 membranes: LCD as a function of the 

parameter (H2u/LD) for different values of the concentration in the concentrate compartment. a) 

concentration in the diluate CDIL=0.5 g/l; b) concentration in the diluate CDIL=1 g/l. Lines and asterisk 

are the LCD values obtained by the Eq. (82), in which the parameters a and b are defined as in Eqs. 

(85)-(86). 

 

The final goal would be to obtain one correlation in which the parameters a and 

b depend on the membrane properties, so that the correlation is generally valid. To 

do this however, it is necessary to do other experimental campaigns with membranes 

having different properties, in order to clearly understand how each individual 

membrane property affects the LCD. 
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4.4.3 Effect of profiled membranes 

Pillars profiled membranes 

When profiled membranes are adopted, the stack in no more symmetric. In the 

case of profiled membranes with pillars (see Figure 85), each channel contains the 

profiles of only one membrane type, either cationic or anionic. The channel thickness 

is created by the height of the pillars which touch the flat side of the other membrane. 

Pillars membranes with profiles of 150 μm, with p/H=6.66, were experimentally 

tested in a cross-flow stack (REDstack B.V.) with 10 cell pairs. The open area, i.e. 

the membrane area not occupied by profiles, is equal to 50%. These membranes have 

same properties of Type 10 membranes (Table 7) and were provided by Fujifilm B.V.  

 

Figure 85. Schematic representation of two cell pairs with pillars profiled membranes. Cation 

exchange membranes are in red and anion exchange membranes in blue. The channel thickness is 

created by the pillars itself. 

 

In order to study the possible asymmetric behaviour of the stack with profiled 

membranes, experiments were carried out changing the current direction. 

Concentrations of 0.5 and 1 g/l of NaCl were tested as inlet values in the diluate and 

in the concentrate compartments, respectively. To exclude the effect of possible flow 

misdistribution in the channels, the diluate and concentrate compartments were 

changed. Moreover, the experiments were performed in the three possible modes: 

ED, RED and ARED. Results are reported in Figure 86a while a zoom of the ED 

mode is shown in Figure 86b. In the latter, the scheme of the profiled CEM is only 

reported as a reference to specify the current direction. The reported values of current 

density were obtained as the ratio of the total current and the active membrane area, 

excluding the profiles. 
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 (a)  (b) 

Figure 86. Experiments with pillars profiled membranes. Current density vs applied external 

voltage: a) results in ED, RED and ARED modes; b) zoom of the results in ED mode. NaCl solutions 

are characterized by concentrate / diluate inlet concentrations of CCONC=1 g/l and CDIL =0.5 g/l. Inlet 

velocity is 1 cm/s for both solutions. 

 

The best results were obtained when, considering the cation exchange 

membrane, the current was directed from the membrane bulk to the profiles: in this 

case, indeed, the green curve shows higher LCD. It is worth to note that the black 

curve, corresponding to the worst configuration, shows a slope change also in ARED 

mode, which reminds a limiting behaviour.  

In the best observed configuration, an experimental campaign was performed 

adopting the operating conditions reported in Table 10. Experimental results 

obtained with profiled membranes were compared with results obtained with Type 

10 flat membranes and spacers of thickness similar to pillars profiles, i.e. 155 μm. In 

Figure 87 an example of this comparison is reported for the case with 30 g/l and 0.5 

g/l as inlet concentrations in the diluate and in the concentrate, respectively, and 1 

cm/s as inlet velocity in both compartments.  
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 (a)  (b) 

Figure 87. a) Current density – voltage curve. b) Diluate outlet concentration (circles) and 

current efficiency (diamonds) vs current density. Experimental data obtained with pillars profiled 

membranes (red curves) and with flat Type 10 membranes and 155 μm spacers (blue curves) are 

compared. NaCl solutions are characterized by concentrate / diluate inlet concentrations of CCONC=30 

g/l and CDIL =0.5 g/l. Inlet velocity is 1 cm/s for both solutions. 

 

Observing the linear part of the current density – voltage curve Figure 87a, it is 

possible to observe that the two configurations provide the same voltage for a given 

current density. However, at the same current density, the desalination effect is 

slightly higher when pillars profiled membranes are adopted: in Figure 87b, indeed, 

the red curves for pillars profiled membranes show that the outlet diluate 

concentration is lower while the current efficiency is higher than what obtained with 

flat membranes and spacers (blue curves). It should be pointed out that, even if 

profiled and flat membranes, are provided by the manufacturer (Fujifilm B.V.) as 

Type 10 membranes with the same properties, looking at the zero current efficiency 

value, this corresponds to two different CCD values: pillars profiled membranes, in 

particular, show a lower CCD (~2.34 A/m2 against ~3.2 A/m2 for flat membranes), 

thus also a lower salt diffusion permeability coefficient (~310-12 m2/s against ~410-

12 m2/s for flat membranes). However, since this discrepancy was also observed when 

Type 10 membranes from different batches were used, it is not possible to exclude 

that this can be the reason also in this case. 

In regard to the LCD appearance, this is observed at lower current density values 

when pillars profiled membranes are adopted. This can be related to the poor mixing 

promotion obtained with the tested pillar configuration with respect to the woven 

spacers, also confirmed by the Sh values reported in Part II, Sections 4.1 and 4.2. 
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The basic version of the model (with no limitation for the LCD appearance), 

presented in Part III, Section 2, was used to simulate an ED stack with pillars profiled 

membranes. Model predictions and experimental results are compared in Figure 88. 

The model, which includes CFD results for the Sherwood number, the friction factor 

f and the expression for the Ohmic resistance of a whole cell pair presented in Part 

II, Sections 4 and 5, for profiled membranes presented in Part II, is in good agreement 

with the experiments as long as the current density is below the LCD. 

To obtain an empirical correlation for the LCD when profiled membranes are 

adopted, a large experimental campaign is ongoing at University of Palermo, in 

which pillars profiled membranes with different geometric parameters (l/p, p/H and 

open area) are investigated. 

 

Figure 88. a) Outlet Diluate concentration vs current density. b) Current density – voltage curve. 

Experimental data (symbols) and simulation results (lines) obtained for pillars profiled membranes are 

compared. Simulation results were obtained using the basic version of the one-dimensional model 

without the empirical correlation for LCD. Data were obtained using NaCl solutions with inlet 

concentrations of CCONC=CDIL=0.5 g/l. The velocity was equal to 1 cm/s. 

 

OCF profiled membranes 

The stack is not symmetric even when OCF profiled membranes are adopted. 

This is due to the fact that membranes provided by Fujifilm B.V. were profiled only 

on one side: these profiles are straight filaments which have to be orthogonal to the 

other profiles of the opposite membrane (see Appendix C). This means that the 

thickness of one of the two channel is created by the sum of the height of the two 

orthogonal profiles while, in the other channel, a spacer is used to separate the flat 

sides of the membranes (Figure 89).  
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Figure 89. Schematic representation of two and a half cell pairs with OCF profiled membranes. 

Cation exchange membranes are in red and anion exchange membranes in blue. The channel thickness 

is created by the two overlapped cross filaments. In one of the two channels, a spacer is needed. 

 

In order to study the asymmetric behaviour of the stack with OCF profiled 

membranes, the same type of experiments described for pillars membranes were 

carried out. The results reported in Figure 90 show that also in this case a better 

configuration exists and it coincide with the result obtained with pillars: when the 

current flows from the bulk of a CEM to the profile, better performance are expected. 

 

 (a)  (b) 

Figure 90. Experiments with OCF profiled membranes. Current density vs applied external 

voltage: a) results in ED, RED and ARED modes; b) zoom of the results in ED mode. NaCl solutions 

are characterized by concentrate / diluate inlet concentrations of CCONC=1 g/l and CDIL =0.5 g/l. Inlet 

velocity is 1 cm/s for both solutions. 
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In these experiments, more current density steps were adopted and this allowed 

observing, even in the best configuration, the slope variation in ARED mode, also 

observed in Figure 86, for pillars membranes. 

In the best observed configuration, an experimental campaign was performed 

adopting the operating conditions reported in Table 10 and the experimental method 

described in Appendix C. Experimental results obtained with OCF profiled 

membranes were compared with results obtained with Type 10 flat membranes and 

spacers of thickness similar to the channel with profiles, i.e. 280 μm. In Figure 91 an 

example of this comparison is reported for the case with 30 g/l and 0.5 g/l as inlet 

concentrations in the diluate and in the concentrate, respectively, and 1 cm/s as inlet 

velocity in both compartments. Observing Figure 91a, it is possible to observe that, 

in the first linear part of the curve, the OCF profiled membranes provide a lower 

voltage for a given current density. Moreover, the desalination effect is the same in 

the two cases. In Figure 91b, indeed, the current efficiency and the outlet diluate 

concentration curves obtained in the two configurations are overlapped. It should be 

pointed out that, in this case, the zero current efficiency value corresponds to equal 

CCD values and so equal salt diffusion permeability. 

In regard to the LCD appearance, this is observed at higher current density 

values when OCF profiled membranes are adopted.  

  

 (a)  (b) 

Figure 91. a) Current density – voltage curve. b) Diluate outlet concentration (circles) and 

current efficiency (diamonds) vs current density. Experimental data obtained with OCF profiled 

membranes (red curves) and with flat Type 10 membranes and 270 μm spacers (blue curves) are 

compared. NaCl solutions are characterized by concentrate / diluate inlet concentrations of CCONC=30 

g/l and CDIL =0.5 g/l. Inlet velocity is 1 cm/s for both solutions. 
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Also in the case of OCF profiled membranes, the predictions of the basic version 

of the model (with no limitation for the LCD appearance), presented in Part III, 

Section 2, were compared with experimental results (Figure 92). The model, which 

includes CFD results for the Sherwood number, the friction factor f and the 

expression for the Ohmic resistance of a whole cell pair presented in Part II, Sections 

4 and 5, for profiled membranes presented in Part II, is in good agreement with the 

experiments as long as the current density is below the LCD. 

To obtain an empirical correlation for the LCD when profiled membranes are 

adopted, a large experimental campaign is ongoing at University of Palermo, in 

which OCF profiled membranes with different geometric parameters (l/H and open 

area) are investigated. 

 

Figure 92. a) Outlet Diluate concentration vs current density. b) Current density – voltage curve. 

Experimental data (symbols) and simulation results (lines) obtained for OCF profiled membranes are 

compared. Simulation results were obtained using the basic version of the one-dimensional model 

without the empirical correlation for LCD. Data were obtained using NaCl solutions with inlet 

concentrations of CCONC=CDIL=0.5 g/l. The velocity was equal to 1 cm/s. 
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Part IV: Process modelling and 

characterisation of advance hybrid systems 

 

 

 

 

 

 

 

 

 

 

The following results have partially been published in: 

La Cerva et al., Desalination, vol. 467, 2019. 
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1. Literature review 

(Assisted) Reverse Electrodialysis coupled with RO 

In hybrid arrangements with RO, the RED process, besides reducing the energy 

consumption by producing green energy, can be used as a pre-treatment, reducing 

the feed salinity (i.e. the pressure level required for pumping in RO) or can be 

integrated with existing desalination plants using their outlet brine as the high salinity 

(typically above 50-60 g/l) feed and providing also a desalting strategy for brine 

disposal [211].  

Li et al. [82] explored both concepts in different configurations of RED and RO 

integration by using a simple lumped parameters model. Considering spacerless 

channels in RED under batch operations, they first studied the effects of the external 

load and of the concentration and volume of the dilute solution on the energy 

harvested and on the outlet concentration of the saline stream. The optimized 

operating conditions, which maximise the specific energy harvested and minimize 

the discharge time, were found for a low to high salinity ratio close to 0.01, an 

external load equal to the initial internal resistance and a volumetric ratio of the low 

to the high salinity solution of 2. This optimized design for the RED process was 

then combined with the RO process for which ideal membranes and uniform 

hydraulic pressure were considered. The authors observed that the RED-RO 

configuration is more effective in reducing the specific energy consumption 

compared to the RO-RED design. Moreover, arranging the RED process as a pre-

treatment, reduces the risk of scaling for RO, since some divalent ions (Ca2+ and 

Mg2+) can partially be removed. Also more complex schemes were simulated, 

showing promising results in reducing the energy consumption. However, the 

authors did not investigate the full optimisation of the integrated system, which may 

lead to very different “optimal” operating conditions compared to what was found 

by optimising the stand-alone RED and RO units. 

More recently, Mei et al. [212] experimentally observed that the power density 

harvested from RED process can be increased if the sink stream, at low 

concentration, has concentration between 0.01 and 0.02 M, typical of effluents from 

treated municipal wastewater, or when the high concentration stream has 

concentration from 0.6 to 2 M, typical of brine from RO. From these results, they 

proved that RED can be coupled with RO both as a pre-treatment and a post-

treatment. However, they did not study the integrated system and a cost analysis is 

missing. 
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Other studies only focused on the role of RED process as a post-treatment to 

reduce the concentration of the brine produced in RO or other industrial processes, 

before discharging it, producing electric energy at the same time [10,213,214].  

Another pre-desalting option is the Assisted Reverse Electrodialysis (ARED) 

process. In ARED an additional external voltage is applied in order to increase the 

stack electrical current (and consequently, the salt flux from seawater to the sink 

stream) above the short-circuit condition. Vanoppen et al. [81,177] have proposed a 

hybrid scheme, consisting of an ARED stage followed by a brackish water RO 

(BWRO). The authors carried out experiments in order to characterize the ARED 

stack and then, considering the ARED-RO combination, they observed that, under 

certain operating conditions, an energy consumption reduction is possible. The 

economic analysis showed that the ARED-RO coupling was competitive with the 

stand-alone SWRO when the price of the ion-exchange membranes (IEMs) was 

lower than 10 €/m2. 

 

Electrodialysis coupled with RO 

A different integration scheme for seawater RO desalination is the coupling with 

an Electrodialysis (ED) unit. In this case, Electrodialysis has the theoretical 

advantage of requiring lower specific energy for the removal of salt from high 

salinity streams when only a partial desalination is performed [215,216]. With 

reference to this latter case, ED can be coupled to RO for pre-desalting the feed 

seawater, thus reducing the operating pressure of RO. 

Galama et al. [39] studied experimentally the pre-desalination of seawater by 

ED. Supported by literature data on the energy consumption of BWRO systems, they 

found that current densities higher than 50 A/m2 led to overall energy consumptions 

of the ED-BWRO lower than those of the stand-alone ED. The authors claimed the 

potential reduction of energy consumption also with respect to SWRO. However, no 

comparison with conventional stand-alone SWRO and no data supporting this 

conclusion were reported. Moreover, only energy costs are considered, which leads 

to possible misleading conclusions. McGovern et al. [215,216] assessed the ED 

desalination performance by letting the feed salinity vary and they found the partial 

desalination of highly concentrated brackish waters as the most cost effective 

application, thus envisioning a possible use in ED-BWRO coupled treatments. The 

performance of an ED-BWRO real plant was tested for brackish water (2000-4000 

ppm) desalination in domestic applications [217], showing promising results in 

increasing the recovery of produced water.  
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To the best of our knowledge, the only cost analysis presented so far on the ED-

RO coupling has been performed by Post et al. [6]. They considered a theoretical ED 

spacerless unit, with ideal membranes (perfectly ion-selective, no transport of co-

ions and water) and a low membrane cost (5 €/m2). Under these assumptions, 

considering a limited range of operating conditions and considering theoretical 

energy consumptions, the ED-BWRO configuration was shown to be competitive 

with respect to SWRO. 

For the sake of completeness, it should be mentioned that other coupling 

solutions presented in the literature concern the application of RO-ED systems, i.e. 

hybrid processes where the RO retentate brine is fed to a following ED step (in more 

or less complex schemes which may involve recirculations), e.g. for valorisation of 

reverse osmosis brines [218–221]. 

 

The above literature review shows that schemes of hybridization in which 

electromembrane processes are used to valorise the brine produced in RO are very 

promising because they allow the diluted brine to be discharged with less 

environmental damages and/or they can also produce electricity. Concerning the use 

of electromembrane processes as pre-desalting steps for RO, a few works show the 

potential benefits of this integrations. However, the analysis reported are theoretical 

or based on simplified models, while a comparison with the standard stand-alone 

SWRO is not reported and cost analysis is often missing. 

In this thesis, a comprehensive simulation tool was developed in order to 

perform a sensitivity analysis of the operation of hybrid (A)RED-RO and ED-RO 

schemes for seawater desalination under the constraint of a final product having a 

salinity lower or equal to 0.5 g/l. This salinity threshold coincides with the secondary 

drinking water regulation for total dissolved solids adopted by the US Environmental 

Protection Agency (EPA) [222]. The simulation tool was adopted to analyse the 

influence of operating parameters and operational strategies on the cost saving of the 

hybrid systems compared to stand-alone SWRO, identifying promising operational 

ranges and schemes. 
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2. RO model and validation 

The model adopted for the RO process is a lumped parameter model, in which 

average concentrations and pressure in each RO module are considered to compute 

water and salt fluxes, while variations along the modules of each pressure vessel (PV) 

are considered. Another simplifying assumption is that the pressure drops in the 

permeate channel are neglected. 

Under these assumptions and with reference to Figure 93, which shows an 

example of a typical series arrangement of RO spiral-wound modules inside a PV, 

the mass balance equations in the i-th module can be written as: 

𝑄𝑟
𝑖 = 𝑄𝑓

𝑖 − 𝑄𝑝
𝑖  (87) 

 

𝐶𝑟
𝑖𝑄𝑟

𝑖 = 𝐶𝑓
𝑖𝑄𝑓

𝑖 − 𝐶𝑝
𝑖 𝑄𝑝

𝑖  (88) 

 

where 𝑄𝑟
𝑖  is the retentate flow rate, 𝑄𝑓

𝑖  is the feed flow rate, 𝑄𝑝
𝑖  is the permeate flow 

rate, 𝐶𝑟
𝑖 , 𝐶𝑓

𝑖 and 𝐶𝑝
𝑖  are the salt concentrations in the retentate, in the feed and in the 

permeate, respectively. 

 

Figure 93. Sketch of an RO pressure vessel with n spiral wound membrane elements in series. 

 

The permeate concentration (𝐶𝑝
𝑖 ) can be obtained from the salt molar flux (𝑁𝑠

𝑖) 

expression: 

𝑁𝑠
𝑖 = 𝐵(𝐶𝑓,𝑎𝑣𝑔

𝑖 − 𝐶𝑝
𝑖 )/𝑀𝑆 (89) 
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where B is the salt permeability constant, MS is the molar mass of salt (in this case 

NaCl at 25 °C), while 𝐶𝑓,𝑎𝑣𝑔
𝑖  and 𝐶𝑝

𝑖  are the average concentrations in the feed and 

in the permeate (expressed in g/l), respectively. 

The water flux (𝐽𝑊
𝑖 ) and the permeate flow rate (𝑄𝑝

𝑖 ) are functions of the water 

permeability constant, Ap, and the net driving force, according to Eq. (90): 

𝑄𝑝
𝑖 = 𝐽𝑊

𝑖 𝑆 = 𝐴𝑝[𝑃𝑎𝑣𝑔
𝑖 − (𝑓

𝑖 − 𝑝
𝑖 )]𝑆 (90) 

 

in which 𝑃𝑎𝑣𝑔
𝑖  is the feed channel average pressure, 𝑓

𝑖  and 𝑝
𝑖  are the osmotic 

pressures of the feed (considering the average concentration in the channel) and the 

permeate, calculated by the Van’t Hoff equation.  

Since the average concentration (𝐶𝑓,𝑎𝑣𝑔
𝑖 ) depends on the permeate flow rate (𝑄𝑝

𝑖 ) 

and this latter, in its turn, depends on 𝐶𝑓,𝑎𝑣𝑔
𝑖  (as it affects the osmotic pressure 𝑓

𝑖 ), 

an iterative calculation is necessary to solve the set of equations. 

The permeate is collected in the permeate duct, where its flow rate is added to 

that produced in all previous modules, while the concentration is obtained by a 

weighted average of the outlet concentrations from the previous modules, where the 

weights are the relevant flow rates. At the outlet of the pressure vessel, the flow rate 

(𝑄𝑑
𝑛) and the salt concentration (𝐶𝑑

𝑛) of the permeate are: 

𝑄𝑑
𝑛 = ∑ 𝑄𝑝

𝑖

𝑛

𝑖=1

 
(91) 

 

𝐶𝑑
𝑛 =

∑ 𝐶𝑝
𝑖 𝑄𝑝

𝑖𝑛
𝑖=1

𝑄𝑝
𝑛  

(92) 

 

The outlet pressure in the i-th module is calculated as the inlet pressure minus 

the frictional losses: 

𝑃𝑟
𝑖 = 𝑃𝑓

𝑖 − ∆𝑃𝑖 (93) 

 

Considering only the distributed frictional losses along the module, these can be 

estimated by the Darcy-Weisbach equation: 

∆𝑃𝑖 = 𝑓
𝐿

𝑑ℎ
𝜌𝑆𝑂𝐿

𝑢𝑣𝑜𝑖𝑑
2

2
 

(94) 
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where f is the friction factor, L is the module length, dh is the channel hydraulic 

diameter assumed equal to twice the channel thickness, ρSOL is the density of the 

solution fed into the module and uvoid is the void velocity, i.e. the velocity which 

would yield the given flow rate if the channel were spacerless.  

The friction factor depends on the spacer geometry and on the Reynolds number. 

In regard to the spacer geometry, in the feed channel of an RO module, usually 

overlapped spacers are adopted [47–49]. Due to the lack of detailed data on the spacer 

geometry adopted in the commercial RO modules considered in this work, friction 

factor values obtained by CFD simulations for overlapped spacers (reported in Part 

II, Section 5) were used. In the range of the Reynolds numbers investigated here 

(100-300), the friction factor for the overlapped spacer with an orientation of 45° 

with respect to the flow, can be estimated as f ≈10∙(96⁄Re). 

The RO model described was implemented in a MS Excel™ spreadsheet and 

solved by macros. Since a validation with experimental results was not possible, the 

present model was compared with the theoretical predictions of two widely used 

commercial codes provided by DOW Chemical Company: ROSA, a user-friendly 

program for the RO module design, and its evolution, the more recently developed 

WAVE software [50]. In all simulations one PV was considered with seven modules, 

all of the same type, which guarantee for all cases the achievement of the target 

permeate concentration (lower than 0.5 g/l). The modules were selected among three 

products offered by DOW Chemical, whose main features are reported in Table 13 

and Table 14. 

In Figure 94, the comparison between the model here presented and the 

commercial codes ROSA and WAVE is reported for the case of a single PV with 

seven SW30XHR-440i modules. The inlet flow rate was set equal to 10 m3/h with a 

concentration of 32 g/l NaCl and the feed pressure was imposed equal to 40 bar. 

Figure 94 shows that our model predictions are in very good agreement with those 

of the two commercial codes, with only a small overestimation of the permeate 

concentration. 
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Table 13. Performance data of RO modules provided by DOW Chemical [49–51]. 

 BW30HR-440i SEAMAXX SW30XHR-440i 

Active area [m2] 41 41 41 

Length [m] 1.016 1.016 1.016 

Channel 

thickness [mm] 
0.7112 0.7112 0.7112 

Permeate Flow 

rate [m3/day] 
48 a 64.4 b 23 b 

Salt Rejection 

[%] 
99.4 a 99.7 b 99.82 b 

a Values based on the following test conditions: 2,000 ppm NaCl, 15.5 bar, 25°C, pH 8 and 15% 

recovery. 
b Values based on the following test conditions: 32,000 ppm NaCl, 55 bar, 25°C, pH 8 and 8% 

recovery. 

 

Table 14. Membrane properties derived from the data in Table 13. 

 BW30HR-440i SEAMAXX SW30XHR-440i 

Ap [l/(m2h bar)] 3.581 2.424 0.938 

B [l/(m2h)] 0.294 0.197 0.0458 
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 (a) (b) 

 

 (c) (d) 

 

 (e) 

Figure 94. Comparison between the RO model presented in this thesis (empty triangles) and 

predictions of ROSA (solid circles) and WAVE (empty squares) software. Flow rates and TDS for feed 

and permeate duct are reported as a function of the elements. The feed pressure is also reported. 

Simulations were conducted with RO module SW30XHR-440i, inlet flow rate of 10 m3/h, inlet 

concentration of 32 g/l NaCl and feed pressure of 40 bar.  
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3. Model validation 

The simulation tool adopted for hybrid schemes was obtained by combining the 

one-dimensional model for electromembrane processes described in Part III and the 

model for RO presented in the previous section. Both models were implemented in 

Excel™.  

Within the activities of the REvivED water project (Low energy solutions for 

drinking water production by a Revival of ElectroDialysis system), funded by the 

European Union's Horizon 2020 Research and Innovation program (Grant 

Agreement no. 685579), a pilot demonstration system was constructed by Trunz 

Water Systems AG, and installed in May 2019 in Burriana, Spain, in a wastewater 

treatment plant owned by FACSA, a Spanish private company. This location was 

chosen for the possibility to have both seawater and wastewater that is needed if the 

RED mode has to be tested. The pilot system is installed inside of a weather resistant 

container for outdoor applications (Figure 95). 

The plant can produce 25 m3/day of fresh water and consists of two 44×44 stacks 

(REDstack B.V.) in series, each one having 288 cell pairs with Type 10 membranes 

(Fujifilm B.V.) and spacers of thickness 280 μm, followed by an RO pressure vessel 

with 6 DOW (Filmtec) SW30-4040 modules. Seawater is pre-treated by a sand filter, 

a wrapped cartridge filter with a filter size of 100 μm and an ultrafiltration (UF) 

system with a pore size of 0.02 μm. In the case of wastewater, the pre-treatment 

system is similar to that one described for seawater with an activated carbon filter 

added after the UF. The picture in Figure 96 shows the plant inside the container. 

Five different operation modes were assumed for the two stacks:  

- Two stages ED, one pass; 

- One stage ED, feed and bleed; 

- Two stages ED, feed and bleed; 

- RED-ED, one pass (both SW and TWW exiting from the first stack are fed 

into the second); 

- RED-ED, split (only SW from the first stack is split and fed into second 

stack). 

In all modes, a polarity and a feedwater reversals are expected in both stack 

every 30 minutes in order to prevent scaling and membrane fouling [223,224]. 

All the settings and parameters for the pre-treatment, the ED and the RO systems 

can be controlled by three different E-Panels. An example is reported in Figure 97. 
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Figure 95. Outside of the container in which the integrated (R)ED-ED-RO system is installed. 

Photo taken during the inauguration and the visit at the plant on May 28, 2019 in Burriana, Spain. 

 

 

Figure 96. Inside the container. At the bottom left, the box containing the two stacks. Above the 

box, the RO pressure vessel. On the right, ultrafiltration systems. 

 

The pilot system was tested in the “Two Stages ED, one pass” mode, in which 

the pre-treated seawater is fed into the first stack and then into the second one, in 

both diluate and concentrate compartments. The pre-desalted seawater exiting from 

the second stack is collected in a buffer tank and fed into the RO pressure vessel. 
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Figure 97. E-Panel for the RO system. The pressure vessel is depicted in the centre. Valves, tanks, 

filters and pumps are also reported. The dotted line and the pumps in green, mean that the system is 

running. 

 

The first tests were performed for 1-2 hours, studying the plant response to 

different operating conditions. In addition, the reproducibility was analysed, showing 

good results. After these tests, an experiment of 8 hours was carried out in order to 

study the stability of the plant. This experiment was carried out by fixing the desired 

flow rates at the outlet of the second stack, the applied voltage in the first stack and 

the outlet conductivity from the second stack. In particular, the settings are the 

following: 

- 𝑄𝑜𝑢𝑡,𝐼𝐼 𝑠𝑡𝑎𝑐𝑘
𝐷𝐼𝐿 = 1800 𝑙/ℎ 

- 𝑄𝑜𝑢𝑡,𝐼𝐼 𝑠𝑡𝑎𝑐𝑘
𝐶𝑂𝑁𝐶 = 900 𝑙/ℎ 

- ∆𝑉𝐼 𝑠𝑡𝑎𝑐𝑘 = 100 𝑉 

- 𝜎𝑜𝑢𝑡,𝐼𝐼 𝑠𝑡𝑎𝑐𝑘
𝐷𝐼𝐿 = 26 𝑚𝑆/𝑐𝑚 

 

The ratio between the flow rates in the diluate and concentrate compartments is 

chosen in order to have a water recovery of ~67%. The RO will produce ~1000 l/h 

with a final water recovery of ~37%. The decision to not control the outlet 

conductivity from the first stack and to apply a certain voltage is due to the 

observation of malfunctions and poor performance with respect to the second stack. 

Indeed, after the firsts short tests, a rapid increase in the electric resistance was 

observed in the first stack. To avoid that the voltage could increase and damage the 

rectifier when the outlet conductivity is controlled, an applied voltage of 100 V was 

safely fixed.  
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In Figure 98, voltage and current are reported against time in both first (graphs 

a and b) and second stack (graphs c and d). The fluctuations correspond to the polarity 

reversal. The applied voltage of 100 V in the first stack corresponds to a current of 

~30 A, leading to a stack resistance of ~3 Ω.  

   

 (a)  (b) 

   

 (c)  (d) 

Figure 98. Voltage and current vs time in the first stack (a, b) and in the second one (c, d). 

 

In the second stack, the outlet diluate conductivity is controlled to reach the set 

point of 26 mS/cm, which requires a current of ~48 A and a corresponding voltage 

of ~58 V. In the second stack, the resistance is ~1.2 Ω. This confirms the poor 

performance of the first stack observed after the first tests.  
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In Figure 99a, the inlet conductivity in the first stack is reported. This is equal 

to ~ 51 mS/cm for both diluate and concentrate compartment and it is constant in 

time. Graph (b) and (c) in Figure 99, report the outlet diluate conductivity from the 

first and second stack, respectively. The big fluctuations correspond to the moment 

in which the feed water is reversed.  

    

 (a)  (b) 

   

 (c)  (d) 

Figure 99. Conductivity vs time: a) inlet diluate and concentrate conductivity in the first stack; b) 

outlet diluate conductivity from the first stack; c) outlet diluate conductivity from the second stack; d) 

outlet concentrate conductivity from the second stack. 

 

A current of 30 A in the first stack (Figure 98b) leads to an outlet diluate 

conductivity of ~44 mS/cm. The red line in graph (c) identifies the set point of 26 
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mS/cm which is not fully reached mainly because the control in conductivity has a 

slow response and the frequency of polarity reversal was too small. In regard to the 

outlet concentrate conductivity (Figure 98d), this is equal to ~95 mS/cm and shows 

the same fluctuations observed in graphs (b) and (c). 

In Figure 100, the outlet flow rates from the diluate (graph a) and concentrate 

(graph b) compartments are reported as functions of time. The red lines identify the 

set point. Despite some fluctuations, the desired flow rates are well reached by the 

control program. 

 

 (a)  (b) 

Figure 100. Outlet flow rates from the second stack as functions of time: a) diluate flow rate; b) 

concentrate flow rate. 

 

The experimental results obtained from this experiment were used to validate 

the simulation tool for integrated systems. The electromembrane and the RO models 

are both valid for monovalent ions, i.e. for binary salts such as NaCl. The experiment 

was performed with real seawater so other salts are present even if in lower 

concentrations than NaCl. To run the simulation, the experimental conductivity 

values were assumed to be equal to concentrations of only NaCl.  

The simulation was run at fixed current, equal to the experimental one. In Figure 

101, experimental values of voltage are reported and compared with model 

predictions. The voltage predicted by the model in the first stack is much lower than 

what observed in the experiment while there is a good agreement in the second stack. 

This big difference between the model and the experiment in the first stack is 

essentially due to malfunctions in the first stack. 
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Figure 101. Voltage in the first and second stack. Experimental results are compared with model 

predictions (empty symbols). 

 

Experimental values of flow rate (graph a) and conductivity (graph b) are 

compared with model predictions in Figure 102. The experimental values are 

considered as average values over time while the model provides stationary results. 

As it can be observed, the model is in good agreement with experiment and the small 

difference in conductivity values is mainly due to the fact that multivalent ions are 

not considered in the model. 

 

 (a)  (b) 

Figure 102. a) Flow rates and b) conductivity in the first and second stack. Experimental results 

(symbols) are compared with model predictions (dotted lines). 
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In regard to the RO, the same experimental pressure value was fixed in the 

model to run the simulation. The results from the model are compared with the 

experimental values in Table 15.  

 

Table 15. Experimental results and model prediction of outlet conductivity and permeate flow 

rate after the RO process. 

 Pressure 

[bar] 

Outlet permeate 

conductivity [μS/cm] 

Outlet permeate flow 

rate [l/h] 

Experiment 36.99 437.47 1019.05 

Model 36.99 468.17 1168.5 

 

The model overestimates the outlet conductivity by ~7% and the permeate flow 

rate by ~15%, proving to be in satisfactory agreement with the experiments. 

To conclude, the simulation tool for hybrid schemes can be considered validated 

and in the following section will be used to perform sensitivity and economic 

analysis. 

 

4. Sensitivity analysis 

4.1 (A)RED-RO and ED-RO integrated process schemes 

Simulations were performed fixing feed seawater concentration of 30 g/l NaCl 

and a flow rate of 346 m3/day related to the velocity and number of cell pairs of the 

pre-desalting units (see Table 16). A concentration target equal or lower than 0.5 g/l 

NaCl for the final permeate produced was fixed for all simulations. The 

electrochemical pre-treatment of the (A)RED-RO coupled system was fed with a low 

salinity stream (e.g. treated wastewater) at 1 g/l NaCl. For (A)RED and ED 

processes, co-current stacks of 0.5 × 0.5 m2 were simulated. The membrane 

properties reported in Table 2 were adopted in all the simulations. 

 

Table 16. Features of the electromembrane plant (ARED, RED or ED). 

  
N° of cell pairs 

 

Inlet fluid velocity 

[cm/s ] 

Residence time 

[s] 

Case A 2500 2 25 

Case B  5000 1 50 
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A spacer thickness of 160 m was considered for the diluate and concentrate 

compartments. As a reference case (referred to as Case_A, see Table 16), an 

electromembrane plant with 2500 cell pairs and an inlet fluid velocity of 2 cm/s, 

corresponding to a residence time of 25 s, was considered. A second configuration 

with 5000 cell pairs (referred to as Case_B), with an inlet fluid velocity of 1 cm/s 

(corresponding to a residence time of 50 s) was also simulated. A flow ratio of 1 was 

fixed for the two streams entering the pre-treatment unit. 

The areal blank resistance, related to the electrode compartments, was set equal 

to 2∙10-3 Ω m2. The efficiencies of the pump and of the Energy Recovery Device 

(ERD) were both assumed equal to 0.75 for the integrated process scheme. 

A sensitivity analysis was performed by changing the external voltage in the 

(A)RED and ED processes. The maximum value of voltage under RED conditions 

was that maximising the power provided. The same absolute value (with negative 

sign) was set as the maximum voltage for the ARED process while 7 intermediate 

values were set, including the Open Circuit condition (ΔV=0), as indicated in Table 

17. 

Under ED conditions, the maximum external voltage corresponds to a current 

density around ~90% of the limiting current density (LCD). The limiting current was 

estimated by the empirical correlation (Eqs. (82)-(84)) reported in Part III, Section 

4.4. The feed pressure in the RO stage was suitably modified in order to reach the 

concentration target and, at the same time, maximise the water recovery.  

In regard to the RO step, in all simulations one PV with seven modules, all of 

the same type, was considered. The chosen module must guarantee for all cases the 

achievement of the target permeate concentration (lower than 0.5 g/l). The modules 

were selected among three products offered by DOW Chemical, whose main features 

are reported are reported in Table 13 and Table 14. 

In the hybrid systems, the RO modules were assumed to be SEAMAXX for RO 

feed concentrations (i.e., pre-desalted water concentrations) above 15 g/l NaCl and 

BW30HR-440i for RO feed concentrations below this threshold. Preliminary 

comparative simulations confirmed that, below 15 g/l, BWRO modules were (as 

expected) more energy-effective than SWRO ones. Single-pass RO was assumed 

here in all cases; however, it should be observed that a two-pass treatment would 

probably be adopted in BWRO when working with real solutions, in order to reduce 

the content in Boron and other dissolved solids in the final permeate. 
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Table 17. Values of external voltage in the electromembrane pre-treatment chosen for the 

sensitivity analysis. 

RED 

ΔV* = ΔV  NPD
max

 in RED 

ΔV = ΔV*/2 

ΔV = ΔV*/3 

ΔV = ΔV*/5 

Short circuit RED ΔV = 0 

ARED 

ΔV = - ΔV*/5 

ΔV = - ΔV*/3 

ΔV = - ΔV*/2 

ΔV = - ΔV* 

ED 

ΔV** = ΔV  90% LCD 

ΔV = ΔV**/2 

ΔV = ΔV**/3 

ΔV = ΔV**/5 

 

In order to properly evaluate the performance of the hybrid systems, a 

comparison with a stand-alone SWRO was performed. For each simulated case, the 

same RO feed flow rate as in the hybrid case was fixed, but keeping a concentration 

of 30 g/l NaCl. Operating feed pressure was made vary in order to respect the 

constraint of permeate concentration (< 0.5 g/l NaCl) and to obtain the same 

permeate flow rate of the corresponding case with the hybrid system. Even in the 

stand-alone SWRO, one PV with seven modules was assumed. The SW30XHR-440i 

module was selected for the stand-alone SWRO, as it is the only one (among those 

listed in Table 13 and Table 14) able to operate under all the conditions investigated, 

without incurring in alarms or exceeding the operating limits (specified in the data 

sheets or obtained from the ROSA and WAVE software). For the stand-alone 

SWRO, an efficiency of 0.9 was assumed for the energy recovery device. 
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4.2 Analysed performance indicators 

One of the performance indicators adopted is the net specific energy 

consumption, i.e. the total energy consumed (by the hybrid process or the stand-alone 

SWRO) divided by the flow rate of the permeate produced. For comparison purposes, 

another indicator, the Cost Saving (CS) coefficient, has been defined as: 

𝐶𝑆 =
𝑈𝑃𝐶𝑆𝑊𝑅𝑂 − 𝑈𝑃𝐶ℎ𝑦𝑏𝑟𝑖𝑑

𝑈𝑃𝐶𝑆𝑊𝑅𝑂
∙ 100% 

(95) 

 

where UPCSWRO and UPChybrid are the Unit Product Costs (UPC) related to the stand-

alone SWRO and to the hybrid plant respectively. UPC is the sum of the capital cost 

depreciated over the plant life (CapC) and the operating cost (OpC) and it can be 

calculated as: 

𝑈𝑃𝐶 = 𝐶𝑎𝑝𝐶 + 𝑂𝑝𝐶 [€ 𝑚3⁄ ] (96) 

where 

𝐶𝑎𝑝𝐶 =

𝐶𝑎𝑝𝑖𝑡𝑎𝑙 𝑐𝑜𝑠𝑡 [€]
𝑃𝑙𝑎𝑛𝑡 𝑙𝑖𝑓𝑒𝑡𝑖𝑚𝑒 [𝑦]

𝑃𝑙𝑎𝑛𝑡 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 [𝑚3

ℎ⁄ ] × 𝑊𝑜𝑟𝑘𝑖𝑛𝑔 ℎ𝑜𝑢𝑟𝑠 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟[ℎ
𝑦⁄ ]

  

(97) 

 

and 

𝑂𝑝𝐶 =
𝐴𝑛𝑛𝑢𝑎𝑙 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑐𝑜𝑠𝑡 [€

𝑦⁄ ]

𝑃𝑙𝑎𝑛𝑡 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 [𝑚3

ℎ⁄ ] × 𝑊𝑜𝑟𝑘𝑖𝑛𝑔 ℎ𝑜𝑢𝑟𝑠 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟[ℎ
𝑦⁄ ]

 
(98) 

 

Capital costs (CapC) associated with RO have been assumed not to change 

passing from one configuration to the other, including the change in RO module type 

(Table 13 and Table 14). This RO CapC can be neglected for comparison purposes. 

For (A)RED and ED, CapC were calculated as proportional to the membrane area 

and considering a Lang factor of 2, as quantified in Table 18. Thus, in terms of 

membrane costs, a perspective analysis was performed in a range of costs from 5 to 

20 €/m2. These costs are aligned with the literature and, as the RO membrane costs 

decreased from 1 to 2 orders of magnitude in a few decades due to technology 

development, likewise these IEM costs are reasonably expected in a near future due 

to technological improvements and to the increasing spreading of ion-exchange 

membrane processes [6,81,225–227]. 

Operating costs (OpC) were expressed as proportional to the net energy 

consumption, i.e. the algebraic sum of all the energy contributions of the ED/(A)RED 
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process, considered positive (as shown in Figure 49c) in the case of energy consumed 

(ARED, ED and RO) and negative in the case of energy produced (RED), plus the 

energy consumed in the RO stage. 

It is worth noting that the calculated UPC does not include the capital costs (and 

operating costs, other than energy consumption) for the RO unit, thus it cannot be 

seen as the actual cost of product, but as a parameter useful for comparison purposes.  

In regard to the pre-treatments, it was assumed that seawater entering the pre-

desalting units of a hybrid system was subjected to the same pre-treatment steps as 

in stand-alone SWRO plants. Thus the pre-treatments costs were neglected for 

comparison purposes. 

 

Table 18. Assumptions for the economic analysis. 

 Scenarios 

 Reference 2 3 4 5 6 7 8 

Energy cost 

[€/kWh] 
0.15 0.15 0.15 0.3 0.3 0.3 0.08 0.08 

RED/ED plant 

[€/m2] 
20 10 40 20 10 40 20 10 

RED/ED plant lifetime 10 years 

Working hours per year 8000 h/year 

 

It is worth noting that ED and RED processes do not need an intensive pre-

treatment of feed water, for which 100 m filtration or sand filtration are enough to 

significantly reduce fouling on membrane surfaces [6,228]. Moreover, in the case of 

RED fed with TWW and heavily contaminated industrial brines, experimental 

campaigns indicated that the RED process is quite robust and simple periodic 

switching of feed waters [224,229] or acid/alkaline treatment applied with low 

frequency (once per week) [214,230] can significantly reduce fouling, biofouling and 

clogging phenomena. Thus, given the much higher sensitivity of RO to fouling and 

scaling phenomena, a much less important effect on ED/RED would be expected 

when feeding it with pre-treated seawater. 

Eight different cost scenarios were studied: the first one was taken as a reference 

case; the others were obtained by considering a higher and a lower value for the 

energy and the RED/ED plant costs. The scenario with the highest RED/ED plant 
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cost and the lowest energy cost was not considered as it is clearly the least favourably 

placed for the hybrid system.  

From this sensitivity analysis, scenarios in which the hybrid systems are 

advantageous with respect to the conventional stand-alone SWRO will be identified. 

 

4.3 Results and Discussion: (A)RED-RO 

The first analysis illustrates the operating and performance parameters for the 

hybrid system (A)RED-RO. In Figure 103a, the power (provided or required) and 

the current in the (A)RED process are reported as functions of the external voltage. 

Note that the power contains also the pumping power, associated with pressure losses 

in the channels. The salt concentration of the pre-desalted stream from the (A)RED 

process is reported in Figure 103b.  

 

 (a)  (b) 

Figure 103. Plots of (a) power and current, (b) outlet concentration of pre-desalted stream from 

the (A)RED process as a function of the external voltage. Positive voltages are for RED; ΔV=0 is the 

short-circuit RED; negative voltages are for ARED. 

 

The desalination rate reached by the electromembrane pre-treatment increases 

when going from right to left in the chart, i.e. as the electrical current increases in 

absolute value. Therefore, the ARED pre-treatment provides a more desalted feed to 

the RO stage compared to the RED process, with a minimum value (in the range here 

investigated) of ~9 g/l NaCl. Moreover, the desalting degree is lower (i.e. the 

concentration is higher) in the electromembrane plant with a lower number of cell 

pairs (Case_A). In fact, for a given external voltage value, Case_A and Case_B are 

in two different operating conditions and, in particular, Case_B works close to the 
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short-circuit condition (Figure 103a), so that the desalination degree is higher than in 

Case_A. In addition, the lower amount of ions transported in Case_A is further 

induced by a lower residence time. Under ARED conditions, Case_A and Case_B 

would be ideally equivalent, i.e. in Case_A, the current is higher, while the residence 

time is lower. However, non-ideal fluxes (osmotic transport and salt diffusion) 

contributing to dilute the seawater stream have less effect when the residence time is 

shorter, thus increasing the outlet concentration from the stack in Case_A. It is worth 

noting that, due to concentrations lower than 15 g/l NaCl achieved at high voltages 

(ΔV = -ΔV*/2 ≈ -130 V and ΔV = -ΔV* ≈ -260 V), the ARED plant configuration of 

Case_B is coupled to the RO module for brackish water. 

Figure 104 reports the inlet feed pressure in RO, the outlet permeate 

concentration and the permeate flow rate as functions of the external voltage. The 

pressure required in the RO unit is in the range from ~35 bar to ~19 bar (while 

pressure higher than 50 bar are needed in the stand-alone SWRO). Fixing the same 

product flow rate for the stand-alone SWRO and for the hybrid process, the permeate 

salt concentration is higher in the two-stage coupled scheme despite the lower inlet 

concentration in the RO unit. This can be explained looking at the higher salt 

permeability of the RO modules selected for the coupled scheme compared to the 

SWRO modules (see Table 14). 

As the electrical current increases (in absolute value), the reduction of 

concentration obtained in the pre-treatment (Figure 103b) is reflected in that obtained 

downstream the RO unit (Figure 104b), and results in a lower feed pressure in the 

RO unit (Figure 104a) and in an increase of flow rate (Figure 104c). 

In particular, passing from the highest to the lowest external voltage, the 

permeate salt concentration decreases from ~0.38 g/l to ~0.2 g/l NaCl, and the flow 

rate increases from ~120 m3/day to ~140 m3/day, with overall recovery from 34% to 

41%. In the case of stand-alone SWRO, the salt concentration in the treated water is 

almost constant and stands at lower values (~0.1 g/l NaCl). Since the voltage slightly 

influences the permeate flow rate in the hybrid system, each simulation of the stand-

alone SWRO process has been performed by adjusting the permeate flow rate to that 

of the corresponding hybrid process in order to allow a direct comparison. 

In regard to specific energy consumptions and costs, in Figure 105 the (A)RED-

RO hybrid system is compared with the stand-alone SWRO for both Case_A (graphs 

(a) and (b)) and Case_B (graphs (c) and (d)). Graphs (a) and (c) of Figure 105 show 

that, in both Case_A and Case-B, the specific energy consumption of the hybrid 

process is lower than that of the stand-alone SWRO (which is almost constant, 

around 1.8 kWh/m3) in a wide range of voltage, especially for the RED-RO scheme, 
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where the pre-desalting step produces energy and causes a small reduction of energy 

consumed in the RO. 

 

 

 (a)  (b) 

 

 (c) 

Figure 104. Plots of (a) the feed pressure in RO, (b) outlet permeate concentration and (c) 

permeate flow rate for the (A)RED-RO integrated process and for the stand-alone SWRO as a function 

of the external voltage. In Case_B, for two values of the external voltage in the ARED process, the 

BW30HR-440i RO module was used (empty symbols). The permeate flow rates for the stand-alone 

SWRO are not reported as they coincide with each single case. Positive voltages are for RED; ΔV=0 is 

the short-circuit RED; negative voltages are for ARED. 

 

The minimum energy consumption of the RED-RO coupling is ~1.24 kWh/m3 

in Case_A and ~1.04 kWh/m3 in Case_B, occurring between conditions of maximum 
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power (ΔV = ΔV*, the highest value of voltage considered here) and the short-circuit 

(ΔV = 0), i.e. ΔV = ΔV*/2. In the ARED-RO process, the pre-desalting consumes 

energy, but further reduces the energy demand of the RO step, resulting in a total 

energy consumption lower than that of the stand-alone SWRO.  

 

 (a)  (b) 

 

 (c)  (d) 

Figure 105. Trends of the energy consumption (positive) or production (negative) per unit volume 

of permeate produced (left column) and costs (right column) comparison as a function of the external 

voltage. Graphs (a) and (b) are for the Case_A and graphs (c) and (d) are for the Case_B. In Case_B, 

for two values of the external voltage in the ARED process, the BW30HR-440i RO module was used 

(empty symbols). Positive voltages are for RED; ΔV=0 is the short-circuit RED; negative voltages are 

for ARED. These results were obtained in the reference scenario. 
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The values of total energy consumption are directly reflected in the lower 

operating costs OpC, as shown in graphs (b) and (d) of Figure 105. However, the 

capital costs CapC (assumed proportional to the installed IEM area) make the total 

costs go up. Note that the slight increase of the CapC as the voltage increases, is due 

to the lower flow rate of permeate produced. 

Looking at the final unit product cost UPC, the range of external voltage where 

the hybrid system is more cost effective (UPChybrid equal or lower than the UPCSWRO) 

is narrower than the range in which an energy saving is obtained. In Case_B, even if 

the OpC is lower than in Case_A, the CapC contribution is responsible for a UPChybrid 

always higher than the UPCSWRO, making this case not competitive. 

The competitiveness of the two cases with respect to the stand-alone SWRO, 

can be easily highlighted by using the cost saving CS coefficient (Eq. (95)) reported 

in Figure 106 as a function of the external voltage. For any absolute value of the 

voltage, the RED-RO coupling is cheaper than the ARED-RO one, thanks to the 

energy produced by the RED process, along with the energy saved in the following 

RO step. 

 

Figure 106. Trend of the Cost Saving of the (A)RED-RO hybrid system as a function of the external 

voltage. In Case_B, for two values of the external voltage in the ARED process, the BW30HR-440i RO 

module was used (empty symbols). Positive voltages are for RED; ΔV=0 is the short-circuit RED; 

negative voltages are for ARED. These results were obtained in the reference cost scenario. 
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cost savings due to the lower CapC. Under the conditions simulated and the reference 

cost scenario, the maximum cost reduction is ~7.5% (with respect to the stand-alone 

SWRO process). As observed above in discussing Figure 105, Case_B is not 

competitive with respect to Case_A because, in a wide range of voltages, it produces 

or consumes almost the same power than Case_A (Figure 103a) but with a double 

required membrane area, so that the related CapC gives a heavy contribution to the 

final unit product cost UPC. 

Basically, combinations of operating conditions leading to RO feed 

concentrations below 15 g/l, for which a single-pass treatment with BWRO modules 

was assumed, turn out to perform worse than stand-alone SWRO. Of course, the 

performance would be even worse if a multi-pass treatment were adopted. For the 

same reason, it is unnecessary to investigate the possible effects of a more drastic 

pre-desalting treatment, e.g. by multi-stage ED or (A)RED. 

The cost saving may significantly change with the cost of energy and of (A)RED 

plant. Figure 107 reports the results relevant to the eight different cost scenarios 

(declared in Table 18) for Case_A only. 

 

Figure 107. Trend of the Cost Saving as a function of the external voltage for eight costs 

scenarios. Positive voltages are for RED; ΔV=0 is the short-circuit RED; negative voltages are for 

ARED. These results were obtained for Case_A. 
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highest and lowest respectively, still provide positive cost saving values but in a 

narrower range of voltage. In these cases, the maximum cost saving is ~7.5%. Cases 

in which the energy cost decreases but the (A)RED plant cost is kept as in the 

reference scenario, or also the cases in which the (A)RED plant cost increases and 

the reference energy cost is kept constant, as in scenarios 3 and 7, favour the 

competitiveness of the stand-alone SWRO desalination for any voltage applied. 

 

4.4 Results and Discussion: ED-RO 

In the case of the ED-RO hybrid system, the pre-desalting is achieved by 

applying ED to the feed seawater, thus removing some of the salt before the stream 

enters the RO unit. Power required and electrical currents for this case are reported 

in Figure 108a, while the salt concentration of the pre-desalted stream is reported in 

Figure 108b, both as a function of the external voltage. As the applied voltage 

increases, the electrical current increases, thus boosting the pre-desalting, achieving 

a minimum concentration of ~9 g/l NaCl. 

 

 (a)  (b) 

Figure 108. Plots of (a) power and current, (b) outlet concentration of pre-desalted stream from 

the ED process as a function of the external voltage. 

 

As in the case of the ARED treatment, Case_A and Case_B differ only due to 

the effect of non-ideal phenomena, such as water flux and salt flux through the IEMs. 

However, in ED these fluxes reduce the current efficiency and, thus, pre-desalting 

effect. Since the amount of water and salt transported by osmosis and diffusion, 

respectively, is larger when the residence time is higher, the plant of Case_B attains 

a lower level of pre-desalting compared to Case_A. With the values of voltage 
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chosen for the simulations (Table 17), the concentration at the outlet of ED falls in a 

range similar to that of the (A)RED pre-treatment (Figure 103b). When the highest 

values of voltage (ΔV = ΔV**≈ 370-390 V, corresponding to a current density equal 

to 90% of the limiting one) are simulated, the low concentrations attained by ED 

require the use of brackish water RO module. 

Figure 109 reports the feed pressure in RO (a), the outlet permeate concentration 

(b) and the permeate flow rate (c) obtained by the different schemes (both stand-

alone SWRO and ED-RO) as a function of the external voltage. The pressure 

required in the RO step of the hybrid system varies from ~37 bar to ~17 bar, while 

pressures higher than 50 bar are needed in the stand-alone SWRO. 

 

 (a)  (b) 

 

 (c) 

Figure 109. Plots of (a) feed pressure in RO, (b) outlet permeate concentration and (c) permeate 

flow rate for the ED-RO integrated process and for the stand-alone SWRO as a function of the external 

voltage. For the highest voltage applied in the ED process, the BW30HR-440i RO module was used 
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(empty symbols). The permeate flow rates for the stand-alone SWRO are not reported as they coincide 

with each single case. 

 

Under the assumption of equal permeate flow rate, the salt concentration in the 

permeate is almost constant for stand-alone SWRO at 0.1 g/l NaCl and is higher in 

the case of the ED-RO coupling. This concentration decreases as the voltage 

increases, and also the flow rate increases. However, in Case_B and at the highest 

voltage simulated, i.e. ΔV = ΔV**, these trends are inverted, due to the different 

performance of the brackish water RO module. The permeate concentration varies 

from ~0.39 to ~0.21 g/l NaCl. The range of the permeate flow rate is narrower than 

in the (A)RED-RO coupling (~119-131 m3/day against 120-140 m3/day, see Figure 

104 for comparison). The overall water recovery is also lower, ranging from 34% to 

36%. 

Details on specific energy consumptions and costs of the ED-RO desalination 

process are shown in Figure 110. 

The energy consumed by the stand-alone SWRO treatment is ~1.75 kWh/m3 

while that consumed by the ED-RO scheme is equal or larger and increases as the 

voltage increases. As a matter of fact, the energy demand of the ED pre-treatment 

exceeds the energy saving in the following RO stage, and this occurs at a larger extent 

as the voltage increases. Translating these results in terms of OpC and calculating 

CapC (~0.06 €/m3 and ~0.12 €/m3 for Case_A and Case_B respectively), it follows 

that the total costs considered for the ED-RO process are higher than for the stand-

alone SWRO. 

These results can be also expressed in terms of cost saving which assumes high 

negative values as reported in Figure 111. This means that the conditions simulated 

(plant configuration and operating conditions) are not favourable for the ED-RO 

coupled scheme in the reference cost scenario, while the stand-alone SWRO and 

(A)RED-RO (Figure 106) are economically better choices.  

Of course, the same remarks made in Section 4.3, concerning the adoption of a 

multi-stage treatment in (A)RED-BWRO apply also to the present condition of ED-

RO. 
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 (a)  (b) 

 

 (c)  (d) 

Figure 110. Trends of the energy consumption per unit volume of permeate produced (left column) 

and costs (right column) comparison as a function of the external voltage. Graphs (a) and (b) are for 

the Case_A and graphs (c) and (d) are for the Case_B. For the highest voltage applied in the ED 

process, the BW30HR-440i RO module was used (empty symbols). These results were obtained in the 

reference scenario. 
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Figure 111. Trend of the Cost Saving of the ED-RO hybrid system as a function of the external 

voltage. For the highest external voltage in the ED process, the BW30HR-440i RO module was used 

(empty symbols). These results were obtained in the reference cost scenario. 

 

In Figure 111, it can be also observed that up to a voltage of ~180 V (ΔV**/2) 

the operation by the plant with less cell pairs, i.e. Case_A, is less expensive, while 

the opposite occurs at higher voltages. At high voltages, the UPC in Case_A is 

heavily affected by the high OpC which decreases rapidly when the voltage 

decreases. In Case_B, the energy consumption and also the OpC are less influenced 

by the voltage and so at low voltages, the UPC is affected by the high CapC, which 

is twice the one of Case_A. For these reason, at low voltages, Case_A shows a cost 

saving higher than Case_B. 

The comparison of eight different cost scenarios is reported in Figure 112 for 

Case_A. Even in the most optimistic cost scenario associated to a reduced price of 

ED plant and an increased cost of energy (Scenario 5, Table 18), ED-RO coupling is 

not economically competitive, despite the cost saving is improved (but still negative). 
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Figure 112. Trend of the Cost Saving as a function of the external voltage for eight costs 

scenarios. For the highest voltage applied in the ED process, the BW30HR-440i RO module was used 

(empty symbols). These results were obtained for Case_A. 

 

This behaviour makes the ED-RO process much less interesting than (A)RED-

RO, which instead can reduce the desalination cost with respect to the stand-alone 

SWRO. On the other hand, if the cost of energy was lower or the ED plant cost was 

higher (pessimistic scenarios 3 and 7), the ED-RO would be even more expensive. 

 

4.5 High performing IEMs 

In the previous analysis, the effect of the RED/ED plant cost (proportional to 

the membrane area) on the cost saving, i.e. on the competitiveness with respect to 

the stand-alone SWRO was investigated. In this section, the effect of using high 

performing IEMs on the system performances was studied. In regard to possible 

membrane properties improvements, the commercial Fujifilm Type 10 membranes 

considered in this thesis (Table 7) have already a very high permselectivity but they 

still have a fairly high electric resistance. Considering that the literature reports about 

membranes with resistances well below 1 Ω cm2 [226], in order to do a perspective 

analysis, “high performing” IEMs with electrical resistance equal to a quarter of that 

of the Fujifilm Type 10 membranes were considered (Table 7) [231]. 

Figure 113a and Figure 113b report the cost saving obtained with the Fujifilm 

Type 10 membranes and with the high performing IEMs for the (A)RED-RO and the 

ED-RO hybrid systems respectively. These results were obtained considering only 

the configuration plant of Case_A, in the reference and best (RED/ED plant cost of 

10 €/m2, energy cost of 0.3 €/kWh) cost scenarios. Considering the reference cost 
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scenario (black curves), in the (A)RED-RO hybrid system with high performing 

IEMs, the maximum cost saving is attained at an external voltage value closer to the 

short-circuit condition and is of ~16%, i.e. twice the value obtained with Fujifilm 

Type 10 membranes. It can be also observed that the cost saving with high 

performing IEMs is not always higher than with Fujifilm Type 10 membranes 

(Figure 113a) due to the RO stage performance: in ARED conditions at high voltages 

(ΔV = -ΔV*/2 ≈ -65 V and ΔV = -ΔV* ≈ -130 V), the cost saving sharply decreases 

because of the low performance of the BW30HR-440i module that needs to be 

coupled with the ARED plant when concentrations lower than 15 g/l NaCl are 

achieved. 

When high performing IEMs are adopted in the ED-RO hybrid system (Figure 

113b), a slight increase in the cost saving can be observed, but it always has negative 

values. It can therefore be noted that, despite the best performance of the membranes, 

the ED-RO system remains uncompetitive with respect to the stand-alone SWRO. 

Finally, looking at the best cost scenarios (red curves), further advantages are 

recorded for the (A)RED-RO case with high performing IEMs, with a maximum cost 

saving of ~33%, while in the ED-RO case a nil cost saving is obtained at low 

voltages. 

 

 (a)  (b) 

Figure 113. Influence of using reference Fujifilm Type 10 IEMs or high performing IEMs on the 

cost saving of the (A)RED_RO (a) and of the ED-RO (b) hybrid systems as a function of the external 

voltage. The empty symbols refer to cases in which the BW30HR-440i module was used. These results 

were obtained for Case_A, in the reference (black curves) and best (red curves) cost scenarios. 
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Conclusions 

 

Following the structure of the thesis, the main conclusions will be reported 

below for each of the three Parts of this work. 

 

Part II – CFD in membrane processes 

The Unit Cell approach adopted in all simulations was reported. Several 

experimental and computational studies have shown that fully developed conditions 

are usually attained within a few cells from the inlet, so that the relatively cheap unit 

cell approach is amply sufficient for comparative studies and preliminary design 

purposes, while the more demanding developing flow approach should be adopted 

only when entry or side-end effects are specifically addressed. 

A number of issues arising in the study of fluid flow and heat/mass transfer in 

membrane processes involving flat, spacer-filled, channels (either plane or spirally 

wound) were clarified. In regard to the choice of the scales for data reduction and for 

the definition of dimensionless numbers, this remains, of course, a matter of 

subjective preference, but the use of the hydraulic diameter of the “void” channel, 

2H, as the length scale and of the corresponding “void” velocity, uvoid, as the velocity 

scale offers definite advantages. In particular, it allows a more correct performance 

comparison between different spacers (including the “null” case of a spacerless 

channel), whereas other choices of scales, e.g. the hydraulic diameter of the spacer-

filled channel dh and the “interstitial” velocity um, may yield misleading results. 

In regard to the definition of local heat or mass transfer coefficients, the 

definition based on the local heat / mass flux and on the difference between the local 

temperature or concentration at the wall and the corresponding bulk values remains 

the most commonly adopted. However, these quantities may become singular or 

negative at some points of the wall in complex geometries. For this and other reasons, 

the definition of the average coefficients as surface averages (definition 1) should be 

avoided, and the alternative averages ℎ(2) = {𝑞𝑤
" } (𝑇𝑏 − {𝑇𝑤})⁄ ; 𝑘(2) =

{𝑗𝑤} (𝐶𝑏 − {𝐶𝑤}) ⁄  (definition 2), which do not suffer from singularities, are 

preferable both in computational and in experimental work. 

In regard to the comparison between one-side and two-side heat or mass 

transfer, this choice has a dramatic impact on the corresponding coefficients: these 

may be up to 30% higher in a two-side configuration, yielding correspondingly 

higher heat or mass fluxes per unit membrane area. Experimental or computational 
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results obtained for one-side transfer should not be extended to two-side transfer, 

because not only the values of the average Nusselt / Sherwood numbers, but also 

their dependence on Re and other parameters, may differ significantly, and the 

relative performance ranking of different configurations may be altered. 

In regard to the choice of temperature or concentration boundary conditions at 

the walls representing the fluid-membrane interfaces in CFD simulations, it was 

shown that it may have a significant impact on the computed Nusselt or Sherwood 

numbers, especially in laminar flow. Therefore, experimental data ought to be 

compared only with CFD results based on a realistic description of the actual 

boundary conditions, rather than with idealized cases based on uniform temperature 

/ concentration (Dirichlet) or uniform heat / mass flux (Neumann) conditions. For 

design purposes, it is preferable to use convection coefficients based on generalized 

(Robin) boundary conditions with realistic values of the heat / mass transfer 

resistance at the wall. 

In regard to the complex dependence of heat / mass transfer and pressure drop 

upon the physical and geometrical parameters that characterize the spacer-filled 

channels, an analysis was presented for overlapped spacers with orthogonal 

filaments. The Nusselt and Sherwood number Nu(2) and Sh(2) on either side varied in 

a complex way with the Reynolds number, exhibiting in some cases a plateau in an 

interval of Re (for example, this was between Re≈100 and Re≈300 for l/H=2.5 and 

γ=20°); the friction coefficient f decreased monotonically with Re but did not follow 

a simple power-law dependence. When the spacer aspect ratio l/H was made to vary, 

for sufficiently high Reynolds number Nu(2) and Sh(2) exhibited a maximum at some 

value of l/H depending on Re and γ (for example, the maximum was at l/H≈3.5 for 

Re=300 and γ=45°), while f decreased monotonically with l/H. Finally, Nu(2) and 

Sh(2) varied in a complex way with the flow attack angle, exhibiting in some cases 

multiple maxima and minima even in the basic interval γ=0-π/4; similar variations 

were also exhibited by the friction coefficient f. Notably, the three parameters Re, 

l/H and γ were found to interact heavily, making a separate-effect analysis 

impossible. For any optimization study seeking the maximum of some objective 

function as the parameters are made to vary in a wide range of values, interpolation 

from an adequately large database of Nusselt / Sherwood numbers and friction 

coefficients is probably to be preferred to the use of correlations which, instead, can 

be used if small variation ranges are considered. 

 

Considering more in detail Membrane Distillation, other issues typical of this 

process were investigated. In regard to the influence of thermal conduction in the 

spacer, numerical simulations performed by including this phenomenon in the 
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computational model showed that even low-conductivity polymeric spacers 

(λspa≈0.15 Wm-1K-1) may be responsible for up to 10% of the total heat transferred 

from the fluid to the membrane. Therefore, the comparison of experimental results 

with CFD simulations neglecting spacer conduction is questionable. Results also 

show that significant increments of heat flow would occur by using relatively high-

conductivity spacers (e.g. λspa=2-10 Wm-1K-1), making this possibility at least worth 

investigating in detail. 

In regard to turbulence, models suitable for low-Reynolds number turbulent 

flows of the kind expected in membrane distillation were identified. The attention 

was focussed on each model’s performance in terms of heat transfer, meaning both 

the distribution of the heat transfer coefficient h over a thermally active wall and the 

surface-averaged value {ℎ} of this quantity. Experimental h maps, obtained by Liquid 

Crystal Thermography in scale models of membrane distillation modules, were used 

as a benchmark. Computational results were obtained by using the unit cell approach 

in conjunction with alternative turbulence models. The comparison showed that, on 

the whole, both distributions and surface-averaged values {ℎ} were better predicted 

by ω-based models resolving the near-wall layer than by k-based models using wall 

functions, which, in most cases, gave either strong underpredictions or comparably 

strong overpredictions. Among ω-based models, the SST k-ω model provided the 

most satisfactory overall agreement of {ℎ} with experimental results in the range 

examined (max. 14% underprediction for moderate Re and γ=45°, max. 13% 

overprediction for high Re and γ=0° or 90°).  

In regard to overall results of the Nusselt number, since in MD the main 

parameters can vary in a large range of values (especially Re) and it was also 

demonstrated that simple correlations cannot be obtained in this case due the 

complex influence of the parameters, a large database for overlapped spacers was 

built. Results were obtained for six values of l/H, in the whole range of γ and for Re 

up to ~2600.  

 

Considering now phenomena related to electromembrane processes, CFD was 

used to simulate mass transfer, Ohmic resistances and electroconvection. 

Results for the Sherwood number were reported for Re≤70 because this is the 

range of the highest interest for electromembrane processes. Overlapped spacers 

showed a large influence of the flow attack angle and a Sherwood number which did 

not monotonically increase with Re. Instead, this behaviour was observed with 

woven spacers, which provided very high values of Sh (up to ~300 at Re≈70). OCF 

profiled membranes showed a behaviour similar to the overlapped spacers but with 
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higher Sh values (~50 at Re≈40 and γ=45° with respect to ~22 for overlapped 

spacers). Pillars profiled membranes, even at γ=45°, offer two different Sherwood 

values depending on whether the membrane side considered bears or not the 

protrusions. In this last case, a plateau was observed at Re>~35, with Sh attaining a 

constant value of about 16. 

In all cases, correlations for Sh as a function of Re were obtained and were used 

in the model, presented in Part III, aimed at predicting concentration polarization 

phenomena. 

CFD was also used to study the Ohmic behaviour of a cell pair provided either 

by spacer or by profiled membranes. Numerical simulations, in which the Laplace 

equation was solved, were performed assuming uniform conductivities for channels 

and membranes (function of the inlet diluate concentration). In the case of spacers, 

it was observed that the approximation of four electrical resistances (2 membranes, 

2 channels) in series provides a good accuracy if the channel resistance (thickness 

divided by solution conductivity) is divided by the spacer porosity. In the case of 

profiled membranes, two approximated equations for the electrical resistance of the 

whole cell pair were proposed for OCF and pillars membranes, respectively. In all 

cases a fair accuracy was observed with a discrepancies not higher than ~14%.  

The Nernst Planck-Poisson-Navier Stokes equations were numerically solved in 

2-D and 3-D domains by a finite volume code to simulate electroconvection near an 

ion selective surface. An extremely fast dynamics was predicted, statistically 

stationary conditions being attained after a few ms. The main features of 

electroconvection were satisfactorily reproduced. The simulations were highly 

demanding, requiring very short time steps (Δt≈10-8~10-7 s) and a very fine grid in 

the near-wall region (Δymin≈10-10~10-9 m) to resolve the electric double layer and the 

extended space charge region. 3-D test cases using ~3×106 grid points required ~two 

months of CPU time on a 128-core cluster to simulate 1 ms of real time. 

 

In each simulation, performed to study heat or mass transfer, continuity and 

momentum equations were always solved. From their solution, the friction factor f 

was obtained and reported normalized by (96/Re), i.e. the friction factor of an empty 

channel (in laminar regime). It was observed that pillars profiled membranes provide 

the lowest enhance of pressure drops, with f only 2 times higher than in a spacerless 

channel. On the opposite, the highest pressure drops are observed for woven spacers, 

being f from 14 to 20 times higher than (96/Re). Overlapped spacers and OCF 

profiled membranes show similar results in the range of Re investigated. 
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Part III – Process modelling and characterisation of electromembrane systems 

A quantitative appreciation of the relative importance of fluid dynamics-

dependent quantities in affecting performance parameters (e.g. the maximum 

obtainable net power density in RED or the minimum energy consumption in ED) 

can only come from a proper coupling of CFD with a complete, albeit simple, model 

of electromembrane processes. This coupled strategy, based on combining the one-

dimensional modelling of an electromembrane stack with a fully three-dimensional 

CFD modelling of the electrolyte channels, including complex configurations 

(spacers or profiled membranes), was presented. A unified model for three possible 

electromembrane processes (e.g. ED, RED and ARED) was presented and validated 

in all single operation mode.  

In RED mode, results were compared with literature data obtained in laboratory-

scale stacks and a satisfactory overall agreement was observed. Under the conditions 

considered for these comparisons (short stacks, low current densities and thin 

channels provided with spacers) the terms computed by finite-volume simulations 

(Sherwood numbers, friction coefficients) were found to play a relatively secondary 

role. However, the passage to long stacks of industrial interest (e.g. 1 m) will make 

an accurate estimate of friction coefficients crucial for the assessment of the net 

power density. Similarly, polarization losses in RED may become more important in 

the future, as membranes offering lower Ohmic resistances are developed.  

The one-dimensional model was coupled with an optimization algorithm to 

determine the conditions, in RED mode, for maximum net power density (NPD) in 

the parameter space HCONC, HDIL, UCONC, UDIL for different combinations of the 

remaining (“scenario”) variables.  

The optimum thickness of the concentrate channels was found to increase with 

the concentrate solution concentration and with the stack length, while being less 

sensitive to the dilute solution concentration. The optimum thickness of the diluate 

channels was found to decrease with the concentrate concentration while increasing 

with the diluate concentration and with the stack length. The optimum velocities both 

in the concentrate and in the diluate channels were found to increase markedly with 

the concentrate concentration and with the stack length and to exhibit a generally 

decreasing trend with the diluate concentration, with some local maxima for low 

values of this quantity (~10-20 mol/m3). The optimum thickness of the concentrate 

channels was found to be from two to three times higher than that of the diluate 

channels, while the optimum velocity in the concentrate channels was found to be 

two-three times lower than that in the diluate ones. The resulting optimum NPD was 

found to increase monotonically with the concentrate concentration, to exhibit 
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shallow maxima for diluate concentrations of 10-20 mol/m3, and to decrease with the 

stack length.  

Interestingly, in correspondence with maximum NPD conditions, the flow rates 

in the concentrate and in the diluate were found to be about the same under all 

conditions investigated, their ratio (concentrate/diluate) ranging from ~0.85 to ~1.3 

in most cases. 

The comparison of spacerless and spacer-filled channels showed that these latter 

do not significantly affect NPD, but cause drastic changes in the optimum values of 

the control parameters: namely, a strong increase in the optimum thickness of both 

concentrate and diluate channels, and a comparable decrease in the optimum 

velocities of both channels. The comparison of parallel- and counter-flow showed 

that in counter-flow the maximum NPD increases only slightly, but the optimum 

thicknesses and – to a lesser extent – the optimum flow velocities in both channels 

decrease significantly.  

Needless to say, the above results were based on some, rather arbitrary, 

assumptions, the most relevant being the independence of membrane 

permselectivities upon the solution concentrations, the neglect of the possible effects 

of divalent ions and the modelling of off-channel pressure losses by means of 

constant hydraulic loss coefficients. In future works, these assumptions can be 

replaced by more realistic models. Another possible extension of this study would be 

the optimization of a suitable target function, combining net power density, net 

energy density and plant cost, rather than of the single quantity NPD. 

 

The one-dimensional model in ED mode was compared with experimental 

results obtained in a cross-flow ED stack in different operating conditions. Firstly, 

from these experiments, in the case of different inlet concentration for dilute and 

concentrate solutions, the existence of a minimum value of current density required 

to desalinate a feed stream against a back-diffusion flux was observed. Interestingly, 

this critical current density does not depend on the fluid velocity, but depends on the 

concentration difference between the concentrate and the diluate.  

The model was found in good agreement with experiments as long as the current 

density was below the limiting current density (LCD). In order to investigated the 

LCD appearance in ED and its dependence on operating conditions, stack 

configuration, and membrane properties, several experiments were carried out. From 

a first experimental campaign, performed with Type 10 membranes (Fujifilm B.V.) 

and 155 μm spacers (Deukum GmbH), it was observed that LCD is influenced by the 

solutions’ velocities but also by both streams’ concentrations: indeed, non-ideal 
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phenomena such as diffusion and osmosis, which mainly depend on concentration in 

the concentrate, affects the diluate concentration and, consequently, also LCD.  

A new method that can provide both the limiting current density (LCD) and the 

critical current density (CCD) was proposed. According to this method, both values 

are determined by plotting the current efficiency λ against the current density, where 

LCD is the current density at which the maximum λ occurs, while CCD corresponds 

to λ=0. 

From these first results, an empirical correlation for LCD was obtained, 

provided LCD from each experiment according to the current efficiency method.  

In order to study the effect of the channel thickness, experiments were 

performed with 280 μm spacers (Deukum GmbH), keeping the same membranes. 

For any given inlet velocity and concentration, maximum current efficiency and the 

corresponding LCD values were found both higher than in the case of 155 μm spacer. 

These results are not easily reconciled with the classic concentration polarization 

theory for the limiting current density, which predicts ilim monotonically decreasing 

with H. However, they are consistent with other findings reported in the literature 

[209]. The LCD values obtained with a thicker spacer, were very well predicted by 

the proposed correlation obtained for a 155 μm spacer. 

The effect of the membrane properties was experimentally investigated by 

testing Type 12 membranes (Fujifilm B.V.), which are characterized by a lower water 

permeability and a higher electrical resistance with respect to the Type 10. Spacers 

of 155 μm were adopted. In the same operating conditions, the LCD is reached at 

lower current densities in a stack with Type 12 membranes, compared to a stack with 

Type 10. It follows that the proposed LCD correlation was not able to fit these 

experimental results and a modified correlation, valid for Type 12 membranes, was 

reported. However, more investigations are needed to understand how each 

membrane property affects the LCD and to obtain a unique correlation, generically 

valid. 

Finally, the effect of profiled membranes on ED stack performance and LCD 

appearance was investigated. OCF and pillars profiled membranes provided by 

Fujifilm B.V. were tested. Since the stack equipped with profiled membranes is not 

symmetric, the effect of the current direction was studied. An asymmetrical 

behaviour was observed, with higher LCD and better performance when, considering 

a cation exchange membrane, the current goes from the membrane bulk to the profile. 

In this configuration, experiments performed with pillars showed a higher 

desalination effect at low current but also a lower LCD with respect to a stack 

equipped with flat membranes and spacers. Better results, instead, were obtained 
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with OCF profiled membranes which provide higher LCD values and lower energy 

consumptions compared to flat membranes and spacers. 

 

Part IV – Process modelling and characterisation of advanced hybrid systems 

A simulation tool for hybrid systems was presented: here the one-dimensional 

model for electromembrane processes is coupled with a lumped parameter model for 

Reverse Osmosis. The hybrid model was validated by comparison with experimental 

results obtained at the pilot prototype installed at Burriana (Spain) within the 

activities of the REvivED water EU project. Typical time dependent results of the 

experiments were reported and discussed. The average results were then compared 

with steady-state predictions of the hybrid model. A good agreement was observed 

with only an overestimation of the outlet conductivity by ~7% and the permeate flow 

rate by ~15%. 

The performance and the costs savings of two coupled processes, (A)RED-RO 

((assisted) reverse electrodialysis–reverse osmosis) and ED-RO (electrodialysis–

reverse osmosis), were assessed by the validated simulation tool. A sensitivity 

analysis was performed by changing some design parameters and operating 

conditions, and considering different cost scenarios. 

The (A)RED-RO requires an energy consumption lower than the stand-alone 

SWRO for a wide range of external voltage in the electromembrane pre-desalting 

step. A maximum cost saving of ~7.5% can be attained when (i) the external voltage 

is half that giving the maximum power and (ii) the RED cell pairs are less (2500 

rather than 5000), thus reducing CapC, in the “reference” cost scenario. In an 

optimistic cost scenario with low RED/ED plant costs, proportional to the IEMs costs 

(10 €/m2), and high energy cost (0.3 €/kWh) the maximum cost saving can be 

enhanced to ~24.6%. Therefore, (A)RED-RO coupling is promising, especially in 

the perspective of a reduced cost of IEMs.  

In ED-RO coupling, the energy consumption of the ED pre-treatment exceeds 

the energy saving of the following RO stage in most cases. Therefore, the cost saving 

values are negative in all cases (i.e. the cost of desalination by ED-RO is larger than 

SWRO). It follows that, under the conditions simulated here, ED-RO coupling is not 

as attractive as (A)RED-RO. 

In a perspective analysis with high performing IEMs, the (A)RED-RO system 

allowed a doubled cost saving (~16%) compared to the reference cost scenario with 

Fujifilm Type 10 membranes. Even with high performing IEMs, the ED-RO system, 
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despite an increase in the cost saving values, was not competitive with respect to the 

stand-alone SWRO.  

Nevertheless, the optimization of plant and operating conditions, along with the 

IEMs cost abatement, leave room for improvement in the more competitive (A)RED-

RO coupling and also ED-RO coupling. Moreover, other scenarios arising from 

different hybridization schemes can be devised. All this may open the way for the 

implementation of cost effective conceptual designs for novel systems of seawater 

desalination. 
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Appendix A: Analytical solutions in a plane 

channel 

 

Although, in the present thesis, the attention is focused on complex, spacer-

filled channels (which can only be studied by means of fully three-dimensional 

numerical simulations), in order to appreciate the influence of thermal boundary 

conditions on heat transfer it is instructive to consider a simpler, essentially one-

dimensional, problem (plane Poiseuille flow) since it leads to ordinary differential 

equations which can be solved to a very high accuracy. The mathematical treatment 

and the results obtained can easily be adapted also to mass transfer with obvious 

changes. 

Consider the steady, hydrodynamically and thermally fully developed flow of a 

constant-property fluid in a plane channel of half-thickness δc. Let x be the 

streamwise direction and y the cross stream one, with y=0 at the midplane, and let 

u(y) be the velocity along x, U its average, T(x, y) the temperature and λf/(ρcp) the 

thermal diffusivity. 

Consider first the case of symmetric two-side cooling, which can be 

characterized by a symmetry condition at the midplane and a general (3rd type) 

boundary conditions at one wall: 

[
𝜕𝑇

𝜕𝑦
]

0

= 0;   −𝜆𝑓 [
𝜕𝑇

𝜕𝑦
]

𝛿𝑐

=
1

𝑟𝑇

[𝑇(𝑥, 𝛿𝑐) − 𝑇∞] 
(A. 1) 

 

T∞ being a uniform external temperature and rT an interposed thermal resistance. Let 

ϑ=T- T∞ and 

𝜗𝑏 =
1

2𝛿𝜌𝑈
∫ 𝜗𝑢𝑑𝑦

𝛿𝑐

−𝛿𝑐

 
(A. 2) 

 

its bulk value. The following dimensionless variables can be introduced 

 ≡
𝑦

𝛿𝑐
;     ≡

𝑥

𝛿𝑐
;    𝑢̃ ≡

𝑢

𝑈
;   𝑃𝑒𝛿𝑐

≡
𝜌𝑐𝑝𝑈𝛿𝑐

𝜆𝑓
 

(A. 3) 

 

The Poiseuille velocity distribution and the energy balance equation can be 

written 
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𝑢̃ =
3

2
(1 − 2)  

(A. 4) 

 

𝜕2𝜗

𝜕2
= 𝑃𝑒𝛿𝑐

𝑢̃
𝜕𝜗

𝜕
  

(A. 5) 

 

The assumption of thermally fully developed flow implies 

𝜗 = 𝜗𝑏(𝑥) ∙ 𝜑(𝑦)  (A. 6) 

 

so that Eq. (A. 5) can be written 

1

𝜑𝑢̃

𝜕2𝜑

𝜕2
= 𝑃𝑒𝛿𝑐

𝜕𝜗

𝜕
  

(A. 7) 

 

Following the method of separation of variables, Eq. (A. 7) splits into the two 

distinct equations 

1

𝜑𝑢̃

𝜕2𝜑

𝜕2
= −𝐵2  

(A. 8) 

 

𝑃𝑒𝛿𝑐

𝜕𝜗

𝜕
= −𝐵2  

(A. 9) 

 

in which the constant –B2 must be negative because, for example, ϑb>0 implies dϑb 

/d < 0 (cooled fluid). By substituting the velocity profile of Eq. (A. 4) into Eq. (A. 

8) one obtains 

𝑑2𝜑

𝑑2
+

3

2
𝐵2(1 − 2)𝜑 = 0  

(A. 10) 

 

This is a non-integrable ODE with non-constant coefficients which can easily 

be solved numerically. The boundary conditions for φ are derived from Eqs. (A. 4) 

and (A. 6): 

[
𝜕𝜑

𝜕
]

0

= 0;    𝜑(1) = 𝐵2𝑅𝑇 
(A. 11) 
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in which RT=rTλf/δc (dimensionless thermal resistance). The following condition must 

also be satisfied: 

 

[
𝜕𝜑

𝜕
]

1

= −𝐵2 
(A. 12) 

 

which is derived from the enthalpy balance: 

−𝜆 [
𝜕𝜗

𝜕𝑦
]

𝛿𝑐

= −𝛿𝑐𝜌𝑐𝑝𝑈
𝑑𝜗𝑏

𝑑𝑥
 

(A. 13) 

 

Conceptually, Eq. (A. 10) for φ(), with B.C.'s (A. 11), must be solved 

numerically for each generic B2, and B2 has to be varied so as to satisfy Eq. (A. 12). 

A simple iterative procedure was implemented in Fortran to perform this calculation. 

After convergence, the heat transfer coefficient is 

ℎ =
𝑞𝑤

"

𝜗𝑏
= −

𝜆𝑓

𝛿𝑐𝜗𝑏
[
𝑑𝜗

𝑑
]

𝛿

 
(A. 14) 

 

which can be made dimensionless as a Nusselt number Nu=h (4δc/λf) (based on the 

channel hydraulic diameter 4 δc). From the above equations and definitions, it 

follows that 

𝑁𝑢 =
4

𝑅𝑇

𝜑(1)

1 − 𝜑(1)
 

(A. 15) 

 

Note that a different value of Nu and a different profile φ() are computed for 

each choice of the dimensionless thermal resistance RT. Note also that the Dirichlet 

and Neumann conditions are obtained as limiting cases for RT=0 and RT∞, 

respectively. The function Nu(RT) is represented in Figure A.1 by the “Two-side” 

line. 

Consider now the case of one-side cooling, i.e. cooling from one wall with the 

opposite wall adiabatic. The thermal boundary conditions (A. 1) are replaced by 

[
𝜕𝑇

𝜕𝑦
]

−𝛿𝑐

= 0;   −𝜆𝑓 [
𝜕𝑇

𝜕𝑦
]

𝛿𝑐

=
1

𝑟𝑇

[𝑇(𝑥, 𝛿𝑐) − 𝑇∞] 
(A. 16) 

 

and their dimensionless counterparts (A. 11) are replaced by 
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[
𝜕𝜑

𝜕
]

−1

= 0;    𝜑(1) = 2𝐵2𝑅𝑇 
(A. 17) 

 

while all other equations and definitions remain unchanged. The solution for Nu is 

reported in Figure A.1 as the “One-side” line. Note the lower levels of Nu with 

respect to the “Two-side” case. 

 

Figure A.1. Nusselt number in a plane channel as a function of the dimensionless thermal 

resistance RT. 
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Appendix B: Experimental technique and 

results in MD 

 

The measurement of wall temperatures was performed by Thermochromic 

Liquid Crystals (TLC). Their use is well documented in the scientific literature both 

for the measurement of surface temperature distributions [232–234] or for the joint 

visualization of flow and temperature fields [235,236]. Details of the test section and 

of the image processing procedure are described in [100,107], and only a short 

description of the experimental method will be provided here. 

The test section, Figure B. 1, consisted of a hot and a cold channel whose outer 

walls were 20 mm thick Plexiglas® slabs, separated by a 1 mm thick transparent 

polycarbonate (PC) layer. Hot water was forced to flow through one of the channels, 

filled with the spacer to be tested whose thickness established the channel height H. 

A sheet of Hallcrest® thermochromic liquid crystals, ~0.12 mm thick, was interposed 

between the spacer and the polycarbonate layer, with its visible surface touching this 

latter; a very thin layer of transparent silicone grease was used to provide adhesion 

and thermal contact between the TLC sheet and the PC layer. Cold water was forced 

in parallel flow on the opposite side of the polycarbonate layer, i.e. within the cold 

channel, which was left void (i.e., without a spacer) and whose height was 3 mm.  

Experimental tests were carried out in a scaled-up spacer-channel configuration 

characterized by H=1 cm, l=2 cm [100]. 

The TLC colour distribution was recorded by a digital camera through the outer 

wall of the cold channel, the cold water, the polycarbonate layer, and the transparent 

polyester foil which makes up most of the TLC sheet's thickness. Images, acquired 

in RAW format, were converted into TIFF and then split into HSV (Hue, Saturation, 

Value) components. Only the Hue component was used to extract the temperature 

distribution. 

The thermochromic response of the TLC sheet was characterized by an in-situ 

calibration, performed by the isothermal method [100,107]. A 6th degree polynomial 

was used to fit the data within the experimentally investigated range. 
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Figure B. 1. Representation of the test section with an enhanced detail of the different layers. 

 

The temperature profile across the different layers of the test section is 

schematically shown in Figure B. 2. With reference to this sketch, an analysis of the 

heat transfer process under the assumption of one-dimensional transport gives the 

local hot-side heat transfer coefficient h as a function of the locally measured 

temperature Tw of the TLC sheet once the bulk temperatures Tb, Tc of the hot and cold 

fluids and the cold-side heat transfer coefficient hc are known: 

ℎ =
1

𝑟𝑇
∙

𝑇𝑤 − 𝑇𝑐

𝑇𝑏 − 𝑇𝑤
 

(B. 1) 

 

in which rT is an overall thermal resistance made up of the conductive thermal 

resistances s/λf of the thermochromic liquid crystal film (TLC) and of the 

polycarbonate layer (PC), in series with the convective thermal resistance 1/hc 

associated with the cold channel: 

𝑟𝑇 =
𝑠𝑇𝐿𝐶

𝜆𝑇𝐿𝐶
+

𝑠𝑃𝐶

𝜆𝑃𝐶
+

1

ℎ𝑐
 

(B. 2) 
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Figure B. 2. Sketch of the temperature profile across the test section. 

 

Tb and Tc were measured by Pt100 RTDs at the inlet and outlet of the hot and 

cold channels and a linear variation of these quantities along the flow direction was 

assumed. The coefficient hc was estimated by the Dittus-Bölter correlation 

(Nu=0.023 Re0.8 Pr0.4) written for turbulent flow in the cold channel.  

Liquid Crystal Thermography is mainly a whole-field temperature visualization 

technique; however, in several papers [100,107,232,233] it was demonstrated that, if 

properly calibrated and correctly applied, it can also provide quantitative 

measurements of heat transfer coefficients. Of course, a careful uncertainty analysis 

is necessary because the accuracy of experimental h values can affect the choice of 

turbulence models and wall functions [237]. 

For overlapped spacers with l/H=2, experimental results were obtained in the 

Reynolds number range 100~2000. The visual observation of the test section showed 

that the alternate pattern of hot and cold wall regions (as indicated by the TLC colour) 

remained steady only up to Re≈400. At higher Reynolds numbers, the TLC colour 

pattern exhibited time-dependent irregular oscillations with small amplitude and 

characteristic frequencies of a few Hz. Note that neither the amplitude nor the 

frequency of these irregularities are immediately related with the amplitude and 

frequency of turbulent temperature fluctuations proper, because of the damping role 

played by the thermal inertia of the TLC foil itself and of the polycarbonate sheet 

immediately in contact with it.  
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The images of a single unit cell were processed time-averaging the wall 

temperature distributions pertaining to 10 instants taken at intervals of about 10 s, 

long enough for the correlations between individual distributions to vanish. Results 

were found to be practically indistinguishable from those obtained by ensemble-

averaging as explained above. Note that averaging will reduce the uncertainties 

discussed above, although a precise estimate of this reduction would require a 

knowledge of the relative contribution of random and systematic errors to the overall 

uncertainty.  

Figure B. 3 reports experimental time-averaged distributions of the local heat 

transfer coefficient h on the top (thermally active) wall for the three orientations γ=0° 

(a), 45° (b) and 90° (c) and for moderate Reynolds numbers, ranging between ~600 

and ~750. To the right of each graph the Reynolds number Re, the surface-averaged 

value of h, {ℎ}, and the flow direction are shown. For readability, two different colour 

scales are used, one for γ=0° and one for γ=45° and 90°. 

 

Figure B. 3. Experimental distribution of the local heat transfer coefficient h on the top (thermally 

active) wall for Re≈600-750 and different flow attack angles. (a) γ=0°, Re=596; (b) γ=45°, Re=690; 

(c) γ=90°, Re=745. The direction of the flow and the surface-averaged values of h, {ℎ}, are reported. 

 

The orientation γ=0° (a) yields the most uniform distribution of h but rather low 

values of this quantity. The orientation γ=90° (c) yields high values of h immediately 

upstream of each transverse rod, but low values downstream, and a surface-averaged 

value of h which is only slightly higher than that obtained for 0° (if the difference in 

Reynolds number is taken into account). The orientation γ=45° (b) provides the 

highest average h and a forward-skewed distribution similar to that observed for 

γ=90°. 

Figure B. 4 reports corresponding distributions obtained for high Re (1820-

1850). As in the lower Re cases, different colour scales are used. Remarks similar to 

the above ones apply. The highest values of {ℎ} are still provided by the orientation 

γ=45° (b). The orientation γ=90° (c) yields a marked spanwise non-uniformity in the 
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distribution of h, with a relative minimum at the centre of the region located 

immediately upstream of the transverse rod. 

 

Figure B. 4. Experimental distribution of the local heat transfer coefficient h on the top (thermally 

active) wall for Re≈1820-1850 and different flow attack angles. (a) γ=0°, Re=1840; (b) γ=45°, 

Re=1850; (c) γ=90°, Re=1820. The direction of the flow and the surface-averaged values of h, {ℎ}, are 

reported.
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Appendix C: Database for overlapped spacers 

 

Considering the overlapped spacer configuration with an intrinsic angle 

between the filaments α=90°, with non-conductive spacers and two-side heat 

transfer, the following results for the Nusselt number and the friction factor were 

obtained. A third type boundary condition was imposed at both top and bottom walls, 

with an external temperature Text=19°C and an external thermal resistance rT,ext=δc/λf 

(i.e. according the notation in Appendix A, RT= rT,extλf /δc=1). No slip conditions were 

imposed at both walls and on the filaments’ surface. 

More than ~1300 simulations were performed considering the flow attack angle 

γ in the range 0°÷45° and six values for the ratio l/H (1.5; 2; 3.3; 4; 5; 6) 

In all the simulations, the Reynolds number based on the friction velocity Reτ 

was imposed from which the pressure gradient in the main flow direction was 

derived. The corresponding Reynolds number was then computed by the numerical 

solver. All the results were interpolated and plotted as function of the Reynolds 

number in the range 10÷2560. This range of course includes laminar and turbulent 

regimes. Laminar simulations were extended up to Re≈1000, while simulations with 

SST k-ω turbulence model were carried out starting from Re≈200, so that in the 

intermediate range Re=200-1000 results from both approaches were obtained. In 

principle, the SST k-ω turbulence model is capable of predicting laminar flow at low 

Re, so that the results should merge with the laminar ones. However, this does not 

always occur: in the overlap range, for example, the friction factor from SST k-ω is 

lower than that calculated by laminar simulations. A careful examination of the 

laminar results reveals that they exhibit fluctuations and unsteadiness above Re≈300, 

which can explain the higher values of the friction factor. Therefore, for Re>~300 

the results of the SST k-ω turbulence model were considered, while laminar results 

were chosen for lower Re.  

In the following figures (Figure C. 1 − Figure C. 6), one for each value of l/H, 

results of f, Nu(2)
inf and Nu(2)

sup are reported as functions of Re for different values of 

γ. For l/H=1.5 and l/H=2, the plot of the friction factor clearly shows the transition 

to turbulent regime with the typical jump reported in the Moody diagram in 

transitional flows. It is important to highlight that this transition occurs at Re well 

above the value (300) used as a threshold between laminar and SST results, and 

therefore it is not associated with the change in the model used. 
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Figure C. 1. From the top: f, Nu(2)
inf, Nu(2)

sup. Results obtained for l/H=1.5, in the range of Re 

from 10 to 2560, and γ from 0° to 45°. 
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Figure C. 2. From the top: f, Nu(2)
inf, Nu(2)

sup. Results obtained for l/H=2, in the range of Re from 

10 to 2560, and γ from 0° to 45°. 
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Figure C. 3. From the top: f, Nu(2)
inf, Nu(2)

sup. Results obtained for l/H=3.3, in the range of Re 

from 10 to 2560, and γ from 0° to 45°. 
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Figure C. 4. From the top: f, Nu(2)
inf, Nu(2)

sup. Results obtained for l/H=4, in the range of Re from 

10 to 2560, and γ from 0° to 45°. 
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Figure C. 5. From the top: f, Nu(2)
inf, Nu(2)

sup. Results obtained for l/H=5, in the range of Re from 

10 to 2560, and γ from 0° to 45°. 

0.1

1

10

100

10 100 1000 10000

f

Re

f versus Re for various  and P/H=5

0
2.5
5
10
15
20
25
30
35
40
45slope -1

slope -0.25

γ (deg)

1

10

100

1000

10 100 1000 10000

N
u

2
,i

n
f

Re

Nu2,inf versus Re for various  and P/H=5

0
2.5
5
10
15
20
25
30
35
40
45

slope 0

slope 2/3

γ (deg)

1

10

100

1000

10 100 1000 10000

N
u

2
,s

u
p

Re

Nu2,sup versus Re for various  and P/H=5

0
2.5
5
10
15
20
25
30
35
40
45

slope 0

slope 2/3

γ (deg)



Appendix C 

227 

 

 

 

 

Figure C. 6. From the top: f, Nu(2)
inf, Nu(2)

sup. Results obtained for l/H=6, in the range of Re from 

10 to 2560, and γ from 0° to 45°. 
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This clear transition to turbulent regime can be observed also in the Nusselt 

number at l/H=1.5 and l/H=2. At higher values of the pitch to height ratio, the 

transition is not clearly visible as a jump in Nu or f values but rather as a slope 

variation. 

Moreover, the influence of the flow attack angle γ becomes less and less 

important when l/H increases. Especially in the friction factor plots it can be observed 

that all the curves at different γ values collapse in one.  
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Appendix D: Experimental method in 

electromembrane processes 

 

ED/(A)RED unit 

The experiments presented in this thesis were carried out by using a cross-flow 

stack (REDstack B.V., The Netherlands). The electrodes, shown in Figure D. 1, have 

an active area of 0.01 m2. They are made of titanium with an iridium-MMO (mixed 

metal oxide) coating and are fixed on a polymethylmethacrylate (PMMA) support, 

in which the channels for the electrode rinse solution are also drilled. 

 

Figure D. 1. End plates and electrodes. 

 

The first element positioned on the electrode (both on anode and cathode) is a 

spacer with a thickness of 480 μm, placed to create the channel for the electrode 

solution. The spacer is surrounded by a gasket which ensures the sealing of the 

electrode compartment. Both elements are shown in Figure D. 2. 

To prevent the electrode solution from entering the first cell pair, an additional 

cationic membrane is interposed between the first cell pair and the channel of the 

electrode solution. At this point, the cell pairs are assembled by alternating a CEM, 

and an AEM. The flat membranes tested were Type 10 and Type 12 provided by 

Fujifilm B.V. Their properties are reported in Table 7 and Table 12, respectively. 

Pillars profiled membranes and OCF profiled membranes were also provided by 

Fujifilm B.V. and their properties are the same of flat Type 10. 

In a conventional stack with spacers, woven spacers (Deukum, GmbH) of 155 

μm or 280 μm were interposed between CEM and AEM. Both spacers had a pitch to 

height ratio l/H=2 and a porosity of 75%. In the case of pillars profiled membranes 
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(Figure D. 3), the space between two membranes was created by the pillars 

themselves. 

 

Figure D. 2. Electrode rinse solution channel. 

 

  

 (a) (b) 

Figure D. 3. Pictures of (a) pillars and (b) OCF profiled membranes. Top view. 

 

In the case of OCF profiled membranes (Figure D. 3), once the CEM was placed 

with the profiles on top, the AEM was placed with its profiles touching orthogonally 

the CEM profiles. Having both profiles in one channel, in the other channel a spacer 

of 280 μm was positioned. All the experiments were performed with 10 cell pairs. 
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An example of spacer of 280 μm and the assembled stack are reported in Figure D. 

4. 

  

Figure D. 4. Assembly steps of the stack equipped with spacers. 

 

The two PMMA plates between which the cell pairs are positioned, are enclosed 

by four plates which act as manifolds for the distribution/collection of the solutions 

to/from the channels, as shown in Figure D. 5. 

  

Figure D. 5. Manifolds. 
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Experimental set-up and method for IEMs characterization tests 

During the ED or (A)RED operations, a difference in concentrations is 

established between the two solutions, which causes a diffusive flux of salt from the 

more concentrate to the dilute solution, and an osmotic flow of water in the opposite 

direction. Therefore, among the fundamental properties required to describe an IEM, 

there are the salt permeability due to diffusion and the water permeability due to 

osmosis. In particular, these properties are needed for the calculation of the total 

flows of water and salt in the one-dimensional model presented in Part III, Section 

2. In this regard, tests were carried out to evaluate both properties and compare them 

with those provided by the manufacturer. 

In these tests, the stack described above was used, assembled with 10 cell pairs. 

No power supply was used. Even if no electrochemical reactions occur in this type 

of experiment, the electrode rinse solution was pumped into the electrode 

compartment, in order to establish the same pressure conditions that occur during 

ED/(A)RED tests. Salt solutions were prepared using demineralized water and NaCl, 

with concentrations from 0.5 to 60 g/l, using the conditions shown in Table D. 1. 

 

Table D. 1. Operating conditions in the IEMs characterization tests. 

 Concentrate [g/l] Diluate [g/l] 

Test 1 30 0.5 

Test 2 30 10 

Test 3 60 0.5 

 

The solutions were pumped into the stack with a flow rate of 42 ml/min. To 

assess weight variations due to water and salt flows, each solution, within a 

laboratory beaker, was placed on a precision balance and recirculated in the stack. A 

schematic representation of the experimental set up is shown in Figure D. 6. The 

initial volume of the solution was known (500 ml), as well as the weight, different 

for each salt concentration. Each test lasted one hour, during which the weight 

variations and the conductivity of both solutions were recorded every 5 minutes. At 

the end of the test, the volume of solutions was measured again. 

The data obtained were elaborated to calculate the water and salt fluxes and, 

consequently, the salt diffusion permeability coefficient and the osmotic 

permeability of the membranes. 
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Figure D. 6. Experimental set-up for IEMs characterization tests. 

 

Results of the IEMs characterization tests 

The variations in solution mass and conductivity, due to the diffusive and 

osmotic water fluxes, were recorded every 5 minutes. Knowing the initial and final 

mass and the initial and final volume of the two solutions, density was calculated and 

it was assumed a linear variation during the test. To convert conductivity to 

concentration, Islam’s correlation was used.  

During each experiment, the volume in the concentrate solution increases, due 

to the osmotic flux of water directed from the more diluted to the more concentrated 

solution, while the salt concentration decreases because the salt moves in the opposite 

direction. 

Therefore, starting from the experimental data, i.e. the concentrations and the 

mass variation Δm, the quantities of interest were obtained as follows. 

The salt mass in the dilute solution at the i-th time instant is calculated as: 
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𝑔𝑆,𝑖
𝐷𝐼𝐿 = 𝐶𝑖

𝐷𝐼𝐿𝑉𝑖
𝐷𝐼𝐿 (D. 1) 

 

where Ci
DIL is the diluate concentration and Vi

DIL is the diluate volume. Therefore, 

the salt mass flow into the diluate (per cell pair) at the generic time step is: 

𝐺𝑆,𝑖
𝐷𝐼𝐿 =

𝑔𝑆,𝑖
𝐷𝐼𝐿 − 𝑔𝑆,𝑖−1

𝐷𝐼𝐿

𝑡𝑖 − 𝑡𝑖−1
∙

1

𝑛𝑐𝑝
 

(D. 2) 

 

 

where (ti-ti-1) is the time step between each measurement and ncp is the number of cell 

pairs in the stack. At this point, the salt diffusion permeability coefficient (average 

between the two membranes) is calculated as follows: 

𝐷𝐼𝐸𝑀,𝑖 =
𝐺𝑆,𝑖

𝐷𝐼𝐿

2(𝐶𝑖/2
𝐶𝑂𝑁𝐶 − 𝐶𝑖/2

𝐷𝐼𝐿)𝑆
∙ 𝐻𝐼𝐸𝑀 

(D. 3) 

 

 

in which S is the stack active area, HIEM is the membrane thickness (supposed the 

same for the two membranes) and 𝐶𝑖/2
𝑆𝑂𝐿 is the mean concentration between instants 

ti-1 and ti. The final value adopted for DIEM is the average of those calculated for each 

time step. 

Regarding the determination of the osmotic permeability, it is necessary to 

calculate the water mass in the concentrate solution as: 

𝑔𝑊,𝑖
𝐶𝑂𝑁𝐶 = 𝑔𝑇𝑂𝑇,𝑖

𝐶𝑂𝑁𝐶 − 𝑔𝑆,𝑖
𝐶𝑂𝑁𝐶 (D. 4) 

 

where 𝑔𝑇𝑂𝑇,𝑖
𝐶𝑂𝑁𝐶 is the total mass of the concentrate solution and 𝑔𝑆,𝑖

𝐶𝑂𝑁𝐶 is the salt mass 

in concentrate solution, calculated by using Eq. (D. 1). 

The water mass flow rate per cell pair is obtained as: 

𝐺𝑊,𝑖
𝐶𝑂𝑁𝐶 =

𝑔𝑊,𝑖−1
𝐶𝑂𝑁𝐶 − 𝑔𝑊,𝑖

𝐶𝑂𝑁𝐶

𝑡𝑖−1 − 𝑡𝑖
∙

1

𝑛𝑐𝑝
 

(D. 5) 

 

 

thus, the osmotic permeability (average between the two membranes) is: 
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𝐿𝑝,𝐼𝐸𝑀,𝑖 =
𝐺𝑊,𝑖

𝐶𝑂𝑁𝐶

2(𝜋𝑖/2
𝐶𝑂𝑁𝐶 − 𝜋𝑖/2

𝐷𝐼𝐿)𝑆
 

(D. 6) 

 

 

where 𝜋𝑖/2
𝑆𝑂𝐿 is the mean osmotic pressures between instants ti-1 and ti, calculated by 

means of Pitzer’s model. 

The final value adopted for Lp,IEM is the average of those calculated for each time 

step. Results are shown, for each couple of concentrations tested, in Table D. 2. 

 

Table D. 2. Results of salt diffusion permeability and water permeability coefficients for Type 10 

membranes (Fujifilm B.V.) 

 DIEM [m2/s] Lp,IEM [ml/m2h bar] 

Test 1 2.55∙10-12 5.6 

Test 2 2.39∙10-12 5.2 

Test 3 3.83∙10-12 6 

 

Experimental set-up and method for ED/ARED tests 

The electrode rinse solution used was a 0.3 M K3Fe(CN)6; 0.3 M 

K4Fe(CN)63H2O; 0.25 M NaCl solution. It was pumped into the stack by a peristaltic 

pump (Masterflex Cole-Palmer) with a flow rate of 180 ml/min. A similar pump is 

used for the feed solutions, for which a one-pass flow arrangement was used. 

Pressure transducers (Endress+Hauser Cerabar M) were installed at the inlet of each 

stream, and conductivity was measured at the inlet and the outlet by a portable 

conductivity-meter (WTW 340i). 

For all measurements, the procedural prescriptions recommended in reference 

[238] for electrodialysis experiments were followed. A potentiostat/galvanostat was 

used (Ivium Technologies, The Netherlands) to increase the current pulse-wise: each 

current pulse duration (typically 300 s) was at least eight times the residence time of 

feed water in the system to ensure steady-state conditions, and it was preceded and 

followed by a short period of open circuit (open circuit voltage, OCV) [65]. For each 

current pulse, the stationary voltage value or its mean value in the presence of 

oscillations, was taken in order to build the current-voltage curve. 

In ARED experiments, a stabilized power supply (Elektro-Automatic GmbH, 

Germany) was adopted. 
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A schematic representation of the experimental set-up, equal for both ED and 

ARED experiments, is reported in Figure D. 7. 

During each step in which the current was kept constant, a sample of each 

solution at the outlet was taken to measure the conductivity, from which a 

corresponding concentration value was obtained. Conductivity was measured also at 

the inlet of the ED stack before starting each test. 

Moreover, before starting each experimental campaign (i.e., each set of tests 

conducted before disassembling the stack), the stack was checked for external and 

internal leakages. During the test for internal leakages, a single channel was fed, for 

example the diluate, and the flow rate exiting the other channel (in this example, the 

concentrate) was verified to be below the measurability threshold. In this way, 

sealing defects and lesions in membranes or gaskets are excluded. 

 

Figure D. 7. Experimental set-up for ED/ARED tests. 
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