SearchBot: Supporting Voice Conversations with Proactive Search

Abstract
Searching during conversations and social interactions is becoming increasingly common. Although searching could be helpful for solving arguments, building common ground, and reinforcing mutual assumptions, it can also cause interactional problems. Proactive search approaches can enrich conversations with additional information without neglecting the shared and established social norms of being attentive to ongoing interaction. This demo showcases SearchBot, a tool that minimizes the issues associated with the practice of searching during conversations. It accomplishes this by tracking conversational background speech and then providing continuous recommendations of related documents and entities in a non-intrusive way [3].
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Introduction
Searching during a conversation allows people to check facts and to expand their knowledge about topics of interest. However, the typical explicit interactions between the
user and the search engine may be laborious and cause disruptions in the flow of the conversation, interruptions of eye contact, and other social interaction problems [1, 8]. Although some approaches have been introduced to improve the social search experience by minimizing the need for textual input [4], here, we take things a step further by proposing a solution that uses proactive search directly from spoken conversational input. Proactive search can leverage information from users’ contexts to retrieve information in an easily accessible and non-intrusive manner [9]. Despite the current limitations of automatic speech recognition, recent research on voice-based interaction [2, 5, 6] has shown that relevant contextual information can be extracted even from partial recognition. These findings have inspired our investigation into how proactive search from spoken conversational input could support conversations between individuals.

In [3], we introduce SearchBot, a proactive search agent that listens to conversations, detects the entities mentioned in the conversations, and proactively retrieves and presents information related to the topics of conversation. To demonstrate the viability of the SearchBot approach, we conducted a comparative study with 12 pairs of participants engaging in informal conversations on building travel or movie lists. The conversations were supported by either SearchBot or a more traditional search engine used as the control condition. Our findings showed that information retrieved proactively by an agent listening to the conversation had the potential to effectively support the conversation with facts and ideas without causing much interruption to the conversation’s flow but at the cost of participants feeling less in control of the search process. The findings also showed that the proactive search approach retrieved the same number of useful resources supporting the conversation yet without the participants having to formulate explicit queries. In this demo we introduce the SearchBot system to the CSCW community.

**Demonstration Description**
During this demonstration, conference participants will be invited to engage in conversations on building travel or movie lists with the demo presenter. The conversations will be enriched with additional information automatically retrieved by the SearchBot system, which will be customized for the "movie" and "travel" topics to improve the relevance of the results displayed.

**SearchBot Components**
In this section we describe the main components of the system demo.

*Spoken Conversation Analysis*
SearchBot listens to conversations through a microphone. Speech recognition is performed by using Google’s implementation of the HTML5 Web Speech API\(^1\). The speech API takes the audio recording as an input and outputs a transcript in natural language. The speech recognizer listens continuously to the conversation. The voice activity is automatically detected based on the audio input, and the system begins to build a sentence from the input. After the activity stops, the system returns the recognized sentence. As soon as the system recognizes and returns the sentence transcript, it triggers the entity detection and recommendation component.

*Entity Detection and Recommendation*
Each transcription is processed by Google’s Cloud Natural Language API\(^2\), which is used to extract recognized entities from the transcripts. The API returns entities along with

---

\(^1\)https://w3c.github.io/speech-api/speechapi.html
\(^2\)https://cloud.google.com/natural-language/
information about their named entity types. For example, people, locations, and organizations are separately typed.

To recommend new entities based on the detected ones, we model them using a vector space model [10]. To recommend new entities, we train an entity embedding model using Word2Vec [7] on a complete English Wikipedia. Each of the detected entities from the current transcript is represented as a vector in the embedding space. The embedding model is used by first combining the vectors of the words in the recognized entities and then retrieving new entities by ranking other entities using their cosine similarity in the embedding space. Altogether, the four highest-ranking entities are retrieved in response to each transcript (Figure 1c). For example, for the input “Bordeaux”, “France”, and “wines”, the system computes a cosine distance for an input vector “Bordeaux” + “France” + “wines” and retrieves the entities “Bandol,” “sauternes,” “wines,” and “Marseille,” which have the smallest cosine distance to that vector.

**Document Retrieval**

Related documents are retrieved via Google Custom Search by combining entities recognized in the present transcript to a query. Entities of type “location” or “person” are prioritized to improve the relevance of the results displayed. If an entity of such type is identified, a separate query is generated using that specific entity, and the other entities are combined to that query. Altogether, four search results are retrieved in response to each transcript (Figure 1c).

More specifically, anytime the recognizer detects pauses, silence, or non-speech audio, a new sentence is returned. From the sentence, a set of entities is extracted, and a type is determined for each entity. If some of these entities are named entities—in our case, “location” or “person” type—they are stored in a separate named entity query vector. All of the entities are also used to form another general query vector. The final set of search results shown to the user is then computed as the union of the highest-ranked results in response to both query vectors. In case none of the entities falls into the location or person categories, only the latter vector is used for retrieval.

An example of a sentence, the extracted entities and their types, and the query vectors is given below:

**Sentence:** Bordeaux is famous for its wines.

**Entities:** Bordeaux (type location), wines (type consumer good)

**Named entity query vector:** Bordeaux

**General query vector:** Bordeaux + wines
**User Interface Design**

The user interface operates on a regular Web browser. It consists of a timeline that displays a stream of recognized entities in the lower area of the window (Figure 1a), a timescale with timecodes displayed in the center (Figure 1b), and successive sets of four retrieved documents (Figure 1c) and four recommended entities in the upper part of the window (Figure 1c). A new set extends the timeline every time a new transcription is available. The user can interact with the system in multiple ways. Clicking on recognized or recommended entities triggers a search and opens the most relevant article in a new tab. Clicking on a document will open its content in a new tab. Users can also move back and forth on the timeline by clicking on and dragging the central portion of the window.

**Conclusions**

In this demo we introduce SearchBot [3] to the CSCW community. SearchBot supports conversations by minimizing the need to perform explicit searches. With SearchBot searches are proactively performed in the background by using naturally occurring spoken conversational contexts between individuals while they can remain focused on the conversation and pay attention to their personal devices only when additional information is needed.
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