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Abstract

*Intermediate Polar Cataclysmic Variables (IPCVs)*, also known as *DQ Her* stars after their prototype, are cataclysmic variable stars characterized by the presence of an accreting, magnetic, rapidly rotating white dwarf surrounded by an accretion disk magnetically truncated by the inner magnetosphere of the star. These objects exhibit a magnetic field of the order of few MG, able to disrupt the inner part of the disk but not strong enough to inhibit the formation of a disk. These stars show a strong X-ray emission with a stochastic pulsation that in some cases arise in the inner part of the disk. However, the observations of the X-ray luminosity for these objects do not match the expected value: *IPCVs* appear in general to be underluminous in X-ray than expected for an accreting white dwarf. Nevertheless, accretion processes have often been successfully taken into account in order to explain the observed X-ray emission from *IPCVs*, although the observed features suggest that accretion phenomena occurring in these objects could be not the only process behind the X-ray emission.

The main purposes of the present thesis are the following: the primary aim is to investigate the formation of an extended corona above the accretion disk, due to an intense flaring activity occurring on the disk surface; another objective is investigate its effects on the disk, on the accretion and on the stellar magnetosphere; the last, but not less important, intent is to assess the contribution of this coronal activity to the observed thermal X-ray fluxes.

To this end we have developed a 3D magnetohydrodynamic (MHD) model describing an *IPCV* system. The model takes into account gravity, viscosity, thermal conduction, radiative losses and coronal heating. In order to carry out a parameter space exploration, several system conditions have been considered, with different magnetic field intensity and disk density. From the results of the evolution of the model, we have synthesized the thermal X-ray emission.

The simulations actually show the formation of an extended corona, linking disk and star. The coronal activity is capable of strongly influencing the disk configuration and possibly its stability, effectively deforming the magnetic field lines. Hot plasma evaporation phenomena occur in the layer immediately above the disk. Furthermore, the flaring activity
give rise to a conspicuous thermal X-ray emission in both the \([0.1 - 2.0] \text{ keV}\) and the \([2.0 - 10] \text{ keV}\) X-ray bands.

In the light of our findings, it is possible to conclude that an intense coronal activity occurring on the disk surface of an \(IPCV\) can affect significantly the structure of the disk and the magnitude of this effect appears noticeably dependent on the density of the disk and the magnetic field of the central object. Moreover, the synthesis of the thermal X-ray fluxes shows that this flaring activity may contribute to the observed flickering thermal X-ray emission.
Chapter 1

Introduction

1.1 Scope of the thesis

Star-disk systems have a key-role in astrophysics due to mass, momentum and energy transport from disk to the star and to the circumstellar medium. Moreover, one of the key elements making these objects very interesting subject of research is that they actually seem to be ubiquitous and they exist in several star evolution phases, from young stellar object (\textit{CTTS} - Classical T-Tauri stars) up to the ultimate remnants of a star (e.g. \textit{LMXB} - Low Mass X-Ray Binaries, \textit{IPCV} - Intermediate Polars Cataclysmic Variables) albeit with very different physical conditions. Furthermore, this kind of star systems, due to their complex structure, exhibit several significant features: for instance, they are characterized by accretion processes, may show a remarkable X-ray emission and are sites of several phenomena able to profoundly influence the whole system. In fact, one of the subjects of this thesis is the possible contribution to the global X-ray emission due to a corona of the accretion disk, mostly due to a continuous chain of flaring events, a scenario already suggested in literature (Galeev et al., 1979). The flares are due to magnetic reconnections of magnetic field permeating the disk and continuously wound and stretched by the disk’s differential rotation. Flares are events commonly observed on the surface of the Sun, releasing significant amount of energy up to $10^{32}$ erg. There is a general consensus on their origin as an energy release triggered by magnetic reconnection events. Much more energetic flares have been observed on main sequence stars and \textit{CTTS}; some flares occur on the stellar surface but others are quite likely occurring on the disk or in the magnetic loops interconnecting the star and the disk (Favata et al., 2005). Therefore, it is arguable that flares may occur on the accretion disk around some compact objects as well, where conditions of the plasma are analogous to the ones found in the disk of \textit{CTTS}.

In the present thesis we want to explore the various effects of a flaring activity on the surface of the accretion disk of a compact object through magnetohydrodynamic (MHD)
simulations. In order to carry on this investigation, we chose to adopt and tune a model of a class of objects whose features could be modelled without having to cope with very extreme and hard to handle physical conditions and, at the same time, shared many features with both very extreme and with more manageable star-disk systems, thus granting the perspective of safely extending our model: Intermediate Polar Cataclysmic Variables (IPCVs or DQ Her). IPCVs is a subclass of the wider Cataclysmic Variables class (CVs) and represent a good prototype of compact object with accretion disk for several reasons. They combine the features of a weakly magnetized object in the external region of the disk and the ones of a strongly magnetized object in its inner region, where the magnetosphere dominates the accretion. They share several similarities with CTTS and similar objects, so the computational model already developed for CTTS by Orlando et al. (2011) can be adapted and appropriately scaled. Moreover, they may host flares more energetic than those on the Sun, due to their intense magnetic field.

In the following Section 1.2 we briefly review the main features of CVs, focusing on IPCVs and stressing the similarities and differences with other subclasses of CVs; in the Section 1.3 we describe the main issues and the approach adopted to address them.

### 1.2 Intermediate Polars and other Cataclysmic Variables

Cataclysmic Variables (CVs) show irregular and large variations in brightness, followed by a quiescent state. This behaviour, at first blush, seems to follow no regular pattern. Initially they have been named after the latin word *Nova*, since this kind of phenomena appeared as new stars in the sky, due to the fact that some of these stars are visible to the naked eye during their outbursts and invisible when quiescent.

As observational data were collected it became clear that these objects were regular binary systems changing in brightness for some reason. Then, Cataclysmic Variables were subdivided into three major groups on the basis of the optical outburst properties and their variability: Classical Novae (CN) showing only one significant change in brightness yet observed (with an absolute magnitude variation of 10-11 mag); Recurrent Novae (RN) and Dwarf Novae (DN) with a regular but smaller variability (respectively of 7-8 mag and 2-3 mag). Actually, a fourth group may be defined by Nova-like objects (NL), stellar objects known to show small and frequent fluctuation in brightness without significant explosions. This feature of NL objects is known as *flickering* and is accountable for variations of the order of tenth of magnitude, lasting seconds or minutes, and fundamentally without periodic behaviour. This phenomenon is observable even in the other types of CVs during quiescent phase. So, NLs could be *Novae* in stasis with not yet observed eruptions.

Every star in these classes shows common features with the others and peculiarities that
makes them unique. So, it’s hard to recognize in the stellar objects just roughly depicted a common scheme lying beneath. Nevertheless, a binary interacting star system is the common basis of all these objects. Both stars are already in the final phase of their lives; the primary star, the most massive one, has evolved faster and it has collapsed becoming a white dwarf (WD). In contrast with the compact and hot primary star, the secondary star is a less massive former main-sequence companion, less evolved, less dense and colder. The companion star’s external layers fill the Roche lobe\(^1\) and material from the secondary star may fall onto the WD swirling around this one through a thin mass transfer stream. Fig. 1.1 and 1.2 depict the main elements describing the CV stars.

In order to fully understand the difference between various classes of CVs, we have to define some important physical quantities involved in their dynamics. In the next section these quantities will allow us to introduce a more specific classification of these object based on the magneto-gravitational interaction between the white dwarf and the circumstellar environment. First, the Alfvén radius \((R_A)\) is the distance from a magnetized star where the magnetic pressure equals the plasma pressure (plus possible ram pressure). In other words, it defines the distance where the \(\beta\) parameter of plasma is equal to unity:

\[
\beta = 8\pi \frac{p + \rho v^2}{B^2} = 1.
\]

(1.1)

In systems where an accretion disk is involved it may be coincident with disk’s truncation radius \(R_d\), i.e. the inner end of the disk. Another key parameter is the circularization radius \((R_{circ})\); this parameter determines the external extension of a accretion disk and it is defined as the radius where angular momentum of material orbiting the WD matches the angular momentum of material passing through the lagrangian point between the Roche lobes (Hellier, 2007).

\[
\omega_{circ} R_{circ}^2 = \omega_{orb} R_{L1}^2
\]

(1.2)

where \(\omega_{orb}\) is the orbital velocity of the binary system while \(\omega_{circ}\) is the keplerian angular velocity at the external boundary of the disk \(\omega(R_{circ}) = \sqrt{M_{wd} G / R_{circ}^3}\).

1.2.1 Nova-like objects subclass

The most suitable approach to the study of CVs from a physical point of view is to consider them as rotating compact object interacting with the surrounding environment through

\(^1\)Roche lobes define gravitational equipotential surfaces around the binary system.
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Figure 1.1: Main elements used to represent a CV system.

![Diagram of CV system with labels](image)

Figure 1.2: Schematic diagram of accretion process in CVs. (a) An AM Her star without accretion disk, the accreting material impacts directly on the surface of the white dwarf, flowing through the magnetosphere along field lines. (b) A DQ Her star with the accretion disk disrupted at the magnetospheric boundary. (c) A Non-magnetic CV with no disruption of the accretion disk (Norton, 1993).

As a matter of fact, the magnetic and gravitational forces have a key role in the phenomena occurring in this kind of object, defining an alternative classification of CVs and, in particular, of the NL objects. Indeed, the class of NL objects may be divided in two sub-classes: the AM Her stars and the DQ Her stars, named after their respective star prototypes (Fig. 1.2). The major feature common to these sub-classes of CVs is a WD with a magnetic field strong enough to dominate all accretion phenomena. Emphasising the paramount importance of magnetic field and gravity (Giovannelli et al., 2012).
1.2. INTERMEDIATE POLARS AND OTHER CATACLYSMIC VARIABLES

Figure 1.3: Scale of magnetic field strength of Magnetized Cataclysmic Variables (MCVs) over many order of magnitude from the lowest on the left to the strongest to the right: PCVs (open circles) and IPCVs (filled circles) form an overlapping continuum (Dhillon, 1996; Seward & Charles, 2010).

field in phenomena occurring in this kind of stellar objects, AM Her and DQ Her stars took the names of Polars Cataclysmic Variables (PCVs) and Intermediate Polars Cataclysmic Variables (PCVs), respectively. In fact, depending on the magnetic field intensity of the WD, the accretion of matter from the secondary star onto the primary can occur in different ways. Fig. 1.3 shows the distribution of magnetic field intensity of Intermediate Polars and Polars. Hereafter we briefly summarize the main feature of these class of CVs in order of increasing magnetic field intensity.

- **PCVs or AM Her stars**
  In these objects, also known as Polar Cataclysmic Variables (PCVs), the accretion process takes place via a direct magnetic channelling through the magnetic poles. This behaviour arises because magnetic field of the WD is strong enough (∼10–200MG) to make the magnetosphere radius (or Alfven radius $R_A$) greater than the circularization radius ($R_{circ}$), therefore no accretion disc is formed and the accretion is fully governed by the magnetic field. As shown in Fig. 1.2a, the accretion originates in a stream from the secondary star through the inner lagrangian point ($L_1$), then it is canalized by the magnetic field along the field lines and poured directly onto the surface of the WD. In Cataclysmic Variables with a highly magnetic white dwarf (exceeding 30MG), the WD is usually phase-locked to the orbit and its rotation is synchronized with the binary orbital period (a few hours typically) (Hellier, 2007; Giovannelli et al., 2012). Another signature of this class of objects is the presence of a strong circular polarization of the emitted light due to cyclotron radiation of charged particles interacting with magnetic field lines. Since the cyclotron emission can be accountable even for half the total light of an AM Her, they actually represent the most polarised objects in the sky (Hellier, 2001).
• **IPCVs or DQ Her stars**

DQ Her stars, also known as Intermediate Polar Cataclysmic Variables (IPCVs), contain an accreting, magnetic, rapidly rotating white dwarf. The white dwarf in IPCVs typically has a magnetic field strength ranging between 0.1 and 10 MG (Hellier, 2007), weaker than the field of other classes of CVs (e.g. AM Her stars). In particular, differently from AM Her stars, the field is not strong enough to prevent an accretion disk from forming, but it is capable of disrupting the inner part of the disk where the magnetosphere dominates the accretion. Under these circumstances the Alfvén radius \( R_A \) is smaller than the circularization radius \( R_{\text{circ}} \) but greater than \( R_{\text{wd}} \). So, in IPCVs, accreting matter follows the magnetic field lines within the magnetosphere delimited by the truncation radius \( R_d \), i.e. where the magnetic pressure is approximately equal to the total gas pressure. Moreover, the moderate magnetic field of the rotating WD is unable to trigger the phase-lock between WD’s spin and the orbit as typical of AM Her stars. Hence, the rotating WD is asynchronous with the binary orbital period and \( P_{\text{spin}} < P_{\text{orb}} \). The rotational periods \( P_{\text{spin}} \) usually range from 33s to 2.0hr, though additional periods can emerge when the rotating searchlight\(^2\) illuminates other structures in the binary (Patterson, 1994; Giovannelli et al., 2012). On the whole, DQ Her stars resemble the AM Her without spin-orbit synchronism and the absence of a strong circular polarization (Patterson, 1994). Although the IPCV class represents only about 5%-10% of Cataclysmic Variables (Patterson, 1994), these stars, with a medium-strength field, combines the characteristics of a non-magnetic system (in its outer regions) with those of a strongly magnetized object (in the region close to the white dwarf). This peculiar feature leads to potentially very complex systems (Hellier, 2001) representing an intriguing middle ground between strongly and weakly magnetized objects.

• **Non-Magnetic CV stars**

The term ”intermediate” for DQ Her stars is used because a third class of CVs actually exists: the so-called Non-Magnetic CVs (NMCVs). These stars represent the majority of Cataclysmic Variables and their magnetic field is sufficiently weak that it can be ignored, typically it’s lower than \( 10^4 \)G. In such conditions, the magnetosphere is very small and its radius may coincide with the WD’s one. Thus, accretion disk is not truncated and it may extend close to the surface of the WD (see Fig. 1.2c).  

\(^2\)The accretion on the WD determines an energy release creating an intense bright spot at one or both WD’s magnetic poles. When WD’s spin and magnetic axes are not aligned, then the star magnetic field rotates diagonally and may cause a modulation in X-ray/UV/Vis lightcurve due to its lighthouse beam. This phenomenon is a sort of accretion ‘footprint’ and it is similar to the aurora circling Earth’s magnetic poles (Patterson, 1994; Hellier, 2001).
However, due to the several complex and peculiar configurations involved by this systems, it is not surprising that in this classification various classes are not sharply separated. In fact, as showed by Fig. 1.3, the distribution of magnetic field strength for Polars and Intermediate Polars appears as a continuum of values, even with some overlap (Seward & Charles, 2010).

As stated before, in the present work we are interested in studying Intermediate Polar systems. The peculiar nature of these objects allows the formation of an accretion disk internally truncated by the interaction with the magnetosphere and, although they are ubiquitous in astrophysics, nonetheless their dynamics is still not fully understood. Moreover, these systems show a great range of observational clues with periodic and quasi-periodic behaviour, especially in their X-ray emission, on timescales that often are relatively easy to study, making these systems a first choice for understanding the phenomenon of accretion (Hellier, 2007).

### 1.2.2 X-ray emission

Almost half of the population of IPCVs currently known has been discovered through optical observations. However, they are also strong X-ray emitters and the ratio between X-ray and visible flux \( \frac{F_x}{F_v} \) is greater than unity for this class of stars (Patterson, 1994). These stars are indeed soft X-ray \([0.1 - 2.0]\) keV and hard X-ray \([2.0 - 10]\) keV sources with asynchronous changes of brightness.

Nevertheless, while X-rays from IPCVs do exhibit aperiodic variability, this is not the most notable aspect of the X-ray timing properties of these objects. In fact, one of the defining characteristics (if not the defining characteristic) of IPCVs is the strictly periodic and coherent X-ray spin modulation. The fundamental criterion in order to define a member of this class is the presence of a rapid and stable periodicity in the light curve of the CV. This is typically observed at optical or X-ray wavelengths. The required feature of ”rapidity” is non important intrinsically, but it means that \( P_{\text{spin}} < P_{\text{orb}} \), although most stars have \( P_{\text{spin}} \ll P_{\text{orb}} \). On the other hand, the ”stability” requirement on long time scale for the period and phase is fundamental in order to discriminate the signals from the several more common phenomena of quasiperiodic oscillations and flickering (Patterson, 1994).

A possible origin for this X-ray emission is the mass accretion (Patterson, 1994). The value of mass accretion rate \( \dot{M} \) in IPCVs has been inferred from observations through various techniques based on different assumptions \(^3\), and the expected value of \( \dot{M} \) usually

\(^3\)Disks with higher \( \dot{M} \) in general show higher temperatures and therefore bluer colours. Nevertheless, the B-V and U-B bands show small variations, and even small spurious contributions can produce very large errors in \( \dot{M} \). On the other hand, the ultraviolet colours are extremely sensitive to \( \dot{M} \), but it is also sensitive to the mass of the white dwarf. This may be the most useful technique but needs a fine calibration.
ranges between $10^{-11}$ and $10^{-8} \, M_\odot \, y^{-1}$ (Patterson, 1984, 1994; Giovannelli et al., 2012). According to this finding, we do expect that these objects are strong X-ray emitters. In fact, a significant amount of energy per particle may be released, due to shocks\(^4\) generated by the accreting plasma flowing along the field lines and impacting onto the white dwarf’s surface at, approximately, free fall velocity.

Actually, with velocity ranging between $10^8$ and $10^{10} \, cm \, s^{-1}$, the infalling matter moves really fast, compared to the speed of sound, that does not exceed $10^7 \, cm \, s^{-1}$. Therefore, above the star’s surface a shock is generated and energy is released by the infalling plasma (Patterson, 1994). The theory predicts that these systems are expected to show an X-ray luminosity given by

$$L_x \approx \frac{G M \dot{M}}{R} \approx 10^{34} \dot{M}_{17} \, erg \, s^{-1}, \quad (1.3)$$

where $R$ is the radius within which the infalling plasma will be guided along the field lines to accrete radially onto the white dwarf, $M$ the star mass, and $\dot{M}_{17}$ is the accretion rate in units of $10^{17} \, g \, s^{-1}$. To compare this with $[2.0 - 10] \, keV$ observations, we assume a spectrum with $kT_{\text{brem}} = 15 \, keV$, 50% of the original $L_x$ radiated downward towards the white dwarf, and a white dwarf albedo of 0.3 for hard X rays. According to this model, these impacts should cause a strong emission in the hard X-ray band $[2.0 - 10] \, keV$ up to $L_{hx} \approx 10^{34} \, erg \, s^{-1}$ (Patterson, 1994). In particular, Patterson (1994) derived for several IPCVs the mass accretion rate and the expected X-ray emission using the theory

\(^4\)A shock wave is a propagating disturbance moving faster than the local speed of sound.
of accreting white dwarf. The comparison of these values with observations has shown that the observed luminosity is systematically lower than expected (see Fig. 1.4). On the whole, the entire IPCV class show an X-ray luminosity lower than expected by an average factor of $\sim 4$, and it is worth noting that this evaluation excludes fast rotators, for which the X-ray underluminosity is even more pronounced (Patterson, 1994). The fact that the observed X-ray flux is significantly lower than the one expected from accretion has defined for many years one of the most compelling issue about this class of stars.

Nonetheless, to date we have an increasingly sophisticated understanding of X-ray emission from radial accretion onto white dwarfs, and this has successfully been used to estimate the white dwarf mass in many cases (e.g., Ramsay et al., 1998). The fact that these X-rays are emitted close to the white dwarf surface is established also by the detection of strong reflection signal, that is X-rays emitted downward just above the white dwarf surface, then scattered off it (Mukai et al., 2015). Moreover, PCVs do not have an accretion disk, but a subset of them have strong hard X-ray component. When they do, their X-ray spectra are similar to those of IPCVs (Ishida et al., 1997). Furthermore, they are often subject to self-occultation (i.e., being blocked by the body of the white dwarf when the emission region goes behind it), so we know the location and approximate size of the emission region. Finally, there is one IPCV ($XY$ Ari) which is relatively X-ray bright and deeply eclipsing. The eclipses are sharp, which means that the X-ray emission region is very compact (a fraction of the white dwarf) (Hellier, 1997).

1.2.3 Flickering

Another intriguing feature shared by all the CV stars, including IPCVs, is the flickering, i.e., a random, broad-band and short term modulation of luminosity. It appears as a sequence of overlapping flares and bursts apparently having no cycle or periodicity. This phenomenon has been observed in the X-ray light curves of CVs of all classes, and ranges from fluctuations lasting few seconds to larger changes in brightness with rises and dips lasting for hours, with no pattern or period.

Despite flickering has been studied for a long time, especially in the visible region of the electromagnetic spectrum, its origin is still uncertain (Tamburini et al., 2009). In order to find out where flickering comes from, it may help compare the lightcurve of two different CVs (see Fig. 1.5). The first one is a the lightcurve of $U$ Gem (a dwarf nova) showing that the flickering disappears during eclipse. Since this system is thought to have grazing eclipses, the secondary star hides the white dwarf leaving the inner region of the accretion disk visible. This implies that the flickering of $U$ Gem arises from a bright spot on the surface of the compact object, where the accreting material from the disk impacts on.
The second lightcurve has been observed from *HT Cas* (another dwarf nova) and shows a completely different scenario. In this lightcurve flickering resumes before the egress of the bright spot on the white dwarf’s surface. This demonstrates that in this system the flickering arises in the inner region of the accretion disk, close to the white dwarf.

Thus, from comparisons like this we can infer that flickering may arise in the turbulent inner region of the disk, or from the bright spot on the surface of the white dwarf (Hellier, 2001). Actually, since the mid 80s the analysis of eclipsing lightcurve of the *CV RW tri* (a Nova-like star) (Horne & Stiening, 1985) demonstrated that the flickering source must be concentrated in the centre of the accretion disk but it is not necessarily confined to the immediate vicinity of the white dwarf, possibly spreading out in the inner part of the accretion disk (Bruch, 2015). In this respect it is worth noting that the differential rotation of the disk together with the interaction of the disk with a strong magnetic field may cause magnetic reconnection close to the disk surface (Galeev et al., 1979), just in the inner turbulent region of the disk, where the observations suggest that phenomena responsible of flickering may occur (Hellier, 2001; Seward & Charles, 2010).

In the light of these considerations, it is plausible that the X-ray emission observed in some of the *IPCV* stars may have a thermal component due to a coronal activity occurring on the surface of the accretion disk. Actually, some authors suggest that a coronal activity occurring on the surface of accretion disk, could develop and sustain an extended corona between star and disk (e.g. Favata et al., 2005; Orlando et al., 2011), although these authors referred to star-disk systems with a not-compact star.

![Figure 1.5:](image)

Figure 1.5: The lightcurve of *U Gem* shows a grazing eclipse of the bright spot only, the contextual disappearance of flickering indicates that it originates in the bright spot. The lightcurve *HT Cas* shows that flickering resumes before the egress (right hand tick) of the bright spot of the white dwarf, thus it must arise in the inner disk (Hellier, 2001).
1.2.4 Period changes and torques theory

Section 1.2.2 emphasized the importance of the spin period of the star \( P_{\text{spin}} \) and its comparison with the orbital period of the binary system \( P_{\text{orb}} \). Nevertheless, \( P_{\text{spin}} \) is not immutable and the white dwarf can spin up or down. In general, due to a moment of inertia sufficiently small, magnetic white dwarfs may experience torques from the disk able to produce measurable spin period changes. This effect is often addressed as "matter torque" (Patterson, 1994). It is an expected behaviour that the white dwarfs of IPCV spin up due to angular momentum accreting from the disk. Nonetheless, this argument is not always true, since some stars are spinning down, and several other stars are rotating too slowly to have gone through a spin-up over a long period of time. The theory of Ghosh & Lamb (1978) showed that a magnetic compact star accreting matter from a disk may abide a total torque more complex than the above mentioned "matter torque".

According to this theory, the rotating white dwarf is characterized by a "fastness parameter" \( \omega_s \). This parameter is defined as \( \omega_s = \omega_L / \omega_d \), where \( \omega_L \) is the angular velocity at the magnetospheric radius\(^5\) (i.e. the truncation radius \( R_d \)). When \( \omega_s \approx 0 \) the star is considered a "slow rotator" and the matter torque dominates. Otherwise, when \( \omega_s > 0 \), the white dwarf is a "fast rotator". In this configuration, some of its field lines stick in the more slowly rotating disk, exerting a spindown torque opposing the matter torque. When \( \omega_s \) approaches a critical value \( \omega_{\text{crit}} = 0.35 - 0.85 \), the spin-down torque may exceed the matter torque determining a spin equilibrium. For \( \omega_s > \omega_{\text{crit}} \), the star should spin down, and accretion could be subdued (Patterson, 1994).

1.3 Open issues and approach

To date it is a largely accepted idea that flare may occur on the surface of accretion disks of stellar objects. The theoretical studies conducted by Galeev et al. (1979) showed that a conspicuous formation of magnetic loops may occur on the surface of accretion disks, due to the interaction between the magnetic field of the central star and the differentially rotating disk. Therefore, such a context is amenable to triggering a flaring activity involving the surface of the disk. After all, the conditions required to cause flares exist on the surface of an accretion disk. As a matter of fact, we are in the presence of a magnetized disk

\(^5\) The magnetospheric radius is defined as the radius where the magnetic torques equal the internal viscous torques in the disk (Bessolaz et al., 2008). This criterion gives an upper limit for the \( R_d \), as it only defines a radius where the star-disk interaction starts to affect accretion (e.g. Armitage & Clarke, 1996). A more conservative approach, giving a lower limit for \( R_d \), states that accretion funnels take place when accretion is no longer possible because of the overwhelming field strength, i.e. when \( \beta = 1 \), see equation 1.1 (e.g. Romanova et al., 2002).
in differential motion (e.g. quasi-keplerian), where plasma pressure largely overwhelms magnetic pressure. In the accretion disk, in fact, plasma is in a condition similar to the one found in solar chromosphere where indeed flaring activity is normally observed.

Observations conducted on CTTS in the context of project COUP (Chandra Orion Ultradeep Project) demonstrated clear evidence of extended ($l > R_*$) flares confined by magnetic field structure. Such phenomena, due to their inferred size, cannot be limited to the star surface and must extend beyond, connecting star and accretion disk (Favata et al., 2005). Moreover, some magnetohydrodynamic models predict that flaring activity close to, or on, the disk may trigger accretion phenomena (Orlando et al., 2011).

For the above reasons, it is arguable that the events observed in CTTS during the COUP project, may reasonably occur in compact systems like IPCV as well. Moreover, in these compact systems, due to stronger magnetic field intensity close to the star, flaring activity may be scaled to an energy budget of several order of magnitude higher compared to flares occurring in CTTS. Additionally, this extended coronal activity occurring on the disk may produce thermal X-ray emission contributing significantly to the coronal component of IPCVs.

This thesis addresses the effects of coronal activity occurring on the accretion disk of compact objects, in particular the IPCV class. The main questions we want to answer are: what happens if a flaring activity occur on the accretion disk surface of a IPCV? Under which condition the stability of the system may be compromised? Can flares build up and sustain an extended corona above the disk? Is this coronal activity contributing to the thermal X-ray emission observed from these object?

With these questions in mind, we have developed a model taking into account all the key physical processes, including gravity, disk viscosity, thermal conduction, radiative losses from optically thin plasma and coronal heating. Then, we performed 3D magnetohydrodynamic simulations in order to investigate if the energy released by several flares on the surface of the disk of a IPCV may contribute to the formation of an extended corona at temperature of the order of $10^8$ K above the accretion disk. Finally we synthesized the thermal X-ray emission due to this coronal activity along with its variability and compared it with some observed features.

In Chapter 2 we describe the magnetohydrodynamic model and the numerical setup; in Chapter 3 we report the results in terms of the dynamics of the system and thermal X-ray emission; in Chapter 4 we draw our conclusions and discuss the future perspectives of the present work.
Chapter 2

Model and numerical setup

2.1 The MHD Model

The model describes an intense flaring activity taking place on the surface of the accretion disk placed around a rotating magnetized compact object. The stellar system taken into account is a prototype of IPCV. The central compact object is surrounded by a structured atmosphere initially unperturbed and approximately in equilibrium. In order to study IPCVs, we adapted the model described in Orlando et al. (2011) developed for Classical T-Tauri Stars (CTTS).

2.1.1 MHD equations

The system evolution can be described through the four time-dependent classical MHD equations, extended to include gravitational force, viscosity, thermal conduction, radiative cooling and plasma heating. These equations are defined in a 3D spherical coordinate system \((r, \theta, \phi)\) and they are here reported in c.g.s. in the conservative form with source terms (see Appendix C.1):

\[
\begin{align*}
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{u}) &= 0 \\
\frac{\partial \rho \vec{u}}{\partial t} + \nabla \cdot (\rho \vec{u} \vec{u}) &= -\nabla p + \left( \frac{j \times B}{c} \right) + \nabla \cdot \tau + \rho g \\
\frac{\partial \varepsilon}{\partial t} + \nabla \cdot (\varepsilon \vec{u}) &= -\nabla \cdot (p \vec{u}) + \vec{u} \cdot \left( \frac{j \times B}{c} \right) + \nabla \cdot (\vec{u} \cdot \tau) \\
&\quad + \rho \vec{u} \cdot \ddot{g} - \nabla \cdot \vec{F}_c - n_e n_H \Lambda (T) + Q (r, \theta, \phi, t)
\end{align*}
\]

Mass conservation eq. 
Momentum conservation eq.
Energy conservation eq.
\[
\frac{\partial \vec{B}}{\partial t} = -\varepsilon \nabla \times \vec{E} = \nabla \times (\vec{u} \times \vec{B}) \quad \text{Induction eq. (2.4)}
\]

where the \( p \) is the thermal pressure for a fully ionized plasma, and the total energy per unit volume \( (\varepsilon) \) is the sum of internal or thermal \( (\varepsilon_i) \) and kinetic energy \( (E_k) \), with \( \gamma = 5/3 \):

\[
p = 2n_H k_B T; \quad \varepsilon = \varepsilon_i + E_k = \frac{p}{(\gamma - 1)} + \rho \vec{u} \cdot \vec{u}. \quad (2.5)
\]

The mass density is defined as \( \rho = \mu m_H n_H \), where \( m_H \) is the mass of hydrogen atom, \( n_H \) is the number of hydrogen atoms per unit of volume, and \( \mu = 1.28 \) (assuming metal abundances of 1, equal to solar ones) is the mean atomic mass (Anders & Grevesse, 1989). The bulk velocity of the plasma is defined as \( \vec{u} \). Moreover, the equation (2.4) has been taken in its ideal form for high magnetic Reynolds number \( (R_m \gg 1) \). On this regard, we should point out that the system we are modeling is intimately related to phenomena for which non-ideal MHD has a crucial role. In fact, magnetic reconnection is thought to be the fundamental mechanism behind flares and during flares the magnetic energy is released through ohmic and anomalous resistivity (see Appendix B). Nevertheless, magnetic reconnection is a local phenomenon that requires a resolution far higher than that considered in our model, in order to simulate and resolve the fine structure of the single twisted coronal loop (e.g. Reale et al., 2016). With this in mind, we are not interested in studying the mechanism behind the energy release through magnetic reconnection, however, we focused our study on the effects of an intense flaring activity on the disk dynamics and on the formation of an extended corona.

### 2.1.2 Viscosity

We take into account in our model the turbulent viscosity of the disk following the \( \alpha \)-model of Shakura & Sunyaev (1973) where the turbulence in the plasma is considered the source of an increased viscosity, and the angular momentum transport due to turbulence is parametrized through \( \alpha \). The viscosity is taken into account in MHD equations through the viscous tensor \( \tau \) (see Appendix A). The viscosity is assumed to be effective only in the circumstellar disk and negligible in the region of the extended corona (Orlando et al., 2011; Giovannelli et al., 2012). The technique used to track the disk material, where viscosity is effective, is based on the definition of a tracer following the same evolution of density (i.e. the tracer is passively advected similarly to the density). We defined the tracer \( C_d \) as the disk mass fraction inside each computational cell, initializing at \( t = 0 \) (initial condition).
the disk material with \( C_d = 1 \) and the extended corona with \( C_d = 0 \). During the evolution of the system, the tracer is let evolve advecting similarly to the density (i.e. \( C_d \) is not constant). Then the viscosity is enabled only in the computational cells containing at least 99% of material of the disk (i.e. \( C_d > 0.99 \)). The viscous stress tensor is defined as:

\[
\vec{\tau} = \eta_v \left[ (\nabla \vec{u}) + (\nabla \vec{u})^T - \frac{2}{3} (\nabla \cdot \vec{u}) \vec{I} \right]
\]  
(2.6)

where dynamic (or shear) viscosity \( \eta_v \) is proportional to density through kinematic viscosity \( \nu_v \) as follows:

\[
\eta_v = \nu_v \rho = \rho \alpha \frac{c_s^2}{\Omega_k}
\]  
(2.7)

where \( c_s = \sqrt{\frac{2p}{\rho}} \) is the isothermal sound speed and \( \Omega_k \) is the angular velocity of the circumstellar disk in quasi-Keplerian rotation. \( \alpha \) is a phenomenological dimensionless parameter defined in the Shakura & Sunyaev model taking into account the effect of anomalous viscosity (Shakura & Sunyaev, 1973). In this model \( \alpha \) can be assumed to be a measure of the strength of the turbulent angular momentum transport and varies in the range 0.01 – 0.6 (Balbus, 2003). In the simulations here presented, we assumed constant \( \alpha = 0.02 \) (Romanova et al., 2002).

### 2.1.3 Thermal conduction

Thermal conduction appears in the energy equation (2.3) as minus the heat flux divergence \((-\nabla \cdot \vec{F}_c\)\). In accordance with the standard formulation by Spitzer (Spitzer, 1962), thermal conduction is highly anisotropic due to the presence of the magnetic field that drastically reduces the conductivity component transverse to the field. As a matter of fact, thermal flux can be locally split into two components, one along and the other across the magnetic field lines:

\[
\mathcal{L}_c = -\nabla \cdot \vec{F}_c = -\nabla \| \cdot \vec{F}_\| - \nabla \perp \cdot \vec{F}_\perp.
\]  
(2.8)

The two components of thermal flux can therefore be written as

\[
F_\| = [q_{spi}]_\| = -k_\| \left( \nabla \| T \right) \approx -9.2 \cdot 10^{-7} T^{\frac{5}{2}} \left( \nabla \| T \right)
\]

\[
F_\perp = [q_{spi}]_\perp = -k_\perp \left( \nabla \perp T \right) \approx -3.3 \cdot 10^{-16} \frac{n_H^2}{T^{\frac{7}{2}} B^2} \left( \nabla \perp T \right)
\]  
(2.9)
where \( k_\parallel \) and \( k_\perp \) are the thermal conduction coefficients along and across field lines (in units of \( \text{ergs}^{-1} \text{K}^{-1} \text{cm}^{-1} \)). From equations (2.9) it is clear that, if the magnetic field is sufficiently strong, the ratio \( \frac{k_\perp}{k_\parallel} \ll 1 \) and thermal conduction behaves anisotropically working prevalently along field lines. Moreover, the classical theory of thermal conduction is based on the assumption that the mean free path \( \lambda \) is smaller than the temperature scale height \( L_T \), and when the requirement

\[
\lambda \ll L_T = \frac{T}{|\nabla T|} \tag{2.10}
\]

is not fulfilled, the equation (2.8) overestimates thermal flux. When fast phenomena occur, like flares in their early phases, it is well known that rapid transients, fast dynamics and steep gradients develop (Reale & Orlando, 2008). So, under these circumstances, Spitzer’s heat conduction formulation breaks down becoming flux limited, and therefore cannot be suitable (Brown et al., 1979). For this reason the two components of thermal conduction must be redefined as follows (Orlando et al., 2008):

\[
F_\parallel = \left( \frac{1}{[q_{\text{spi}}]_\parallel} + \frac{1}{[q_{\text{sat}}]_\parallel} \right)^{-1}
\]

\[
F_\perp = \left( \frac{1}{[q_{\text{spi}}]_\perp} + \frac{1}{[q_{\text{sat}}]_\perp} \right)^{-1} \tag{2.11}
\]

where the saturated heat flux along and across field lines are (Cowie & McKee, 1977)

\[
[q_{\text{sat}}]_\parallel = -\text{sign} \left( \nabla_\parallel T \right) \cdot 5 \varphi \rho c_s^3
\]

\[
[q_{\text{sat}}]_\perp = -\text{sign} \left( \nabla_\perp T \right) \cdot 5 \varphi \rho c_s^3 \tag{2.12}
\]

\( \varphi \) is a parameter we set equal to unity (Giuliani, 1984; Borkowski et al., 1989; Fadeyev et al., 2002).

### 2.1.4 Radiative cooling

The amount of energy lost through radiative cooling can be taken into account in the energy equation (2.3) as a radiative loss function defined as minus the divergence of a radiative flux (Priest, 2014). It can be written in the following simple form

\[
\mathcal{L}_r = -\nabla \cdot \mathbf{F}_r = -\nabla \cdot \left(-k_r \nabla T \right) = k_r \nabla^2 T \tag{2.13}
\]
if the coefficient of radiative conductivity \( k_r = 16\sigma_s T^3 / (3\tilde{\kappa}\rho) \) is locally uniform. Where \( \sigma_s \) is the Stefan-Boltzmann constant, \( \tilde{\kappa} \) the opacity or mass absorption coefficient, and \( \tilde{\kappa}\rho \) is the absorption coefficient.

For optically thin plasma of the stellar atmosphere \((T > 2 \cdot 10^4 K \text{ in the solar chromosphere and corona})\), the radiative loss function \( \mathcal{L}_r \) is no longer coupled to the radiation field through the radiative transfer mechanism and it takes the form

\[
\mathcal{L}_r = -n_e n_H \Lambda(T) = -n_H^2 \Lambda(T) \tag{2.14}
\]

where \( \Lambda(T) \) represents the optically thin radiative losses per unit emission measure, \( n_e \) is the electron density and \( n_H \) the density of hydrogen atoms or protons for a fully ionized plasma \((n_e = n_H)\). In our model the effects of radiative cooling are actually considered through the term in the right hand side of equation (2.14) in energy conservation equation (2.3).

### 2.1.5 Coronal heating and flaring activity

The coronal heating has been prescribed as a phenomenological term, composed of two components. The first one works at temperature \( T \leq 2 \times 10^4 K \) and balances exactly the local radiative losses. Nevertheless, several tests on the 3D simulations showed that increasing this value to \( T \leq 1 MK \) determines a way more stable calculation and significant reduction of computational costs with comparable results in terms of dynamics of the plasma and thermal X-ray emission. The second component is transient and consists of flares (see Appendix B) occurring on the surface of the disk. Every single flare is simulated and triggered injecting energy in the system through a heat pulse. We considered the release of several flares with a randomly generated timing in order to achieve a frequency ranging from approximately 1 flare every 2.5 seconds to 1 flare every 100 seconds (Tamburini et al., 2009). The location of every heat pulse is randomly chosen in an angular interval \( \delta\theta \approx 3^\circ \) reckoned from the accretion disk surface. The area subject to flaring activity is the annular region between \( 90R_* \) and \( 216R_* \). This assumption stems from an observation concerning the measurement of the size of accretion disk coronae, based on ingress/egress timing, in another but similar context (Church & Balucińska-Church, 2004). The 3D spatial distribution of each pulse is defined to be gaussian with a width of \( \sigma = 5 \cdot 10^8 \text{cm} \). The total time duration of every pulse is set at 100s, afterwards the pulse is completely switched off. The time evolution of pulse intensity is divided in three equally spaced parts: a linearly increasing ramp, a steady part and a linearly decreasing ramp. The energy is injected with a maximum intensity of \( H_0 = 2 \cdot 10^5 \text{erg cm}^{-3} \cdot \text{s}^{-1} \). This value of power per unit volume
yields a maximum total energy of a single flare of \( E_{f_{\text{max}}} \approx 10^{34} \text{erg} \). As a conservative choice we have taken values typical of large solar flares (Priest, 2014). Nevertheless the effective intensity of flares has been randomly generated with a power law with \( \alpha = -2.1 \) (Priest, 2014), approximating the intensity distribution of flares on the Sun (see Appendix C.4).

### 2.2 Barotropic stellar atmosphere

Most IPCVs have a \( 0.8 - 0.9M_\odot \) white dwarf for which an appropriate radius is \( R_* = 6.0 \cdot 10^8 \text{cm} \) (i.e. \( 10^{-2}R_\odot \)). Nevertheless, being aware of this, we deliberately decided to consider a star more massive, with a mass at the limit of its class. This choice has been made in order to have a more rapidly evolving system, due to higher orbital velocity, thus reducing computational costs. For these reasons, we located a compact object of mass \( M_* \approx 1.4M_\odot \) (Putney, 1999), radius \( R_* = 6.0 \cdot 10^8 \text{cm} \) and spin period of 5.4 minutes (Patterson, 1994; Norton et al., 1999) at the origin of a 3D spherical coordinate system.

The magnetic field generated by the white dwarf is supposed to be in a force-free dipole-like initial configuration with the magnetic dipole aligned with the rotation axis of the star (Hellier, 2007). The dipolar magnetic field may be decomposed in two components in spherical coordinate as follows:

\[
B_r = \frac{2\mu_B}{r^3}\cos\theta, \quad B_\theta = \frac{\mu_B}{r^3}\sin\theta. \tag{2.15}
\]

The magnetic moment \( \mu_B \) has been chosen so as to get the desired magnetic field intensity at the stellar surface \( B_{\text{sup}} \), ranging between \( 1.5 \cdot 10^5 G \) and \( 10^7 G \) in the several configurations explored (see Table 3.1). The magnetosphere is defined as a quasi-cylindrical region of radius equal to the truncation radius \( R_d \) where the disk structure begins in the equatorial plane. This region, surrounding the central star, is assumed to rotate as a rigid body with the same angular velocity of the star (\( \omega_* = \omega_{\text{mag}} \)) (see Fig. 2.1a and 2.2c).

The accretion disk in our model consists of relatively cold \( (T_d \approx 5 \cdot 10^4 K) \) isothermal plasma rotating with angular velocity close to the Keplerian value\(^1\). Disk density is structured in order to follow the barotropic prescription (see below) and has been chosen in order to get an inner disk particle density \( n_d \) ranging between \( \approx 10^{10} \text{cm}^{-3} \) and \( \approx 10^{14} \text{cm}^{-3} \) in the various system configurations considered (see Table 3.1). The disk is initially truncated

\(^1\)We defined a correction factor \( k = 1.01 \) as in Romanova et al. (2002) and Orlando et al. (2011), see below.
2.2. BAROTROPIC STELLAR ATMOSPHERE

Figure 2.1: (a) Scheme of the cross section of the differentially rotating domain regions and definition of some physical quantities; (b) colour-coded log scale of density distribution in the computational domain used in the preliminary 2.5D simulation. White lines represent projected magnetic field lines, whilst the magenta line (marked by arrows) is the $\beta = 1$ surface (run F4f1.00a).
Figure 2.2: Distribution of some physical quantities: (a) density profile along a spherical surface for fixed radius ($R = 1.7 \cdot 10^{11} \text{ cm}$) and for $\theta$ between 0$^\circ$ (rotation axis) and 90$^\circ$ (equatorial plane), the horizontal dashed lines represent the density of the disk ($\rho_d$) and the corona ($\rho_c$) at the contact layer; (b) angular and (c) rotation velocity of the disk in the equatorial plane, the vertical dashed lines identify the truncation radius ($R_d$) (run F4f1.00a).

by the stellar magnetosphere at the truncation radius $R_d$, where there is equilibrium between plasma and magnetic pressure and therefore the ratio of the plasma pressure to the magnetic pressure, $\beta = \frac{8\pi(p + \rho v^2)}{B^2}$, is close to unity. In accordance with the others parameters chosen, $R_d$ has been placed at 45$R_\ast$ from the center of the star (Hellier, 1993). In this regard, it is worth noting that in all the simulations run the magnetic field and the disk density have been changed so as to keep $R_d$ constant. The corotation radius, where plasma rotates at the same angular velocity of the star, is imposed to be identical to the truncation radius, i.e. $R_{cor} = R_d$. This is obtained choosing the angular velocity of the star $\omega_\ast$ (and, consequently, of the rotating dipole-like magnetic field) so as to be equal to the angular velocity of the plasma at the truncation radius $\omega_d(R_d)$. This assumption is
based on the belief that most intermediate polars are in a sort of rotational equilibrium (Warner, 1996; Norton et al., 1999). Basically, the accretion disc is disrupted at the radius \( R_d \) where the Keplerian rotation of the disk is equal to that of the white dwarf, that is \( \omega_s = \omega_d(R_d) \).

The extended corona is a shell of optically thin and hot gas above the accretion disc (Giovannelli et al., 2012). In our model this region has a density following barotropic prescription (see below), whilst temperature is imposed to be initially uniform and equal to \( T_{cor} = 10^7 \text{K} \), defining an isothermal low density region extending above the surface of the disk and connecting it with the central star.

In order to define a circumstellar medium in a quiescent configuration, we adopted the barotropic conditions introduced by Romanova et al. (2002). These initial conditions satisfy mechanical equilibrium involving centrifugal, gravitational, and pressure gradient forces. Generalizing hydrostatic balance equation, we can consider different contributions to the force, beyond the gravitational one:

\[
\vec{\nabla} p = -\rho a_{gen} = \rho \vec{\nabla} F = \rho \vec{\nabla} \left( \phi_{kep} - \phi_g - \phi_c \right). \tag{2.16}
\]

The various contributions to the \( F \) function are gravitational \( (\phi_g) \), centrifugal \( (\phi_c) \), and a non-Keplerian correction \( (\phi_{kep}) \). They are defined as follows:

\[
\phi_{kep} = (k - 1) \frac{GM_*}{R_d}; \tag{2.17a}
\]

\[
\phi_g = \frac{GM_*}{r}; \tag{2.17b}
\]

\[
\phi_c = \begin{cases} 
- \int_{r_d}^{R_d} \omega_d^2 r dr - \int_{R_d}^r \omega_m^2 r dr \\
= k \frac{GM_*}{R_d} \left[ 1 + \frac{R_d^2 - r^2}{2r_d^2} \right] & (r \leq R_d) \\
- \int_{R_d}^{\infty} \omega_d^2 r dr & (r \geq R_d).
\end{cases} \tag{2.17c}
\]

Where \( r = R \sin\theta \) is the cylindrical radius and \( k = 1.01 \) is a parameter taking into account that the disk is slightly non-Keplerian. Moreover, (see Fig. 2.1a and 2.2b) the angular velocity of the plasma is given by
\[ \omega^2 = \begin{cases} 
\omega_m^2 = k \frac{GM}{R_d} & (r \leq R_d) \\
\omega_d^2 = k \frac{GM}{r^3} & (r \geq R_d) 
\end{cases} \] (2.18)

In equation (2.18) we distinguish \( \omega_m \), the angular velocity of magnetosphere, where plasma is rotating as a rigid body, from \( \omega_d \), the angular velocity of the quasi-Keplerian region. Taking coronal density \( (\rho_c) \) and disk density \( (\rho_d) \), both at disk surface, and coronal temperature \( (T_c) \), as input parameters (see Table 3.1) and using the perfect gas law \( \left( p = \frac{2\mu k T}{\mu m_H} \right) \), we can compute the pressure at the contact layer between the corona and disk:

\[ p_0 = \frac{2\rho_c k_b T_c}{\mu m_H} \] (2.19)

Finally, equation (2.16) yields pressure as a function of \( F \)

\[ \nabla p = \rho \nabla F = p \frac{\mu m_H}{2 k_b T} \nabla F \Rightarrow \int_{p_0}^{p} \frac{dp}{p} = \frac{\mu m_H}{2 k_b T} \int_{0}^{F} dF 
\] (2.20)

\[ \Rightarrow p = p_0 e^{\frac{\mu m_H F}{2 k_b T}}. \]

and finally we get pressure and density as follows

\[ p = \begin{cases} 
 p_0 e^{\frac{\mu m_H}{2 k_b T_c} F} & \text{Corona} \\
 p_0 e^{\frac{\mu m_H}{2 k_b T_d} F} & \text{Disk} 
\end{cases} \]

\[ \rho = \begin{cases} 
 p \frac{\mu m_H}{2 k_b T_c} & \text{Corona} \\
 p \frac{\mu m_H}{2 k_b T_d} & \text{Disk} 
\end{cases} \] (2.21)

From these values we obtain an analytic function describing density and pressure in the whole domain taken into account.

### 2.3 Initial and boundary conditions

Barotropic initial conditions along with a dipole-like magnetic field configuration may be considered an useful analytic description of a quasi equilibrium system. Nevertheless, due to the interaction with the disk, where \( \beta > 1 \) and plasma dynamics dominates, the magnetic...
field is strongly influenced by the keplerian rotation of the disk. Consequently, after a
certain amount of time, the magnetic field is expected to be deformed and put into a coil
shape due to the interaction with the disk. In order to get a configuration of the system as
much realistic as possible, we divided the numerical simulations in two distinct steps.

As a first step, we have run several 2.5D simulations\(^2\) with a square computational
domain of 114 × 64 cells in spherical coordinates \((r, \theta)\) and initial conditions defined by
equations (2.16 - 2.21). The radial direction has been discretized on a grid with space steps
increasing exponentially with \(R\). The domain extends from \(R_{\text{min}} = 15R_*(\approx 9 \cdot 10^9\text{cm})\) to
\(R_{\text{max}} = 3000R_*(\approx 1.8 \cdot 10^{12}\text{cm})\). With this choice, the inner boundary does not coincide
with the stellar surface and, therefore, the region closer to the star is not taken into account
in our simulations. We made this choice for two main reasons: first, this region has not a
relevant impact on our study, which is rather focused on the evolution of the region above
disk surface; second, in this way we avoid computational cells having very small \(\delta \theta\) mesh
size, because they dramatically increase the computational time. The radial grid is made
of \(n_r = 114\) points with a maximum resolution of \(\Delta R = 4.2 \cdot 10^8\text{cm}\), close to the star,
and \(\Delta R = 8.2 \cdot 10^{10}\text{cm}\), at the external end of the domain. The disk has been externally
truncated at \(R = 9 \cdot 10^{11}\text{cm}\), i.e. approximately at half radial domain. The boundary
conditions at \(R_{\text{min}}\) (i.e. at the end close to the star) are assumed so that infalling material
follows field lines, passing through the surface of the boundary as an outflow (Romanova
et al., 2002). At \(R_{\text{max}}\) zero-gradient boundary condition is assumed. As for the angular
coordinate \(\theta\), it ranges from 0\(^0\) (rotation axis) to 90\(^0\) (equatorial plane) and has been
discretized uniformly using \(n_\theta = 64\) points, giving a resolution of \(\Delta \theta \sim 1.4^\circ\). For \(\theta = 0^\circ\)
(i.e rotation axis) axisymmetric boundary conditions are assumed; i.e. we prescribe a sign
change across the boundary of all vectorial components, except for components along the
axis itself. For \(\theta = 90^\circ\) (i.e equatorial plane) equatorial-symmetric boundary conditions
are assumed; i.e. we prescribe a sign change across the boundary of the normal component
of velocity and of the component of the magnetic field tangential to the interface. We
let the magnetic field interact with the disk for almost 2.5 hrs of physical time so as to
reach an almost steady state configuration. It is worth noting that, in this preliminary
step of the implemented two-phases technique, the whole size of the domain and disk has
been intentionally overestimated in order to avoid undesired boundary effects during the
evolution of the system. In fact, several tests showed that the prescription of a zero-
gradient boundary condition (i.e. an "outflow b. c.") at the outer end of the disk might
not reproduce correctly the dynamics of the plasma resulting in an underestimate of the

\(^2\)In the 2.5D formalism integration is performed in a bi-dimensional domain, along the first two co-
dinates (say \(x; y\)), but the vectorial quantities (i.e velocity, magnetic field) of the fluid have non-vanishing
 component along the third dimension.
plasma inflow. To this end, in the following phase we take into account only the inner part of the 2.5D domain (see Fig. 2.3).

Figure 2.3: Result of the simulation to generate the initial configuration of the 3D simulation: (a) cutaway view of the 3D reconstruction of the 2.5D simulations after 2.5 hrs with a fully developed magnetic field, the yellow box contains the region mapped in 3D and used as initial condition of the 3D simulations; (b) rendering of the initial condition of 3D simulations, the borders of the figure are the same as the yellow box in the upper panel (run F3f1.00c).
2.3. INITIAL AND BOUNDARY CONDITIONS

Figure 2.4: Colour-coded log scale of density distribution in a slice of the computational domain used as initial condition in the 3D simulation (see Fig. 2.3b). White lines represent the magnetic field lines projected in the $[r, \theta]$ plane, whilst the black line is the $\beta = 1$ surface with the $\beta < 1$ region on the left (run F3f1.00c).

As a second phase, we then use such a virtually relaxed and steady state as the initial conditions for our project. To this end we map the output of the 2.5D MHD simulations (namely the fully developed physical quantities: mass density, temperature, velocity and magnetic field), performed in the first phase, into a 3D domain in order to provide the initial condition of a 3D model describing the further evolution of the star-disk system (see Fig. 2.3). Due to the fact that the 2.5D domain covers only a slice of half hemisphere of the system, the 2.5D-into-3D mapping has been performed through a preliminary reflection across the equatorial plane followed by a rigid rotation about the $z$ axis. Note that the 2.5D domain has been selected in order to describe in 3D only the inner part of it, where flaring activity is expected to occur, thus reducing the computational cost. Moreover, no phenomena relevant for the present study involve the external region of the disk. In the initial configuration of the 3D simulations (see Fig. 2.3b and 2.4) the magnetic field lines appear still in a dipole-like form. This is particularly evident in the corona closer to the star (i.e. the magnetosphere), where $\beta < 1$ and the region is field-dominated. On the other hand, in the external corona and, especially, inside the disk, where $\beta > 1$, the dynamics is matter-
dominated and the differential rotation of the plasma induces a noticeable deformation of the field lines. The 3D computational domain obtained in this way is defined in spherical coordinates \((r, \theta, \phi)\) and consists of a computational cube of \(128^3\) cells. The radial direction has been discretized on a grid with interval size exponentially increasing with \(R\). The domain extends from \(R_{\text{min}} = 15R_*(\approx 9 \cdot 10^9 \text{cm})\) to \(R_{\text{max}} = 300R_*(\approx 1.8 \cdot 10^{11} \text{cm})\). The radial grid is made of \(n_r = 128\) points with a maximum resolution of \(\Delta R = 2.1 \cdot 10^8 \text{cm}\), close to the star, and \(\Delta R = 4.2 \cdot 10^9 \text{cm}\), close to the external part of the disk. The boundary conditions at \(R_{\text{min}}\) and \(R_{\text{max}}\) are the same as those used in the 2.5D runs. As for the angular coordinate \(\theta\), the computational domain spans an angle from \(\sim 7^\circ\) to \(\sim 173^\circ\), leaving two cones above star poles as not modelled. Hence, the boundaries in \(\theta\) do not coincide with the rotational axis of the star-disk system in order to avoid extremely small \(\delta \phi\) values cause strongly increasing computational cost. Moreover, all events relevant for the present study do not involve any region close to the rotation axis. The angular coordinate \(\theta\) has been discretized uniformly using \(n_\theta = 128\) points, giving a resolution of \(\Delta \theta \sim 1.3^\circ\). Zero-gradient boundary conditions are assumed for \(\theta\) at \(\sim 7^\circ\) and \(\sim 173^\circ\). Finally, in the angular coordinate \(\phi\), the computational domain spans the angle from \(\sim 0^\circ\) to \(\sim 180^\circ\), with an uniform resolution of \(\Delta \phi \sim 1.4^\circ\). Thus the computational domain covers only half of the star-disk system. The boundary conditions for the coordinate \(\phi\) are assumed to be periodic.

\subsection*{2.4 The PLUTO code}

The calculation were performed using PLUTO (Mignone et al., 2007), a modular Godunov-type code (see Appendix C) developed mainly for astrophysical plasmas involving high Mach number flows in multiple spatial dimensions. The code embeds different physics modules (allowing the treatment of hydrodynamics and magneto-hydrodynamics both relativistic and non-relativistic in Cartesian or curvilinear coordinates) and multiple algorithms particularly oriented toward the treatment of astrophysical flows in the presence of discontinuities. These features make PLUTO a flexible and versatile modular computational framework to solve the equations describing astrophysical plasma flows. PLUTO is entirely written in the C programming language and was designed to make efficient use of massive parallel computers using the message-passing interface (MPI) library for interprocessor communications. The MHD equations are solved using the available MHD module, configured to compute inter-cell fluxes with the Harten-Lax-Van Leer (HLL) approximate Riemann solver. In order to solve the equation vs. time, we used a second order Runge-Kutta (RK) integration scheme (see Appendix C). Moreover, a minmod limiter for the primitive variables has been used, in order to avoid spurious oscillations that could otherwise occur due
to shocks, discontinuities or sharp changes in the solution domain. As for magnetic field, its evolution is computed adopting the constrained transport approach (Balsara & Spicer, 1999) that maintains the solenoidal condition \((\nabla \cdot B = 0)\) at machine accuracy. Moreover, we adopted the magnetic field-splitting technique (Tanaka, 1994; Powell et al., 1999; Zanni & Ferreira, 2009) by splitting the total magnetic field into a contribution coming from the background stellar magnetic field and a perturbation to this initial field. Then only the latter component is computed numerically. This approach is particularly useful when dealing with low-\(\beta\) plasma as it is the case in proximity of the stellar surface (Zanni & Ferreira, 2009). PLUTO takes into account radiative losses from optically thin plasma.

The radiative losses are computed as

\[
\Lambda = n^2 \Lambda(T_i) \quad \text{with} \quad n = \frac{\rho}{\mu m_H} \quad (2.22)
\]

at the temperature of interest, using a lookup-table/interpolation method, where \(\Lambda_i = \Lambda(T_i)\) is available along with \(T_i\) as a sampling at discrete point (see Fig. 2.5). The lookup table used has been generated with Cloudy 90.01 for an optically thin plasma and solar abundances (thanks to T. Plewa). Cloudy models the ionization, chemical, and thermal state of material that may be exposed to an external radiation field or other source of heating, and predicts observables such as emission and absorption spectra from hard X-rays to the radio regime. The 30 lightest elements, from hydrogen to zinc, are included, and the solver balances radiative and collisional ionization and recombination (Ferland et al., 1998, 2013; Salz et al., 2015). The thermal conduction as well the viscosity is treated separately from advection terms through operator splitting. In particular we adopted the super-time-stepping technique (Alexiades et al., 1996) which has been proved to be very...
effective to speed up explicit time-stepping schemes for parabolic problems. This approach is crucial when high values of plasma temperature are reached (as during flares), explicit scheme being subject to a rather restrictive stability condition (i.e. $\Delta t < (\Delta x)^2/(2\eta)$, where $\eta$ is the maximum diffusion coefficient), as the thermal conduction timescale $\tau_{\text{cond}}$ is typically shorter than the dynamical one $\tau_{\text{dyn}}$ (Hujeirat & Camenzind, 2000; Hujeirat, 2005; Orlando et al., 2005, 2008).

The code has been developed at the Turin Astronomical Observatory in collaboration with the Department of General Physics of the Turin University and it is freely available at http://plutocode.ph.unito.it under the GNU general public license.

### 2.5 Synthesis of the thermal X-ray emission

From the model results we synthesize the thermal X-ray emission originating from the disk-corona system in different spectral bands of interest: $[0.1-2.0]$ keV and $[2.0-10.0]$ keV. We apply a methodology analogous to the one described by Orlando et al. (2009). The results of numerical simulations are the evolution of the various physical quantities of interest (density, temperature, velocity and magnetic field) of the plasma in half of the spatial domain. In order to get full emitted radiation, we reconstruct the 3D spatial distribution of these physical quantities in the whole spatial domain. We rotate the system around the $x$ axis to explore different inclinations of the orbital plane relative to the sky plane. From the value of temperature and emission measure of the $i$-th computational cell we synthesize the corresponding thermal X-ray emission, using the Astrophysical Plasma Emission Code (APEC) (Smith et al., 2001) of hot collisionally ionized plasma. APEC models provide emissivity tables of both line and continuum emission which may be used to calculate predicted fluxes. These predicted fluxes may, in turn, be compared with observed spectral features. The predicted flux is given by:

$$F = \frac{\epsilon(T)}{4\pi R^2} \int n_e n_H dV \quad \Rightarrow \quad F_i = \frac{\epsilon(T_i)}{4\pi R_i^2} n_i^2 V_i, \quad (2.23)$$

where $\epsilon(T)$ is the emissivity in $\text{erg cm}^3/\text{s}$, $R$ is the distance to the source in $\text{cm}$, and the integral is the emission measure in $\text{cm}^{-3}$. Therefore, defining $i$ as the index of a cell of the computational domain, $\epsilon(T_i)$ is the emissivity of the cell at temperature $T_i$, whilst emission measure is defined as $EM_i = n_i^2 V_i$, where $n_i$ is the proton number density in the cell and $V_i$ is the volume of the cell where plasma is assumed to be fully ionized. The spectral synthesis takes into account the Doppler shift of emission lines due to the plasma velocity component along the line of sight (LoS). We assume solar metal abundances of Anders & Grevesse (1989) for the circumstellar medium (CSM). The X-ray spectrum emitted by each
computational cell is filtered through the CSM absorption column, going from the cell to the observer along the LoS. The CSM absorption is computed using the absorption cross-section as a function of wavelength from Balucinska-Church & McCammon (1992). The thermal X-ray emission, integrated along the LoS in the whole computational domain, defines an image describing the distribution of X-ray flux; the flux values are computed assuming a distance of 500 pc and no interstellar absorption. Then, through the integration of the fluxes of the images, we obtain the total emission at the selected time; the sequence of all these values at different times yields the lightcurve in the selected energy bands.
Chapter 3

Results

3.1 Explored system configurations

The model described in Chapter 2 allows to explore different configurations of the system changing some main input parameters. In fact, once we set the truncation radius at $R_d = 45R_\ast$, where the $\beta$ of plasma is imposed equal to unity, we can change the value of density at the surface of the disk and, consequently, obtain the surface magnetic field of the white dwarf needed to keep $\beta = 1$ at the truncation radius $R_d$. The various configurations of the system taken into account have been chosen in order to have a sampling as wide as possible of magnetic field strength found in this kind of systems, that ranges between 0.1 and 10 MG. We take as a reference model the one defined as F4f1.00a in Table 3.1, in which the surface magnetic field intensity is $\approx 5$ MG. Other parameters have been taken into account in our exploration of the parameter space. In particular we explored the maximum intensity of the flares and their frequency as well. Table 3.1 summarises the various simulations and details main parameters characteristic of each run: $\rho_c$ and $\rho_d$ are, respectively, coronal density and disk density at the layer between corona and disk; $T_c$ is the initial uniform temperature of the corona; $n_d$ is the maximum density of particles in the bulk of the disk; $B_{sup}$ is the magnetic field intensity at the surface of the star; $FF$ is the frequency of flare release, and finally $I_{max}$ is the maximum energy release of the flares.

3.2 System dynamics

For our reference case, F4f1.00a, the energy release of the intense flaring activity has been followed for approximately 20 minutes. Each heat pulse triggers a MHD shock wave that develops above the disk, preferentially propagating away from the central star, in the region where $\beta > 1$. The abrupt release of energy determines a local increase of temperature and pressure, heating the dense plasma of the disk. While each flare develops, the heat
Table 3.1: Main input parameters defining initial condition described in Section 2.2.

<table>
<thead>
<tr>
<th>Run</th>
<th>$\rho_d$ [g/cm$^3$]</th>
<th>$\rho_c$ [g/cm$^3$]</th>
<th>$T_c$ [K]</th>
<th>$n_d$ [cm$^{-3}$]</th>
<th>$B_{sup}$ [G]</th>
<th>$FF$ [s$^{-1}$]</th>
<th>$I_{max}$ [erg cm$^{-3}$s$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>F3fl.00c</td>
<td>$1.0 \times 10^{-19}$</td>
<td>$2.0 \times 10^{-17}$</td>
<td>$10^7$</td>
<td>$1.8 \times 10^{10}$</td>
<td>$1.6 \times 10^5$</td>
<td>$1/5$</td>
<td>$10^{34}$</td>
</tr>
<tr>
<td>F6fl.00a</td>
<td>$1.0 \times 10^{-17}$</td>
<td>$2.0 \times 10^{-15}$</td>
<td>$10^7$</td>
<td>$1.8 \times 10^{12}$</td>
<td>$1.6 \times 10^5$</td>
<td>$1/5$</td>
<td>$10^{34}$</td>
</tr>
<tr>
<td>F4fl.00a</td>
<td>$1.0 \times 10^{-16}$</td>
<td>$2.0 \times 10^{-14}$</td>
<td>$10^7$</td>
<td>$1.8 \times 10^{13}$</td>
<td>$5.0 \times 10^6$</td>
<td>$1/5$</td>
<td>$10^{34}$</td>
</tr>
<tr>
<td>F4fl.00e</td>
<td>$1.0 \times 10^{-16}$</td>
<td>$2.0 \times 10^{-14}$</td>
<td>$10^7$</td>
<td>$1.8 \times 10^{13}$</td>
<td>$5.0 \times 10^6$</td>
<td>$1/10$</td>
<td>$10^{34}$</td>
</tr>
<tr>
<td>F4fl.01f</td>
<td>$1.0 \times 10^{-16}$</td>
<td>$2.0 \times 10^{-14}$</td>
<td>$10^7$</td>
<td>$1.8 \times 10^{13}$</td>
<td>$5.0 \times 10^6$</td>
<td>$1/2.5$</td>
<td>$10^{32}$</td>
</tr>
<tr>
<td>F4fl.00f</td>
<td>$1.0 \times 10^{-16}$</td>
<td>$2.0 \times 10^{-14}$</td>
<td>$10^7$</td>
<td>$1.8 \times 10^{13}$</td>
<td>$5.0 \times 10^6$</td>
<td>$1/2.5$</td>
<td>$10^{34}$</td>
</tr>
<tr>
<td>F4fl.00g</td>
<td>$1.0 \times 10^{-16}$</td>
<td>$2.0 \times 10^{-14}$</td>
<td>$10^7$</td>
<td>$1.8 \times 10^{13}$</td>
<td>$5.0 \times 10^6$</td>
<td>$1/100$</td>
<td>$10^{34}$</td>
</tr>
<tr>
<td>F4fl.00g</td>
<td>$1.0 \times 10^{-16}$</td>
<td>$2.0 \times 10^{-14}$</td>
<td>$10^7$</td>
<td>$1.8 \times 10^{13}$</td>
<td>$5.0 \times 10^6$</td>
<td>$1/100$</td>
<td>$10^{34}$</td>
</tr>
<tr>
<td>F4fl.00g</td>
<td>$1.0 \times 10^{-16}$</td>
<td>$2.0 \times 10^{-14}$</td>
<td>$10^7$</td>
<td>$1.8 \times 10^{13}$</td>
<td>$5.0 \times 10^6$</td>
<td>$1/100$</td>
<td>$10^{36}$</td>
</tr>
</tbody>
</table>

Coronal density $\rho_c$ and disk density $\rho_d$ refer to the values at the layer between corona and disk. The density of particles $n_d$ is the maximum density in the bulk of the disk. FF is the frequency of flare release.

Figure 3.1: Distribution of magnetic field strengths for MCVs: PCVs (open circles) and IPCVs (filled circles) form an overlapping continuum (Dhillon, 1996; Seward & Charles, 2010). Red dots represent the intensity of magnetic field taken into account in the simulations.

A pulse determines an overpressure in the region of the disk corresponding to the footpoint of the loop. This overpressure travels as a pressure wave through the bulk of the disk, eventually reaching the opposite surface of the disk. The heated disk material expands in the magnetosphere propagating above the disk with a strong evaporation front moving at speed of the order of $10^8$ cm/s. The heated and expanding plasma interacts with magnetic field, with mutual effects. As a matter of fact, during the evolution of the system, the field lines, in regions where $\beta$ has high values, are dragged away and slowly deformed by the action of the flares, and, eventually, only the magnetosphere close to the star keeps an approximately dipolar shape. Analogously, the hot evaporation front triggered by each flare is strongly affected by the interaction with the magnetosphere, and, where $\beta < 1$, the hot plasma is channelled along the magnetic field lines toward the central white dwarf. A few minutes after each energy release, a hot ($T \sim 10^9 K$) magnetic loop of length of the order of $10^{10}$ cm is formed, linking the disk with the star. The loop continues to expand for almost...
8 minutes, and the temperature decreases by almost 2 orders of magnitude. The frames in Fig. 3.2 show the evolution of density, pressure and temperature distribution of two successive flares in a slice of the domain perpendicular to the equatorial plane and aligned with the symmetry axis. The first flare occurs in a low $\beta$ region closer to the star, whereas the second one occurs in a high $\beta$ region. Both flares are triggered at approximately the same angle $\phi$. For the first flare, the magnetic field, due to a low $\beta$, produces the channelling of the hot plasma, forming a magnetic loop linking the star and disk, while the the second one appears as not magnetically confined. The plasma starts cooling as soon as the heat deposition is over, as a result of the combined action of the efficient radiative cooling and thermal conduction. In particular, on one hand, thermal conduction from the outer layer of hot plasma sustains the disk evaporation that goes on even after the flare decays. On the other hand, thermal conduction, due to its high anisotropy in presence of the magnetic field (see Eq. 2.9), promotes the development of a hot magnetic tube (loop) linking star and disk, through the formation of a fast thermal front propagating along the magnetic field lines toward the star and reaching it in a time-scale of $\approx 1 \text{ min}$ (lower panels of Fig. 3.2).

During the system evolution, the combined effect of the storm of flares causes the formation of an extended corona between disk and star (see panels in Fig. 3.3). Nevertheless, most of the evaporated disk material, particularly in the external regions of the disk, is not completely confined by magnetic field and is not efficiently channelled into the loops but it escapes upward and is ejected away in the outer regions, carrying away mass and angular momentum.

### 3.2.1 Effect of density and magnetic field intensity

The main difference between the various models explored lies in the density of the circumstellar atmosphere and consequently in the magnetic field intensity, while we keep the energy released by flares the same. Due mainly to a denser disk, the effects of the pressure wave moving across the disk caused by each flare are mild in configurations with denser disk and stronger magnetic field (i.e. runs F4f1.00a and F5f1.00a, see bottom panels in Fig. 3.4). In these two cases, the perturbation of the disk is limited to the surface of the disk and the field lines are slowly deformed by the action of the MHD shock. On the other hand, the flares cause a perturbation that is more evident in low density/weak field configurations (i.e. runs F3f1.00c and F6f1.00a, see top panels in Fig. 3.4). Moreover, in these configurations, the perturbation of the disk causes a fast and evident deformation of the field lines. So, due to a less dense disk, the flaring activity can strongly alter the configuration of the disk potentially hampering its overall stability, possibly triggering accretion phenomena. In Fig. 3.5 the effect of flaring activity in a low density/weak field configuration (i.e. F6f1.00b)
3.2.2 Effect of flare frequency and intensity

Another important element differentiating the various models is how often and how intense is the energy release associated to each flare. As expected, frequency and intensity of the flares have remarkable effects on the disk and on the magnetic field lines. In fact, a higher flare frequency or a more intense energy release, produces a noticeable disk disruption along with a deeper dislocation of the magnetic field lines, compared to analogous models characterized by a less intense and less frequent flaring activity.
Figure 3.3: Effect of a hail of flares on the disk and on the circumstellar atmosphere. The cutaway views of the star-disk system show the mass density (blue) and the magnetic field lines (green) at different times. The 3D volume rendering of the plasma temperature is over-plotted, showing the flaring loops (red-yellow) linking the inner part of the disk with the central white dwarf (run F4fl.00a).
Figure 3.4: The above images represent the different effects of the same energy release at the same time ($t = 311.50 \text{ s}$) on different configurations of the system with progressively denser disks and stronger magnetic field, from top to bottom. The cutaway views of the star-disk system show the mass density (blue) and the magnetic field lines (green). The 3D volume rendering of the plasma temperature is over-plotted, showing the flaring loops (red-yellow).
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3.2.3 Effect of flaring activity on accretion

We also analysed the effect of the flaring activity on the accretion. Fig. 3.6 shows the mass accretion rate during the evolution of the system subject to the storm of flares in the several models explored. It is worth noting that the value of accretion in all the configurations taken into account is below the expected value of mass accretion rate theoretically determined for the whole class of IPCVs, that usually ranges between $10^{-11}$ and $10^{-8} M_\odot y^{-1}$ (Patterson, 1984, 1994; Giovannelli et al., 2012). This behaviour could be in accordance with the theory of magnetic compact stars accreting from a disk, developed by Ghosh & Lamb (1978). According to these studies, the accretion should be highly inhibited for short-period systems, due to a spin equilibrium determined by the spin-up torque exerted on the disk by the magnetic field lines. In our model we are actually taking into account a fast rotator ($T_{\text{spin}} \approx 5.4 \, \text{min}$), for which the "fastness parameter" $\omega_s = \omega_s/\omega_d = 1$, where $\omega_d$ is the angular velocity at the magnetospheric radius (i.e. the truncation radius $R_d$). According to this theory, when $\omega_s$ is greater than the critical value of $\omega_s$ ($\equiv \omega_{\text{crit}} = 0.35 - 0.85$), accretion should be stopped or highly inhibited. Moreover, due to the strong perturbation induced by flares, in the lowest field configuration (run F3f1.00c, Fig. 3.6) the accretion rate caused by flares is highly influenced by the flaring activity. In fact, unlike the other...
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Figure 3.6: Mass accretion rate during the evolution of the system subject to the intense flaring activity in the several models analysed. The shaded area corresponds to the expected accretion rate from the theory of a radially accreting white dwarf (Patterson, 1984, 1994; Giovannelli et al., 2012).

configurations, there is no steady inflow from the disk, rather an irregular stream appears. In this configuration the energy released by flares can strongly influence the field even in the inner magnetosphere, affecting the magnetic channelling of plasma in this region.

3.3 Thermal X-ray emission

Since we are interested in investigating the thermal X-ray emission originating from the activity occurring on the surface of the disk, finally, we analysed the emission measure (see Section 2.5) of the plasma at temperature capable of producing thermal X-ray emission ($T > 10^6 K$). Fig. 3.7 shows that immediately after the beginning of the release of heat pulses, the amount of plasma at temperature greater than 1 $MK$, increases steadily reaching an almost steady-state condition after 100 seconds. The values of emission measure found indicate that the flaring activity leads to a strong thermal X-ray emission.

From the model results, we synthesized the thermal X-ray emission originating from the whole system along the whole interval of time considered in our simulations. The methodology applied is described in Section 2.5. The thermal X-ray emission has been synthesized in two bands: the soft ([0.1 − 2.0] keV) and the hard ([2.0 − 10] keV). Fig. 3.8 represents
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Figure 3.7: Total emission measure vs. time of plasma hotter than 1 MK. After few minutes, the value of emission measure approaches a virtually steady-state condition (run F4f1.00a).

some of the synthesized X-ray images. Each image shows the simulated spatial distribution of thermal X-ray flux observed at different times during the evolution of the system. The system is observed from a line of sight forming a $45^\circ$ angle with the equatorial plane. From these X-ray images we can infer where the coronal emission is more conspicuous. We identify the feet of the coronal loops as the regions where the thermal X-ray emission is concentrated. On the whole, the flaring activity seems to be capable of triggering the formation of a hot and tenuous layer of plasma extending on the disk surface. This layer is accountable for the bulk of thermal X-ray emission, that is concentrated in proximity of the disk surface.

3.3.1 Effect of density and magnetic field intensity

The flux values of the thermal X-ray emission have been used in order to obtain the lightcurves for each model. The fluxes are defined as the total energy per unit of surface and per unit of time and the corresponding luminosity is obtained from these fluxes supposed to be measured at a distance of 500 pc. Fig. 3.9 shows the comparison between the lightcurves of the various configuration investigated with a frequency of a flare every
Figure 3.8: X-ray images of the whole domain as seen by an observer with a line of sight of 45° with the equatorial plane. On the left column panels soft X-ray [0.1 – 2.0] keV fluxes, on the right hand side panels hard X-ray [2.0 – 10] keV fluxes, as they would be measured by an observer at 500 pc. The images refers to the run F4f1.00a and are taken at the same time-steps of Fig. 3.3 and ordered vertically.
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5 seconds (assumed as reference value). The luminosity, in every configuration explored, reaches in few minutes the quasi-stationary condition and exhibits a clear oscillation. This effect is actually less noticeable in low field configurations (i.e. runs F3f1.00c and F6f1.00a) because these configurations are characterized by low density values. The density, through the term \( n^2 \) (see equation (2.3)), strongly affects the radiative cooling. So, in low density configurations, the energy injected by each heat pulse is more slowly dissipated than in high density ones, and, when another pulse is released, the effect of the energy injected by the previous one has not been dissipated yet. In this case the effect of each flare is less evident in the global light curve.

Another key element, that we can infer from the lightcurves, is the maximum luminosity achieved: the denser is the disk and, consequently, the stronger the magnetic field, the higher is the luminosity. In fact, a denser plasma determines a higher value of emission measure, hence the contribution to the emission is greater. Comparing the lightcurves of the harder band with the corresponding ones of the softer band, we find a hardness ratio of the spectra, namely the ratio between hard and soft X-ray luminosity, approximately \( \lesssim 0.1 \).

3.3.2 Effect of flare frequency and intensity

In the context of the reference model we also explored the effect of the frequency and intensity of flares on the lightcurves. Fig. 3.10 shows how the lightcurves are affected by different flare release frequencies. The difference between maximum and mean value ranges between a factor of 5 and 8 of the mean value in high flare frequency configurations (run F4f1.00f, F4f1.00a and F4f10.00e), whilst, in low flare frequency ones (run F4f1.00g and F4f10.00g), this value rises up to 57 times the mean value. From this comparison, we can infer that the variability of thermal X-ray emission strongly depends on the rate of triggered flares. Actually, as long as the period between two subsequent flares is shorter than the duration of each energy pulse (100s), the variability of the luminosity value is less noticeable and the effect of each single flare is mixed and superimposed to the ones of the other neighbour flares. We actually observe a background emission due to many small flares evolving simultaneously while higher peaks are due to the strongest flares. When the period between flares is the same of the duration of the energy pulse, the effect of each single pulse is easily identifiable. We can observe the fast rise and the subsequent slow decay of thermal X-ray emission characteristic of each flare. Indeed, for high temperature plasma the conductive and the radiative cooling are more effective (see Fig. 2.5), causing a quicker decrease of emission. This feature determines a noticeable modulation of luminosity as a sequence of partially overlapping bursts. Furthermore, the variability of the luminosity is
Figure 3.9: Comparative plot of lightcurves relative to various configurations explored for different values of magnetic field. On the upper panel, soft X-ray band $[0.1-2.0]$ keV lightcurves; on the lower panel, hard X-ray band $[2.0-10]$ keV lightcurves.
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Figure 3.10: Comparative plot of lightcurves relative to the reference model. The explored parameter is the frequency of the energy pulse (flares). On the upper panel, soft X-ray band $[0.1 - 2.0] \text{ keV}$ lightcurves; on the lower panel, hard X-ray band $[2.0 - 10] \text{ keV}$ lightcurves.
Figure 3.11: Comparative plot of lightcurves relative to the reference model. The explored parameters are the frequency and the intensity of the energy pulse (flares). On the upper panel, soft X-ray band \([0.1 - 2.0] \text{ keV}\) lightcurves; on the lower panel, hard X-ray band \([2.0 - 10] \text{ keV}\) lightcurves.
generally more evident in the hard than in the soft band, because the hotter plasma is the
dominant source of the hard emission.

Finally, Fig. 3.11 shows a comparison between lightcurves, taken in the context of the
reference model with the same flare frequency but different maximum intensity. This com-
parison shows that the thermal X-ray variability strongly depends on the flare frequency,
while the main effect of a higher intensity of flares is to bring up the average luminosity
keeping, at the same time, the modulated shape almost unchanged.

3.4 Preliminary studies of disk stability

So far we have investigated the effects of a storm of flares occurring on the surface of
the accretion disk of several **IPCV** system prototypes with different values of density and
magnetic field intensity. We found out that this flaring activity can impact on the disk
configuration and its structure, being able to efficaciously deform the magnetic field lines,
with effects strongly dependent on density and magnetic field intensity.

Indeed, we have profoundly perturbed some system’s configurations but we do not
know if a strongly perturbed accretion disk can recover to a quiescent state, and to which
extent it can be similar to the initial pre-flare one. In the light of that, we decided to
proceed with our exploration of the dynamics of star-disk systems conducting a numerical
experiment. To this end, we performed a series of simulations on the relaxation phase of
the more strongly perturbed accretion disks among the models we explored in the present
thesis. The main questions we would like to answer are: can a strongly perturbed accretion
disk recover to a quiescent state, or is it disrupted beyond recovery? Under which conditions
is it possible? How quickly?

In order to start this investigation, we chose the model F6f1.00a, i.e. a low density/low
field configuration (see Table 3.1), and, once the heat release is over, we let the system evolve
without any further external perturbation or transient heating. To date, the simulation has
lasted for almost 60 minutes after the end of the flaring activity and it is still running. From
the first outcomes of the system evolution we can infer that the relaxation process starts
immediately after the shut-off of the heating. The disk, strongly perturbed by the flares,
slowly expands and progressively levels off its surface, initially rough and overheated at
about $5 \times 10^5$ K (almost ten time higher than the initial temperature of the disk). During
the first minutes following the end of the flaring activity accretion streams form, linking
the inner part of the disk with the central star. The streams last for almost 15 minutes
then they die out. The process of expansion and smoothing of the initially choppy surface
continues and at the last step of the simulation the disk is noticeably swollen and the
surface visibly smoothed. Fig. 3.12 and Fig. 3.13 show the system at some times during its
Figure 3.12: The above images show different phases at different times of the relaxation process of the disk following the perturbation induced by the intense flaring activity. The cutaway views of the star-disk system show the mass density (blue) and the magnetic field lines (green) (run F6f1.00a).
Figure 3.13: The above images show different phases at different times of the relaxation process of the disk following the perturbation induced by the intense flaring activity. The cutaway views of the star-disk system show the temperature of the disk (red-yellow-white) and the magnetic field lines (green) (run F6f1.00a).
Figure 3.14: Evolution of the disk surface in time: (a) profiles of the disk at various times; (b) disk thickness vs. time, this value is obtained averaging over the angle $\phi$ the height of all the points on the disk surface at half of the radius of the disk (dashed line in the upper plot). The dashed line in the lower graph shows at which time the flaring activity is over (1246 s).

...
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almost 60 minutes of simulated time is a too short time period to find out if the disk is
going to recover to a configuration similar to the pre-flare one and the time needed to do
that. In this respect, it is worth noting that the disk, at the system evolution simulated to
date, seems to have not completely finished its expansion phase (see Fig. 3.14).
Chapter 4

Summary, conclusions and perspectives

We investigated the effect of an intense flaring activity occurring on the surface of the accretion disk of various IPCV prototypes. The several prototypes taken into account consider different values of density and magnetic field. We focused on different aspects: the conditions able to jeopardize the stability of the disk; the formation of an extended corona above the disk; the contribution of the related coronal activity to the thermal X-ray emission from these objects.

We have developed a 3D MHD model taking into account all the key physical processes: viscosity of the disk, magnetic field oriented thermal conduction, radiative cooling and gravitational forces. In order to set up the initial conditions of the 3D simulations, we have devised a two-step technique. As a first step, we have run 2.5D simulations in order to obtain a developed configuration of the magnetic field, from this we have reconstructed a 3D initial condition where we then simulated a hail of flares distributed stochastically on the surface of the inner part of the accretion disk. Finally, we synthesized the thermal X-ray emission from each system all along the whole evolution.

In the light of our findings, we can draw the following main conclusions: (a) an intense flaring activity close to the surface of the accretion disk can build up an extended corona linking the star to the disk along the magnetic field lines; (b) the thermal X-ray emission from the corona is mainly emitted from a thin layer immediately above the surface of the disk; (c) the thermal X-ray luminosity due to the flaring activity may significantly contribute to the emission observed from these objects; (d) this coronal activity is able to influence the disk configuration and its stability, effectively deforming the magnetic field lines, with effects strongly dependent on density and magnetic field intensity. Secondly, we can include among the conclusions the following: (e) the radiative and conductive cooling has a crucial role in the modulation of luminosity due to the chain of flares, and
it has different impact on the lightcurves depending on the X-ray band considered and on the temperature of the emitting plasma, contributing efficaciously to the phenomenon of flickering originating from the inner region of the disk; (f) the accretion rate values found are lower than expected for IPCVs and they could be possibly consistent with the model of Ghosh & Lamb (1978) for fast rotators.

It is worth noting that the synthesized thermal X-ray emission exhibits luminosity values ranging between $10^{30}$ and $10^{32}$ erg/s. These values, especially those for the high density configurations explored, are in general agreement with previous studies (Patterson et al., 1980; van der Woerd, 1987; Eracleous et al., 1991; Choi et al., 1999; Venter & Meintjes, 2007)

Summarizing, the results presented above suggest that an intense flaring activity occurring on the surface of the accretion disk of IPCV stars may turn out to have an important effects on the structure of the system and its stability, and a key role in the formation of an extended corona, whose effects may contribute remarkably to the thermal X-ray emission observed from these objects.

Our study has brought significant results in the field that allowed to understand how the disk can be perturbed by an intense flaring activity and, on the other hand, how an extended accretion disk corona can develop, contributing to the thermal X-ray emission. Our study also opens new windows of opportunity with respect to further investigations and future perspectives. On one hand, we have developed a working computational model and set up several techniques and data processing tool from scratch. Actually, we have defined a proper framework for additional studies. On the other hand, our study has only started exploring the dynamics of the disk after a strong perturbation as, for example, that produced by an intense flaring activity. In the following we analyse the elements having room for in-depth analysis and deserving further consideration.

The first possible future line of research could be the reproduction of real observed objects through a fine tuning of the various characteristic parameters and quantities of the object we want to reproduce, such as mass, density of the disk, magnetic field. Also, for the synthesis of observational feature, we could take into account also non-thermal emission and specific angles of the line of sight with the equatorial plane.

As a second line of research, we would like to continue to carry on the exploratory relaxation studies whose preliminary results are exposed in Section 3.4, in order to understand under which condition the perturbed accretion disk can recover to a relaxed state similar to the pre-disturbance one.

A third line of research could be related to the accretion. In fact, we have chosen a configuration of the system with a corotation radius coincident with the magnetospheric radius and it would indeed indicate a system in a weak propeller regime, for which low
accretion rate and weak outflows are actually expected. To this end, it would be worth being investigated the effects of a different choice of corotation radius. Indeed, a corotation radius larger than the magnetospheric radius may have major implication on the accretion rate, resulting in possibly more conspicuous accretion phenomena (Lovelace et al., 1999; Romanova et al., 2004).

As a final thought to the possible future perspective of the presented research, one may want to further extend the model to more extreme accreting systems. An interesting field that could be investigated through our model is the one related to the novae explosions, in order to study the dynamics of the blast, its interaction with the magnetic field and the accretion disk, and the related non-thermal emission. To this end, some exploratory simulations are currently running.
Appendix A

Viscous tensor

The general form of the viscosity tensor may be written as follows:

\[
\tau = \eta_b (\nabla \cdot \vec{u}) \vec{I} + \eta_s \left[ (\nabla \vec{u}) + (\nabla \vec{u})^T - \frac{2}{3} (\nabla \cdot \vec{u}) \vec{I} \right], \tag{A.1}
\]

this appendix gives a brief description of the main elements playing a role in viscosity and provides a magnitude analysis of the various terms in the equation (A.1).

A.1 Bulk viscosity

The first term in in the right-hand side of the equation (A.1) is related to the bulk viscosity. It takes into account that a compressible fluid, when uniformly compressed/expanded, shows a sort of internal friction opposing to the compression/expansion. This term can become important only in case of quick compressions/expansions as in sound propagation or in shock waves. The force density related to bulk viscosity can be written as follows:

\[
F_b \sim -2\rho c_s \lambda_d \frac{\partial^2 v_x}{\partial x^2} \tag{A.2}
\]

where \(\lambda_d\) is the thermal mean free path and we used the fact that the ions of a plasma have thermal velocities of the order of the sound speed \(c_s\) (Frank et al., 2002).

A.2 Shear viscosity

The second term in the right-hand side of the equation (A.1) takes into account the action of the shear viscosity. It expresses the opposition to motion exhibited by parallel neighbour layers moving with different velocities \(v_\Phi\), e.g. the material in a differentially rotating
accretion disk at neighbouring radii moving with different angular velocity (see Fig. A.1). The factor \( \eta_s \) is called *dynamic viscosity* and is defined as follows (see also equation (2.7)):

\[
\eta_s = \nu_s \rho \quad (A.3)
\]

where \( \rho \) is the density and \( \nu_s \) is called *kinematic viscosity*. Shear viscosity gives a viscous torque exerted by a force density in the \( \Phi \)-direction which is dimensionally identical to the bulk viscous force density of equation (A.2) (Frank et al., 2002):

\[
F_s \sim \rho \tilde{v} \lambda \frac{\partial^2 v_\Phi}{\partial r^2} \quad (A.4)
\]

where \( \tilde{v} \) is the speed in the radial direction responsible for the transport of momentum, whilst \( \lambda \) is the radial excursion considered and \( v_\Phi \) the velocity orthogonal to the radial direction (see Fig. A.1).

### A.3 The \( \alpha \)-prescription

In order to get a measure of the importance of viscosity, we can define the *Reynolds number* as the ratio between the magnitude of the inertial term \( \nabla \cdot (\rho \tilde{v} \tilde{u}) \) of the momentum conservation equation (2.2) and the viscous force density:
\[ Re = \frac{\text{inertia}}{\text{viscosity}} \sim \frac{\rho v^2}{\rho \lambda u \nu^2}. \] (A.5)

If \( Re \ll 1 \) viscous forces dominate the flow; otherwise, if \( Re \gg 1 \), the viscosity associated with the given \( \lambda \) and \( u \) is dynamically unimportant. In particular, the second case occurs for the standard ‘molecular’ bulk viscosity, for which \( \lambda \sim \lambda_d \) and \( \nu \sim c_s \). As a matter of fact, in typical regions of an accretion disk the Reynolds number taking into account the molecular viscosity is such that \( Re_{mol} > 10^{14} \). However, in general, this number hardly deviates below this estimate (Frank et al., 2002). Thus, molecular viscosity is too weak to be accountable for viscous dissipation and angular momentum transport observed in accretion disks.

Laboratory experiments show that there is a critical Reynolds number (usually \( Re_{crit} \) is of the order \( 10^{-10^3} \)) at which turbulence starts and the fluid velocity \( v \) suddenly begins to exhibit large and chaotic changes on an random timescale and lengthscale. If we suppose that accretion disks are turbulent environment, the plasma flow can be defined by the characteristic size \( \lambda_{turb} \) and the characteristic velocity \( v_{turb} \) of the largest eddies (Landau & Lifshitz, 1959; Frisch, 1995). Since the eddies cannot be larger than the disk thickness \( H \), we can suppose \( \lambda_{turb} \approx H \). Analogously, the speed of the eddies can be supposed a fraction of the sound speed \( v_{turb} = \alpha c_s \) with \( \alpha < 1 \). Thus, the turbulent cinematic viscosity can be defined as follows:

\[ \nu_{turb} = \lambda_{turb} v_{turb} = \alpha c_s H = \alpha \frac{c_s^2}{\Omega} \] (A.6)

where \( c_s = \sqrt{\gamma p/\rho} \) is the isothermal sound speed and \( \Omega \) is the angular velocity of the plasma. The parameter \( \alpha \) is a phenomenological dimensionless factor known as the \( \alpha \)-prescription defined in the Shakura & Sunyaev model taking into account the effect of anomalous viscosity (Shakura & Sunyaev, 1973).

Turbulence is to date a not completely understood phenomenon and the \( \alpha \)-prescription can be considered only an useful parametrization in order to make theory match with observation. Nevertheless, to date the most promising mechanism in order to explain anomalous viscosity is the Magneto-Rotational Instability (MRI).
Appendix B

Flare energetics

A flare is a sudden, rapid, and intense variation in brightness. The radiation is emitted in a broad band ranging across almost the entire electromagnetic spectrum, from radio waves, through optical, to X-rays possibly up to gamma rays.

The energy released in a solar flare varies from $10^{29} \text{ erg}$ to $6 \cdot 10^{32} \text{ erg}$ or more in the largest events. This energy, that powers flares, comes from the sudden (timescales of minutes to tens of minutes) release of magnetic energy stored in the corona (Priest, 2014).

Basically, the reason of this energy release is that the magnetic field tends to relax to the minimum energy condition. As a matter of fact, the corona is a highly conducting environment in equilibrium where current actually exists. In such a condition the magnetic field is normally in a state called force-free for which the Lorentz force vanishes everywhere, being the current parallel to the magnetic field itself. Nevertheless, this configuration of the magnetic field is not the minimum-energy one. The minimum-energy condition is satisfied when the magnetic field is called potential or current-free. This configuration play a very important role, since a force-free magnetic field contains more energy than the corresponding current-free, the excess of energy is released through a flare (Sturrock, 1994).

B.1 Force-free and Current-free fields

Consider the momentum conservation equation, written in the following formalism (Priest, 2014)

$$\rho \frac{d\vec{v}}{dt} = -\nabla p_t + \frac{\vec{j} \times \vec{B}}{c} + \rho \vec{g}. \quad (B.1)$$

The inertial term on the left-hand side of the equation (B.1) may be neglected when the the bulk velocity of plasma is much smaller than, respectively, sound speed ($c_s$), Alfvén speed ($v_A$) and gravitational free-fall velocity ($v_{ff}$):
Moreover, depending on circumstances, the terms in equation (B.1) are not equally important. As a matter of fact, if the typical size of the system is much smaller than the pressure-scale-height\(^1\), the gravitational term is negligible compared to pressure gradient. Analogously, if the $\beta$ of the plasma is $\ll 1$, the magnetic field dominates the system, and pressure gradient is negligible compared to the Lorentz force. Therefore, under these conditions, we can write equation (B.1) as follows:

$$0 = \vec{j} \times \vec{B}. \quad \text{(B.3)}$$

Equation (B.3) entails that the current flows along field lines, namely $\vec{j} = k\vec{B}$ and magnetic fields satisfying this condition are called force-free.

A special case of force-free magnetic field is called current-free. This particular configuration is realized when equation (B.3) is fulfilled by a zero current:

$$\vec{j} = 0 \Rightarrow \frac{c}{4\pi} \vec{\nabla} \times \vec{B} = 0 \Rightarrow \frac{c}{4\pi} [\vec{\nabla} \times (\vec{\nabla} \times \vec{B})] = 0 \Rightarrow \frac{c}{4\pi} [\vec{\nabla}(\vec{\nabla} \cdot \vec{B}) - \vec{\nabla}^2 B] = 0 \Rightarrow \vec{\nabla}^2 B = 0, \quad \text{(B.4)}$$

i.e. $\vec{B}$ yields the vector Laplace equation and it is called potential, being written

$$\vec{B} = \vec{\nabla} \Psi \Rightarrow \vec{\nabla} \cdot \vec{B} = \vec{\nabla} \cdot \vec{\nabla} \Psi \Rightarrow \vec{\nabla}^2 \Psi = 0. \quad \text{(B.5)}$$

where $\Psi$ is the scalar magnetic potential satisfying the scalar Laplace equation.

### B.2 Magnetic minimum-energy theorem

Consider a surface $S$ and suppose that $\vec{B}_0$ is a potential magnetic field; $\vec{B}$ a generic magnetic field having the same normal component to the surface of the potential one ($B_n = B_{0n}$);

\(^1\)Distance over which the pressure varies by a factor of $e$. 
and, finally, $\vec{B}_1$ another generic field with zero normal component, such that $\vec{B} = \vec{B}_0 + \vec{B}_1$. In Fig. B.1 a schematic representation of the magnetic field components considered is shown.

Then, using an useful vector identity along with the fact that $\nabla \cdot \vec{B}_1 = 0$, and the divergence theorem, the energy stored in the magnetic field $\vec{B}$ can be written as follows:

$$W = \int_V \frac{B^2}{8\pi} dV = \int_V \frac{B_0^2}{8\pi} dV + \int_V \frac{B_1^2}{8\pi} dV + \int_V \frac{\vec{B}_0 \cdot \vec{B}_1}{4\pi} dV$$

$$W = W_0 + W_1 + \frac{1}{4\pi} \int_V \nabla \cdot (\Psi \vec{B}_1) - \Psi \nabla \cdot \vec{B}_1 dV$$

$$W = W_0 + W_1 + \frac{1}{4\pi} \oint_S \Psi \vec{B}_1 \cdot \hat{n} dS = E_0 + E_1 > E_0. \tag{B.6}$$

Equation (B.6) yields that $W$ in general exceeds the energy of the potential field $B_0$, as required, since $B_1^2 > 0$.

This result means that a non-zero-current magnetic field (e.g. force-free), contains more energy than a current-free (potential) magnetic field. It is just the presence of non-vanishing currents that increase the total magnetic energy. Hence, the potential magnetic field contains the minimum amount of energy (Priest, 2014).

This fundamental theorem typically finds a clear application in flare dynamics. As a matter of fact, if we consider a potential magnetic field as a starting configuration, the moving plasma will generate current capable to generating new non-current-free magnetic field components. When a flare is triggered the excess energy is released in order to get back to a minimum energy potential configuration of the field.

Figure B.1: Schematic representation of magnetic fields, where $\vec{B}_0$ is the potential one.
B.3 Magnetic energy release

So far we can define a flare as an event triggered by an instability of the underlying magnetic field configuration that relaxes into a more stable state by changing and reconnecting the magnetic topology. This change in magnetic topology provides a release of nonpotential magnetic energy through currents in the form

$$\vec{\nabla} \times \vec{B} = \frac{4\pi}{c} \vec{J}. \quad (B.7)$$

These currents produce plasma heating and particle acceleration and their presence must be taken into account in the MHD equations, in particular in energy equation and in induction equation. The energy conservation equation can be written as follows:

$$\frac{\partial}{\partial t} \left( \rho E + \frac{\rho u^2}{2} \right) + \vec{\nabla} \cdot \left[ \left( \rho E + \frac{\rho u^2}{2} \right) \vec{u} \right] = - \vec{\nabla} \cdot \vec{u} P_t + \rho \vec{u} \cdot \vec{g} - \vec{\nabla} \cdot \vec{F}_c$$
$$- n_e n_H \Lambda(T) + (\vec{E} \cdot \vec{j} - \frac{j^2}{\sigma}) \quad (B.8)$$

where the terms in the right hand side of the equation are respectively the work done by pressure, the gravitational energy, the heat flow, the radiative losses and, finally, the electrical energy, for which $\sigma$ is the conductivity (Priest, 2014). As for the induction equation, we can write it in the following manner:

$$\frac{\partial \vec{B}}{\partial t} = -c \vec{\nabla} \times \vec{E} = -c \vec{\nabla} \times \left( \frac{\vec{j}}{\sigma} - \frac{\vec{u} \times \vec{B}}{c} \right)$$
$$= \frac{c^2}{4\pi \sigma} \vec{\nabla} \times \left( \vec{\nabla} \times \vec{B} \right) + \vec{\nabla} \times \left( \vec{u} \times \vec{B} \right) \quad (B.9)$$

where $\eta = c^2/(4\pi \sigma)$ is the magnetic diffusivity. The current can be dissipated by Joule heating of the plasma and $\eta$, through $\sigma$, determines the Joule heating time scale $\tau_J$. In fact, the electrical conductivity may be written as:

$$\sigma = \frac{n_e e^2 \tau_{ce}}{m_e} \propto T_e^{3/2} \quad (B.10)$$

where $\tau_{ce}$ is the electron collision time and $T_e$ the electron temperature. It is possible to define a Joule heating time scale as follows:
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\[ \tau_J = \frac{n_e k_B T_e}{j \cdot E}, \]  

(B.11)

being the total energy dissipated by a current density \( j \) given by \( j \cdot E \) (Aschwanden, 2005).

A significant plasma heating can only occur when the Joule heating time \( \tau_J \) is shorter than the radiative or conductive cooling time. From this constraint, Holman (1985) finds that the resistivity must be much greater than the classical resistivity in (hot) quiet solar corona conditions where \( n_e \approx 10^9 \text{ cm}^{-3} \) and \( T_e = 10^7 \). For flares, a plasma density of \( n_e > 10^{11} \text{ cm}^{-3} \) is required, otherwise, in the case of lower densities, the presence of an anomalous resistivity must be taken into account.

The classical resistivity stems from frictional forces in Coulomb collisions between electrons and ions of the same temperature. On the other hand, anomalous resistivity occurs in plasmas in a turbulent state (Coppi & Friedland, 1971). In these conditions, the electrons carrying the current also interact with the electric field of different types of waves (e.g. electrostatic ion-cyclotron waves, ion-acoustic waves), that are able to change the resistivity and other transport coefficients (Aschwanden, 2005).

In order to define this anomalous resistivity, the key question is: when a field is stressed to a force-free state by the motion of the plasma at the footpoints, for how long does energy build up before an energy release with the subsequent heating event occurs? Actually, when the current density exceeds a critical value \( (j_{cr} = 75 \text{ A cm}^{-2}) \), anomalous resistivity \( (\eta = 10^{14} \text{ cm}^2 \text{ s}^{-1}) \) switches on. Then, after an initial reconnection phase in a single current sheet, the fast reconnection is triggered, and the current sheet splits up into multiple reconnection sites to give almost full relaxation and heating throughout the flux rope (Hood et al., 2009; Priest, 2014).
Appendix C

Elements of computational physics

This appendix provides additional details about some of the numerical techniques used in the present work. In particular, some methods used by the PLUTO code in order to solve the MHD equations are described.

C.1 Dimensionless MHD equation

Writing the MHD equations in a non-dimensional form may result extremely useful in order to obtain numerical solutions. Through the MHD module, the PLUTO code solves a set of four time-dependent MHD equations defined in a 3D spherical coordinate system \((r, \theta, \phi)\). The classical MHD equations \((2.1 - 2.4)\), extended to include gravitational force, viscosity, thermal conduction, radiative cooling and plasma heating, are solved in a conservative and non-dimensional form as follows:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{u}) = 0 \quad \text{Mass conservation eq.} \\
\frac{\partial \rho \vec{u}}{\partial t} + \nabla \cdot (\rho \vec{u} \vec{u}) = \nabla \cdot \left( \vec{B} \vec{B} - \vec{I} \vec{P} + \vec{r} \right) + \rho \vec{g} \quad \text{Momentum conservation eq.} \\
\frac{\partial \rho E}{\partial t} + \nabla \cdot (\rho E \vec{u}) = \nabla \cdot \left[ -\vec{u} \vec{P} + \vec{B} \left( \vec{u} \cdot \vec{B} \right) + \vec{u} \cdot \vec{r} \right] + \rho \vec{u} \cdot \vec{g} - \nabla \cdot \vec{F} - n_e n_H \Lambda(T) + Q(r, \theta, \phi, t) \quad \text{Energy conservation eq.} \\
\frac{\partial \vec{B}}{\partial t} + \nabla \cdot \left( \vec{u} \vec{B} - \vec{B} \vec{u} \right) = 0 \quad \text{Induction eq.}
\]
where the total pressure \((P_t)\) is the sum of thermal and magnetic pressure, and the total energy per unit of mass \((E)\) is the sum of internal or thermal \((\epsilon)\), kinetic \((E_k)\) and magnetic energy \((E_{mag})\):

\[
P_t = P + \frac{\vec{B} \cdot \vec{B}}{2}; \quad E = \epsilon + E_k + E_{mag} = \frac{\vec{u} \cdot \vec{u}}{2} + \frac{\vec{B} \cdot \vec{B}}{2}.
\]  

(C.5)

The mass density is defined as \(\rho = \mu m_H n_H\), where \(m_H\) is the mass of hydrogen atom, \(n_H\) is the number of hydrogen atoms per unit of volume, and \(\mu\) is the mean atomic mass. The bulk velocity of the plasma is defined as \(\vec{u}\).

### C.2 Godunov’s scheme

PLUTO code is designed to be a Godunov-type code, that means that the numerical solution of a generic hyperbolic conservation law in the form

\[
\frac{\partial u}{\partial t} = -\vec{\nabla} \cdot \Phi_u + S_u,
\]

(C.6)

where \(u\) represents a set of conservative quantities, \(\Phi_u\) is the flux tensor and \(S_u\) defines the source terms, can be approximated by the following formulation of a finite volume method:

\[
u_{i}^{n+1} - u_{i}^{n} = -\frac{\Delta t}{\Delta x} \left( \Phi_{i+\frac{1}{2}}^{n} - \Phi_{i-\frac{1}{2}}^{n} \right) + S_u
\]

(C.7)

where the subscript \(i\) define the \(i\)-th spatial element of a finite elements grid, whilst the superscript \(n\) refers to the \(n\)-th time step. Godunov’s method solves the Riemann problem at each cell boundary exactly. For non-linear systems of conservation laws this is often all but a easy task, because an iterative procedure is often required which, since this must be done at every cell boundary at every time step, it represents the most computationally expensive part of the method.

However, to simplify the process and reduce the computational load, variants of the method have been devised by utilizing approximate Riemann solvers which do not employ iteration. For these reasons, PLUTO were configured to compute inter-cell fluxes with the Harten-Lax-Van Leer (HLL) approximate Riemann solver.
C.3 Time stepping and the Runge-Kutta method

The \( n \)-th time step \( \Delta t^{(n)} \) represents the time increment between two consecutive steps \( (t^{(n+1)} - t^{(n)}) \) and is computed using the information available from the previous \( (n-1) \)-th time-step. \( \Delta t^{(n)} \) can be controlled by the Courant-Friedrichs-Lewy (CFL) number \( C_a \) and must obey the following condition:

\[
\Delta t^{(n)} \max_{ijk} \left[ \frac{1}{N_{dim}} \sum_d \left( \frac{\lambda_d}{\Delta l_d} + \frac{2\tau_d}{\Delta l_d^2} \right) \right] = C_a \leq \frac{1}{N_{dim}} \tag{C.8}
\]

where for a given direction \( d \), \( \Delta l_d \) is the computational cell physical length, \( \lambda_d \) is the largest signal speed, \( \tau_d \) accounts for diffusion processes. Once the \( n \)-th time step \( \Delta t^{(n)} \) is computed, the time solution of the problem is obtained through a second order Runge-Kutta (RK2) scheme. This method advances the solution to the next time level using an intermediate step \( u^* \), as follows:

\[
\begin{align*}
&u^{(n)} \\
&\downarrow \\
&u^{(*)} = u^{(n)} + \Delta t^{(n)} \mathcal{L}^{(n)} \\
&\downarrow \\
&u^{(n+1)} = \frac{1}{2} \left( u^{(n)} + u^{(*)} + \Delta t^{(n)} \mathcal{L}^{(*)} \right)
\end{align*}
\tag{C.9}
\]

where \( u^{(i)} \) is the solution at the time \( t^{(i)} \) and \( \mathcal{L} \) denotes the discretized spatial operator on the right hand side of equation (C.6).

C.4 Power law distribution generation

In this section we describe the general technique used to get a power-law distribution from a uniform distribution, which is what most random number generators provide. First of all let’s consider a power law function, whose aspect is depicted in Fig. C.1, defined as follows:

\[
P(x) = cx^n. \tag{C.10}
\]

Then, we normalize to unity the integral of this function between \( x_0 \) and \( x_1 \):

\[
\int_{x_0}^{x_1} P(x)dx = \int_{x_0}^{x_1} cx^n dx = c \left[ \frac{x^{n+1}}{n+1} \right]_{x_0}^{x_1} = 1, \tag{C.11}
\]
from equation (C.11) we obtain the normalization factor $c$:

$$c = \frac{n + 1}{x_1^{n+1} - x_0^{n+1}}. \quad (C.12)$$

Analogously to equation (C.11), we can calculate the integral between $x_0$ and a generic $x < x_1$. The value of this integral will be equal to a value $y$ between 0 and 1, as follows:

$$\int_{x_0}^{x} P(t)dt = \int_{x_0}^{x} c t^n dt = c \left[ \frac{t^{n+1}}{n+1} \right]_{x_0}^{x} = \frac{c}{n+1} \left( x^{n+1} - x_0^{n+1} \right) = y \epsilon [0, 1]. \quad (C.13)$$

Using $c$ we obtain $x$ as a function of $y$:

$$x = \left[ \frac{n + 1}{c} y + x_0^{n+1} \right]^{\frac{1}{n+1}} = \left( \frac{1}{x_1^{n+1} - x_0^{n+1}} y + x_0^{n+1} \right)^{\frac{1}{n+1}}. \quad (C.14)$$

Equation (C.14) yields a variable $x$ following a power law distribution from a uniformly distributed $y$ between $[0, 1]$.

In particular, in the study here presented, the variable $x$ represents a fraction, ranging between 0.01 and 1, of the maximum intensity of the flares, whereas the power $n = \alpha = -2.1$. Hence, this technique allows to generate flares having a recurrence progressively decreasing with their intensity, so there will be more flare with low or medium than high intensity.
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