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Sommario

Questa rierca miraa studiare larispostaal cambiamento climaticai un sistema di
drenaggio urbano. Riconosciuto dal mondo scientifico conaella piu grandi sfide del XXI
secolo, il cambiamento climatico rischia di mettere alla prova i centri abitati: piuefreq
precipitazioni, alluvioni e ondate di calore saranno i problemi piu impegnativi che le citta
dovranno affrontare.

Cio potrebbe comportare serie conseguenze per le infrastrutture urbane come i sistemi di
trasportoe le reti di drenaggio Nello specifco, in caso di forti precipitazioni e alluvioni il
pericolo & che i sistemi di drenaggsistentisi rivelino inadeguatiln questo caso le strade
vengono sommerse dall'acqua che defluisce sulla superficie impermeabile anche a causa del
rigurgito dai pozetti fognari.

Tuttavia, la bassa risoluzione temporale dei GCM unita alla necessita dei modelli afflusso
deflusso che in ambito urbanichiedonodati ad alta risoluzione, ha portato gli scienziati , da
un lato, ad approfondire maggiormente gli effetti daimbiamento in aree extraurbane e,
dall'altro, ad occuparsi della progettazione di nuovi sistemi di drenaggio urbano comprendenti
strategie innovative di gestione delle acque piovane

Questo studivuole invecevalutaregli effetti che il cambiamento chiatico pud provocare
su un sistema di drenaggio urbano esistente, confrontando le criticita risultanti con quelle gia

presenti per stimarne I'eventuale aggravamento.
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Abstract

The research here presented aims to investigate the sespioan urban @inage system
to the effects of climate change. Recognized by scientific world as one of the biggest
challenge of the XXI century, climate change could create problems to the urban
environments: more frequent rainfalls, floods ameht waves will be the ost serious
difficulties that cities will need to deal with.

Urban infrastructures, like transp@mddrainage systemsould be affected by effects of
climate change. In detail, for heavy precipitations and floods current drainage system could be
insufficient. This could cause waterlogged roads where water runs on the impervious surfaces
even by overflowing manholes.

However, low time resolution oBeneral Circulation Model$ogether withthe need of
rainfall-runoff models that require high resolutiontalain urban environmentrove
researchers towards a dual approach. They indeed became more and more interested in
analysing the effects of climate change in extd@an areas and, at the same time, in
designing new drainage systems including low impaceldgwments (LIDs).

The purpose of this dissertation has been instead to study effects of climate change in a
current urban drainage system, comparing its fails to those that already exist and evaluating

the potential worsening.

Laura Bidera Miceli iii



Table of contents

ACKNOWIBUGE. ... e L.
Y0101 0 1 F= T4 0 NPT PP PPPPPPPPPPPPR ii.
Y 013 1 = Lox TR T TPPOPPPP i
TabIE Of CONTENTS.....eiiiiiiiiiiii e e \Y
LISt Of FIQUIES......eiiiiiiiieiie et e e s e e X
LIST OF TADIES. ...eeeieeieeeeee et enmr e e Xiii
I Yi oo [FTod1[o] o NPT PSP PPPPP PPN 1
Y G I PP UPPPPPRR 5
THEORY ..ottt e e e ettt e e e et e s mmme e e an e e e e e nn e e S
(O =T o] (= 0 PP PPRPRPPPPRRN 6.
Assessing of climate change in urban drainage Systems.............cccccvccceeeeveeeevvvnnnnns 6
1.1 State of the art of the effects of climate change on urban drainégasys....... 10
1.1.1 Climate Change scenario generatiQm.............uuuueeiiieeeeeeeeeieeeee e 11
1.1.2 Approaches for Rainfall Disaggregation and Flood Analysis................... 12
1.1.2.1 Statistical dOWNSCAlING ........cceeeiiiiiiiiiiiie e 14
Empirical transfer function methods............ooooiiiiiiiiicce e 15
Re-sampling or weather typing methods............oooooiiiiiiccc e 16
Stochastic rainfall Models.............oooii e 17
1.1.3 Hydrologic variability..............uuiiiiiiiiiice e e 18
1.2 Uncertainties in analysis of climate change impacts............cccceeeeveeeeeeeeeeennnnn, 19
1.2.1 Uncertainties associated to climate variability and its prediction............ 19

Laura Bidera Miceli iv



Table of contents

1.2.2 SAmMPliNg UNCEIMAINTY . ..uuuueeiiiie e e e e e e e ceeeie e e e e e e e e e e neee e e e e e e e eeeneenannnes 21
1.2.3 Uncertainties associated to hydrological madels...............cccoovvcamerirnnnnns 21
1.3 Fators increasing impacts of climate change in urban drainage systems.....22
1.3.1 Spatial structure and planning.............ooovvuviiiicceieeeeeee e 23
1.3.2 UrDaniZatioN........cooiiiiiiiiiiiiie et 24
1.3.2.1 Impacts of urban development on hydrolagy............ccoovvvviieenneeenn. 26

1.4 Current design criteria of the urban drainage management infrastsuctu....... 27
1.4.1 Combined SEWEr OVEITIQW.........ccciiiiiiiiiiii e 30
1.5 Vulnerability of the urban drainage SYyStEMS..........covvviiiiiiiieeneeeeeeee 32
1.5.0 FIOOTING. ..ttt 33
1.5.1.1 FIOOTING COSLS.....uuuuuuiiiiiiiiiiiieiiaeetiiieee e ettt e e e e e e e e e e e e emmr e e e e e e e e e e e e e e s e e aaans 33

1.6 Climate adaptation and mitigation measures for urbanagy@isystems............. 34
1.6.1 Flood risk and Management..............ueeeeereiieemiriiiiiiieieeeeeeeee e e e s eeeeeeeee e e 37
1.6.2 Adaptation Planning............ooouuiiiiiiireeeeeee e ereen e e e e e e e 39
1.6.2.1 Municipal Adaptation Planning Opportunities................cccccccemeee.. 40
1.6.2.2 Example of Adaptation Planning: Connecting Delta Cities............... 41
1.6.3 Sustainable Stormwater SYSLEIML.........uuuiiiiiee e eeeer e 43
1.6.4 Modeling water ManagemMent..............uuiieiiiieeeeriiiiee e e e e e e e reeere e 46
(O F=T o] (= P PUPPPPUPRPR 48
Methods and MOEIS.........oooiiiiiiiiii e A8
2.1 AWEGEN. ...t eeee e e et e et eeeeane 50
2.1.1. PreCipitatiOn......ccuuiiiiiiee et e bbb enenene 51
2.1.1.1. Neymaibcott Rectangular PulSe process..........ccccvvvvviveieeeniivvnnnnnne. 51
2.1.1.2. Lowfrequency properties of precipitation process..............cooeveueeen. 52
2.1.2. Air temperature COMPONENT........coiiiiiiiiititireera s eeeeeeeeeeeeeeees 54
2.1.3. Cloud COVEI COMPONENL......cuviiiiiiiiiiiee et ee e e e e e e e ssimmne e e e 54
2.1.4. Shortwave incoming radiation COMPONENL...........ccovviiiiiimmmneeeieieeeeeeiiiaens 55

Laura Bidera Miceli \%



Table of contents

2.1.5. Vapor pressure COMPONEIL......c.uuiiiiiuiee it e et e eea e eaie s amrneeen e eenas 56
2.1.6. Wind speed and atmospheric pressure COmponents............ccccvvveemeeneee. 57
2.2. General Circulation Models (GCMs) and downscaling procedure................ 58
2.2.1. General Circulation MOdEIS..........cooiiiiiiiiiieee e 58
2.2.2. Desaption Of SCENANOS.........coviiiiiieiiiiiecmr et 59
2.2.2.1. Stylized Concentration SCEeNAIOS. ......ccceeeeeeeiiiiiieeeiie e eeeee e, 60

2.2.2.2.The Socioeconomic Driven Scenarios from the Spé&dggdort on Emission
Yo =] = 0T 60

2.2.2.3. New Concentration Driven Representative Concentration Pathway

Scenarios, and Their EXIENSIANS .. .. cou e 61

2.2.2.4.Comparison of Special Report on Emission Scenarios and Representative

Concentration Pathway SCENAKIOS. ........uuuuiiiiiii e reeer e 63
2.2.3. Stochastic downscaling proCedULE. .............uuvvuuiireeeeeeeiiieee e e e e eeans 67
2.2.3.1. Factor of Change..........coooiiiiiiiii e 69
2.2.3.2. Extension of precipitation statistics to finer time scales.................... 71
2.3. Random cascade disaggregation madel............ccuuviiimmmriiiiiiiiiiiiiieeeeeee e 72
2.3.1.MOMENT SCAIING ... ittt 73
2.3.2.The canonical MOdel...........oooi i 74
2.3.3.The microcanonical MOdel...........ooooiiiiiiiiiiicc e 75
2.3.4.Parameter @StIMALION.........ccoiiiiiiiiiie et eeer e e e 76
2.3.4.1 Parameter estimati-canonical model..............ccccccoviiiiman, 76
2.4. EPA SWMM MOGEL........uiiiiiiiiiieeeie e eeeeeeeeeeeeee e ]
2.4.1.Modeling CapabilitieS..........ccuuiiiiiiiiiie e 17
2.4.2.Typical Applications of SWMM.........ccccoviiiiiiiiiiieeee e eeee 79
243.SWMM6 S CONCEPTUAL..MQDE.L.iiriieeeennnnn 49
2.4.3.1. VISUADIDJECES. ....ui e 80
2.4.3.1.1. SUDCAtCNMENLS. ......ooiiiiiiiiiii e 81
2.4.3.1.2. JUNCHON NOUES. ......ooiiiiiiiiiiiiii et 82

Laura Bidera Miceli Vi



Table of contents

2.4.3.1.3. OUtfall NOUES......coiiiiiiiiiiiiii e 82
2.4.3.1.4. StOrage UNItS.......ooovviiiiiiiiiiiicmmeeeceer e erenan e e e e e e 82
2.4.3.1.5C0NAUITS .....oviiiieiiiiiie it emme e 83
2.4.3. 1 0 PUMPS. .. e 83
2.4.3.1.7. FIOW REQUIALOLS........cceiiiiieeiiiiiiemme e 84

2.4.3.2. NORVISUAl ODJECES........curiiiiiiiiii e eenn e 85
2.43.2.1. CliMAtOIOgY . .....uuuuueiiiiiiiiiiie i ieeeiiiie et e et e e e eeer e e e e e e e eeeeeas 86
2.4.3.2.2. UNit HYdrographs.........eeeeeeeeeiiiiiiieeeeieeeeeee e 86
2.4.3.2.3. TIME SEIIES....cii ittt e e et e e eeees e r e e e e e e eeeens 86

2.4.3.3. Computational MethodS.........covviiiiiiiiiiiie e 87
2.4.3.3.1. Surface RUNOMT..........oooiiiiiiiiii e, 87
2.4.3.3.2. FIOW ROULING.....coiiiiiiiiiiiimeee e 88
2.4.3.3.3. SUIMACE PONAING.....ciiiiiiiiiiiiiieii e 90

PART Ll et ee ettt e e et e s emee e e e e e e e b e e e e e nernanass 91
STUDY CASE . ..o ettt e et e e e e e s mmme e s e e e eeene ] 91
(O F=T o] (= S S PPPPPPUPRPRR 92
Study case: Palermo drainage SYSteM.......ccooeeeiiiieiiieeeiccie e eeee e 92
3.1. The city Of PalermQ...........ouuiiiiiiii e eeeei et e e e e eaaaaaees 93
3.2. Historic information of Palermo sewer System..............ccoovvvvieeeeeeieeeeeeeeeiinnn, 93
3.3. Current assessment of the drainage system of Palermo.................cccceeee. 95
3.3.1. Separate system and pump station inside shipyard.area....................... 96
3.3.2. Pipe connecting shipyard area to the second pump station.................. o7
3.3.3. Removal of discharge to the.sea............cc.uvvviiieemriiiiieeeee e 97
3.3.4. Building of sewer NetWOrKS..........cccuuuiiiiiiiiieeeiiii e 97
3.3.5. Wastewaters TreatMeEmRTS. . ..........uuueriiiiiiiiiiiieeeieiiieeee e 98
3.4. ReCent floOd EVENTS..........uiiiiiiiiiiiiiieeeiiiei ettt e e e e 98
3.5, RaINfaAll dALA......eeeieiiiiiiiiiee e 100

Laura Bidera Miceli Vii



Table of contents

3.5.1. DAt ANAIYSIS....cciieeeeeieeeeeeeei e e e e e e anan 100
3.5.2. Estimated Parameter by AVEEN...............cccoeiiiiiiiii e 107
3.5.2.1. AWEGEN results in stationary conditions and current climate....... 107

(O =T o) = USRS PPPPPPPRRN 112
Implementation, results and coNSIderationS.........cccooveeeeeeiceeeiciiie e 112
4.1. Applications of AWEGEN: Future runs weather forcing............cccccevvvvvvvvieee. 113
4.1.1. Simulation and Selection Series.............ccccuiiiiirmmrni e 115
4.2. Downscaling by CascadMOodel..............uuuiiiiiiiiiiieeeiiieeieeece e 122
4.3. IMPACES BNAIYSIS. ... .uuiiiiiiiiiiiiiii et e e e eeer e e e e e e e e e e e e e e e e e e s ammn s 125
CONCIUSION. ...t e e 142
BiDHOGrapny.... oo e 146

Laura Bidera Miceli viii



List of Figures

Figurel.l. The difference between the natural ground cover and various types of impervious

surfaces in Urbanized AreasS..........cuuuueiei i iiicce e 26
Figure 2.1 Schematic representation of the procedure applied on this study.............. 49

Figure 2.2. Shematic represeéation of the procedure applied on this study including
JOWNSCAIING STEPS.....utitiiiiiiiiiii ettt e e e e e e n e e e 50

Figure 2. 3Schematic representation of Neyrr@oott model with rectangular pulses....52

Figure 2. 4. A flowchart of the used stochastic downscaling methodology (Fatichi et al.,
120 5 T EEEEPUUPURR 69

Figure 2. 5. Example of the multiplicative random cascauitle branching numbeb =2 and

cascade generattv for scalesn =0, 1, and 2. (Molnar and Burlandot, 2005)............. 73
Figure 2. 6. Example of representation of visula objects in EPA SWMM (Rossma),. 301
Figure 2. 7. Conceptual view of surface runoff (Rossman, 2010).............ccccuvvvmeenrnnnne 87

Figure 3.1.In blue the searal the Kemonia and Papireto rivers, in orange the old town, in

yellow the necropolis (Incontrera, 2014)..........uuvuueiiiiiiii i eeeer 93
Figure 3.2Scheme about recovery plan to clean Palermo coast (Incontrera,.2014)...96

Figure 3.3. Part of the drainage system of Palermo that is matter of this study. Black dots are
Studied MANNOIES.......coo i et e e e e e e e e e e e as 99

Figure 3.4. Mbnthly mean rainfall and temperature in the period 28024 distinguished in

(VLS 0= T To e [ VA o<1 o Yo £ T 102
Figure 3.5. Percentages of wet and dry days for each.year............cc.cevveeeecivvivninnnnnen. 103
Figure 3.6. Monthly rainfall depth for each year...........cccccooiiiiieee e 104
Figure 3.7. Monthly average and variability of the rainfall depth.................ccccco e, 105
Figure 3.8. Monthly average and variability of the rainfall intensity................cc.....uee 106

Laura Bidera Miceli iX



List of Figures

Figure 3.9. A comparison between observed (red) and simulated (green) monthly
precipitaton. The vertical bars denote the standard deviations of the monthly vali@s.

Figure 3.10. A comparison between observed (red) and simulated (green) monthly statistics of
precipitation (mean,variance, lagl autocorrelation, skewness, frequency of non

precipitation, transition probability wetet), for the aggregation period of 1 hour....108

Figure 3.11. A comparison between obser{red) and simulated (green) monthly statistics of
precipitation (mean, variance, Hg autocorrelation, skewness, frequency of non

precipitation, transition probability wetet), for the aggregation period of 24 hours109

Figure 3. 12. a) A comparison between observed (red) and simulated (green) fractions of time
with precipitation | arger than a given thi
01T 00 RS SRPP 109

Figure 3. 12. b) The same comparison for dry spell length distribution, i.e. consecutive days
with precipitation depth lower than 1 [mm.ps and gps are the observed mean and
standard deviation arteli, and simare the simlated ones..........ccccocoeeeiiiiiiicccen. 110

Figure 3. 12. ¢) The same comparison for wet spell length distribution, i.e. consecutive days
with precipitation depth larger than Infrl. E.ps and gps are the observed meamda

standard deviation artgli, and s, are the simulated ones.........ccoovvveveeiiiieeceeee 110

Figure 3. 13. A comparison between the observed (red crosses) and simulated values of
extreme precipitation (green crosses{ad -hour and (b) 24our aggregation periods; (c)
extremes of dry and (d) wet spell durations. Dry/wet spell duration is the number of

consecutive days with precipitation depth lower/larger thanrfi.[..............cccccccee 111
Figure 4.1. Average of annual precipitation calculated in 20 years for the three scefidBos

Figure 4.2. Average of the annual maximum for ed6tyear long series (blue dots) and

variability in terms of standard deviation of the maxima (blue barsCéwrent scenario.

Figure 4.3. Average of the annual maximum for eackyedr lorg series (blue dots) and
variability in terms of standard deviation of the maxima (blue bar®%00scenario......116

Figure 4.4. Median series fQurrentand2100scenarios: 2§ear hourly raafall depth for2100

(blue line) andCurrentscenarios (red dOtS)........ccuuuiiieiiiiiiiiee e e 117

Figure 4.5. 95° Percentile series fourrentand 2100 scenarios: 2Jear hourly rainfall depth

for 2100(blue line) andCurrentscenarios (red dOtS).........uuueiiiiiieeeeeceeercceee e e 117

Laura Bidera Miceli X



List of Figures

Figure 4.6. Empirical cumulative distribution functions ##00 (blue line) andCurrent (red

dots) scenarios classified by percentile...........cccooiiiiirc e 118

Figure 4.7. Empirical cumulative distribution functions of 50° percentile serie21fa0 (blue

line) andCurrent(red dots) scenarios considering only values.>0...............cccceevveeenes 119

Figure 4.8. Empirical cumulative distribution functions of 95° percentile serie31fad (blue

line) andCurrent(red dots) scenarios considering only values.>0..............ccccoeevieeueee 119
Figure 49. Number of dry and rainy days in median serieSwfentand2100scenarios....120

Figure 4.10. Number of dry and rainy days in 95° Percentile serigSunent and 2100

[Yol=] A F=1 4 [0 1S TR R TR PRUPRPR 121

Figure 4.11. Mean intensities of rainy days for each series foragtient (blue bars) an@100

(L0l =) T o =1 g =T o PSSP 121
Figure 4. 12Scheme of aggregation data fromrihute to thour time step..................... 123
Figure 4.13. Hourly rainfall intensity of 10 days with time step equal to 1 hour............ 124

Figure 4.14. Hourly rainfall intensity of 10 days with time step equal to 15 minutes.....124
Figure 4.15. Flow from the street system into a partly full pipe (Mark €G04)................ 126

Figure 4.16. Flow to the streets from a pipe system with insufficient capacity (Mark et al., 2004).

Figure 4.17. Eample of environment in which floods might occur. The blue hatching is set at
1.5m above the manhole and this is the threshold for which floods can be differentiated in

ordinary and eXtraordiNaAry..............ouuuuiiuuuuiimreeeeeeee e eeeeas e e e e e e e e e eeaaasanaes 128

Figure 4.18. Palermo centro storico sewer system. Dots are manholes, links are pipes, and cloud

IS TNE TAIN QAGE ... et e e e 129

Figure 4.19. Palermo centro storico drainage system under medhéall reeries ofCurrent

scenario: red dOtS SNABIUIES. . .....c. e e eaens 132

Figure 4.20. Palermo centro storico drainage system under 50° percentile rainfall series of future

scenario: green dotsS SNARIUIES ...........oovveviiiiiiiiccre et erea e e e e as 132

Figure 4.21. Nodes in Palermo centro storico drainage system under 50° percentile series that

FlOOd IN DOTN SCENAIIOS... ..o e e e eaeeaeaans 134

Figure 4.22. Palermo centro storico drainage system under 95° Percentile rainfall series of

Currentscenario: red dots show every node that flooded..............ccovvieeeeeee e 135

Laura Bidera Miceli xi



List of Figures

Figure 4.23. Palermo centro storicoidesge system under 95° Percentile rainfall series of future
scenario: green dots show every node that flooded..............cooiiieeeiii s 135

Figure 4.24. Nodes in Palermo centro storico drainage system under 95° [gesmmds that

LifoTo o Tl oJ0] d g JETe1=1 4 =1 £ [0 1N UUuuu TR 137

Figure 4.25. Nodes in Palermo centro storico drainage system under 50° percentile rainfall series.
Comparison of flooding frequency of exceedancavbeh both scenarios that flood in both

LYo1=] = L0 1T 139

Figure 4.26. Nodes in Palermo centro storico drainage system under 95° percentile rainfall series.
Comparison of flooding frequency of exdance between both scenarios that flood in both
ST 0 = 0 1SRRI 140

Laura Bidera Miceli Xii



List of Tables

Table 2. 1GCMSs Of thelPCC 4AR (CMIP3) ........ouiuieeeeeeeeeeeseeeeeeeeeeee oo eeesees 64
Table 2. 2. GCMs of thBPCC 5AR (CMIP5 and AMIR).......ccooiiiiiiiiiiieeee e, 65
Table 3. 1. Monthly mean rainfall and temperature in the period-20D2..................... 101
Table 3.2. Monthly and annual rainfall depth analysis............ccccooiiiiccc e 104
Table 3.3. Monthly and annual rainfall intensity analysis............cccccovviiieeeii e, 106

Table 4.1. Comparison of statistic indexes between observed and downscaled .data2dts
Table 4.2. Extraodf number of occurrences and frequencies for each nade............. 131
Table 4.3. Summary of the flooded nodes for the median situation in both scenaria$32
Table 4.4 Summary of the flooded nodes for the 95° percentile situation in both scé&d&rios

Table 4.5. Classification of nodes that flood in both scenarios according sbdlte under

the 50° PErCENLIIE SEIES.......uvuiiiii e eeeee e e 134

Table 4.6. Classification of nodes that flood in both scenarios according to thresholds under

the 95° PErCENLIIE SEIES.......uvieiiie e ee e e 137
Table 4. 7. Comparison of flooded nodes between both scenarios for 50° percentilé3@ries

Table 4.8. Comparison between both scenarios for 95° Péecesties..............cccceennn.. 139

Laura Bidera Miceli xiii



Introduction

Introduction

Climate changés currently viewed as one of the greatdstllengeof the Earth (Adger et
al., 2013). Cities have been identified as among the most vulnerable human habitats to the
effects of climate changéStern, 2007; Intergovernmental Panel on Climate ChangaC{l.P
2007) because the fact that human indudedate changés inevitable and the impacts of this
change pose a threat to populations, infrastructures, and the urban enmir@iRG€ 2013;
Khedun et al., 2014; Wilby, 2007; Whitehead et al., 2009). In a wahlerethe consensus
view predicts substantial impacts of anthropogetiimate changen global watercycle in
the near term and distant future (Kundzewatzal, 2007),hydrological impact analysis has
become a thriving area of research.

On one hand, sne studies have gone beyond asking merely what the potential
hydrological impacts of future changes are likely to be, to attempting to model potential
adaptation response$ water resource managers to these impactthe other hand, just few
papers have researched about effectdiofate changen urban wastewater by linking future
precipitation with current drainage system.

For urban areasn fact, some of the most sigficant potential impacts aflimate change
and further urban development are those related to stormwater management (Semadeni

Davieset al, 2008).Indeed climate changealoes not only involve an increase in average
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Introduction

temperaturehutit also results in dinges to natural phenomena such as extreme temperatures,
wind, snowfall, rainfall, and an increase in $&zel and, Wth growing urbanization leading to
increasingly extensive impervious surfaces and enhaod®ate changeeffects on urban
drainage, chages in urban runoff are an issue of growing concern (Denault et &; 200
SemadenDavies et al. 2008).

The aim of this dissertation is to assess the impacts of CC on urban areas starting from
precipitations and ending to evaluate the effects of thesdaltai on the urban drainage
systems.

The procedure used for this study includes, firgigneration of time series. Thesesated
by exploitingGeneral Circulation Model¢§GCMs) simulations andalibrated byparameters
from a real weather statipare sed by rainfalrunoff model to evaluate the response of the
urbandrainage system.

One of the first issusto solve is related to the use of GCMs because, evbryfareable
to simulate globally the climate system of the Eartey are complex numerat tools
including five components: atmosphere, oceans, land surfacéceseand the biological and
biogeochemistry cycles. Moreovarne of the most importardrawbacksof GCMs is that
GCNMs realizations arenly available at the daily or larger aggregatintervals

This last point clashes with needs in modeling an urban drainage system because urban
basins have subourly lag time. It means that running an urban model with series at large
time scales is useless and conceptually wrong.

In literature, here is not any procedure that downscale GCMs output atauty time
scaleand, for this reason, we have tried to solve this issb@ughtwo tools Advanced
WEather GENerato(AWE-GEN) (Fatichi et al., 2011) and Random Cascade model.

The Advanced WE&aker GENerator (AWE-GEN) (Fatichi et al., 20)1is an hourly
stationary weather generataapable of reproducing low and hifjlequency characteristics
of hydroclimatic variables and essential statistical properties of these varialdsits
procedure 8 based on a stochastic downscaling of GCM predictions (Fatichi et al., 2011,
2013)

Since as discussed, urban catchments rechigl resolution datasetve have choseto
disagregate from hourly to siiourly scale byRandom Cascadenodel that is ableto
distribute rainfall on successive regular subdivisisna multiplicative mannerThis model
has beersuccesfully applied to rainfall modang (Schertzer and Lovejoy, 1987; Over and
Gupta, 1994, 1996; Olsson, 1998; Guntner et al., 2001).
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Another impotant problem is that evaluating effects dfmate changeon an urban
drainage system is not an easy issue because many matters are involved and several
perspectives can be studied. This means that, in order to pursue the right path, specific goals
need tdoe clear.

In detail, we are interested in investigating the distribution of the floods and their
frequency along 20 years. It is important to clarify that this study considers floods just as
water depths above the street caused by manhole overcomitizgandly their depths above
the manholes are going to be assessed, neglecting, for exfiowleglocity overthe street

For this purpose, we have tried to investigate two aspects of floods ahrsgveral
impacts: the first related to the spatial dizition of floods and the second referred to their
frequency of occurrence.

One of the main reasons why we focus on these effects ihéhadbmsequences climate
change in urban areas can affect directly or indirectly humanali$e in drastic waymore
rapid inputs to receiving water bodies and changes to their natural water balance (Carriere et
al. 2007; Delpla et al. 200%an cause enormous physical grsychologicaldamags to
inhabitants that must bergparel for facing first phases of emergsn post floods
Researchsaboutclimate changand its effects on urban arestsow thatintensive localized
rainfall and extreme rainfall eventsuld occur.

The described procedure has been applied to the Palermo urban catchment. The choice of
using thg case study is that, being created in 734 A.D., it can be defined as an ancient city and
being its center, main part of this analyses, full of cultural and historic buildingsyeve
interested in investigating how its drainage systdesignedn the 198, could react under
future possible climate condition.

In order to achieve the aim described above, we have decided to create two scenarios: the
baselinerepresenting the current climate and {0 scenario, referring the 20&1100
period. For each spario we have used the high resolutidata provided by theveather
station ofPalermo Uditoreas input, with an ensemble of 32 GCMs RCP 8.5, into AWE
GEN. Through this model50 hourly datasets 2fear long are generated and, after analyses
for choosing he most characteristic time series, these are downscalednain@te scale by
Random Casaie Model and applied as inpiot Epa Swmm model.

In detail, he manuscript is divided into two main parts: a theoretical part which includes
the description of thetate of the arof the effects ofclimate changeon urban drainage

systemsand the models used for the analgs@wvo chapters); and an experimental part in
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which the case study ®described and discussed (two chapters). A detailed description of each
chager is given below.

Chapter 1 will provide a description of tl@&CMs and the state of the art related to the
impacts and mitigation measures for floods in urban a€zpter2 will describe models and
methods used in this thesis (i.e., AVAEEN, the Geneal Circulation Models the
downscaling procedurend Epa Swmm 5)0 Chapter 3 will present the study case
introducing Palermoits drainage system ardhta used for this approchkinally, Chapte#

will show results and commerdf the applied methodolggo the study case
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CHAPTHER 1 Assessing of climate change in urban drainage sy:

Chapter 1

Assessing of climate change in urban drainage systems

It is currently believed that the climate is changing largely because of anthropogenic
activities that are increasing the amouhggeeenhouse gases (GHGs)the atmosphere. The
monthly average concentration of €@ the atmosphere has increased from 280 ppm (parts
per million; prel750 tropospheric concentration) to nearly 400 ppm (398.58 ppm in June
2013) (Tans et al.,, 2013; Biag, 2013). The release dBHG and aerosols due to
anthropogenic activities are changing #mount of radiation coming into and leaving the
atmosphere. These are, in turn, changing the composition of atmosphere that may influence
temperature, precipitatip storms andea level. As the temperature gets warmer, it increases
the amount of energy on the earthds surface
water cycle: observed increases in global average air and ocean temperatures, melting of polar
ice and significant increases in net anthropogenic radiative forcing revealed that our global
climate system is undergoing substantial warming (IPCC, 2014) and rainfall patterns,
evapotranspiration, tropospheric water content, and runoff changes arengffectter
availability (Khedun et al 2014. The frequency, intensity, spatial extent, duration, and
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timing of extreme precipitation events are also changing (National Research Council 2011).
Changes in extremes at both the lower end (e.g. reductiordippation leading to droughts)

and upper end (e.g. high intensity rainfall resulting in floods) of the range of observed values
can be expected and an iextemes toisneaady regions @oursde o f
the world was revealed by a numbefr studies on different climate model projections
(Christensen et al., 2003; Semmler et al.,2004; Kundzewicz et al., 2006; Benistol et al.,2007;
Tsanis et al.,2011)t is well known that increasing temperatures tend to increase evaporation
which leads tamore precipitationChanges in hydroneteorological extremes can occur in
three ways: (i) a shift in the mean, resulting in less low magnitude events and more high
magnitude events; (ii) an increase in variability, i.e. more low and high magnitude ewhts;

(i) a change in the shape of the frequency distribution, i.e. near constant low magnitude
events but an increase in high magnitude events (IPCC 201#se changes will
significantly affect frequency and severity of floods.

Deriving relevant precipation data from climate models is a challen@C impact
estimations on climatic variabléscluding extreme rainfall, therefore, are most often based
on the results of simulations with climate models (atmosplueean circulation models:
General Circulabn Models (GCMshand Regional Climate Models (RCMs)). RCMs can use
initial and boundary conditions from the output of GCMs defected time periods of the
global simulation. This iscommonly known as the nested regional climate modeling
technique or dymaic downscaling.Up to now, this approach is omey; there are no
feedback mechanisms from the RCM simulation to the driv@@M. In this simulation
scheme, the role of the GCM isdimulate the response of the global circulation to large scale
forcing. The RCM accounts for finer scale forcing, lit@pographic features, in a physical
manner, and enhanctee simulation of the climatic variables at such space sdategever,
at present the understanding of the processasved in precipitation formatio is limited,
especially ahigh spatial and temporal resolution (Baker et al., 2008).

A wide range of global climate models (GCMs) predict key climate variables with fairly
coarse temporal and spatial resolution using equations that describe the floergyf and
momentum and the conservation of mass and water vapour. Combinations of dynamic and
stochastic downscaling techniques have been used (Onof et al., 2009) to extract-the fine
resolution data needed for urban drainage simulations. In a firsdstegmic downscaling is
performed by feeding the output from GCMs into a regional climate model (RCM) with the

capability to refine the spatial scale of the data.
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Hence our ability to model these processes in global raginal climate models is
limited. Local, short durationprecipitation generating mechanisms cannot be resolved
because of numerical stability and computation efficiermysiderations, hence limiting the
time and space scalestime models. This means that at present there is a limitvioniiech
dynamic downscaling can be applied and still yigdlistic results. In any case the dynamic
downscaling oftenresults in systematic bias (underestimation) in the estimexédme
precipitation intensities (Dibike et al., 2008; Bageiisl., 2003.

So far, most regional climate model simulationsarailable at daily time scales and from
25 to 50 km spacscales, some also at hourly time scales and 10 km space stigles:.
resolutions are sometimes available, but often theselutions are aesult of incorporating
statistical downscalingnethods into the dynamic simulations in order to makbias
correction as an inherent feature in the RCM simulation.

Some high resolution RCMs fail in describing the local surf@cecesses over
heterogeneouregions. In these cases, thetter approach makes use of the lower resolution
climatemodel results and an extra statistical downscaling(&#yke et al., 2008).

Precipitation changes show substantial spatial and-d&eadal variability. Over theOgh
century, precipitation has mostly increased over land in high northern latitudes, while
decreases have dominated from 10°S to 30°N since the 1970s. The frequency of heavy
precipitation events (or proportion of total rainfall from heavy falls) has ase over most
areas likely). Globally, the area of land classified as very dry has more than doubled since the
1970s [ikely). There have been significant decreases in water storage in mountain glaciers
and Northern Hemisphere snow cover. Shifts in theldaude and timing of runoff in glacier
and snowmelfed rivers, and in iceelated phenomena in rivers and lakes, have been
observedliigh confidence

Climate model simulations for the 21st century are consistent in projecting precipitation
increasesin high latitudes \(ery likely) and parts of the tropics, and decreases in some
subtropical and lower mithtitude regions likely). Outside these areas, the sign and
magnitude of projected changes varies between models, leading to substantial unaertainty
precipitation projections. Thus projections of future precipitation changes are more robust for
some regions than for others. Projections become less consistent between models as spatial
scales decrease (Bates et al.2008).

By the middle of the 21st cenl, annual average river runoff and water availability are

projected to increase as a resultGff at high latitudes and in some wet tropical areas, and
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decrease over some dry regions at-fatdudes and in the dry tropicMany semiarid and

arid areagle.g., the Mediterranean Basin, western USA, southern Africa and northeastern
Brazil) are particularly exposed to the impact<@fand are projected to suffer a decrease of
water resources due @C (high confidenck

Increased precipitation intensity darvariability are projected to increase the risks of
flooding and drought in many areashe frequency of heavy precipitation events (or
proportion of total rainfall from heavy falls) will beery likelyto increase over most areas
during the 21st centuryyith consequences for the risk of rajanerated floods. At the same
time, the proportion of land surface in extreme drought at any one time is projected to
increase l{kely), in addition to a tendency for drying in continental interiors during summer,
egecially in the sultropics, low and midatitudes.

Globally, the negative impacts of futu@C on freshwater systems are expected to
outweigh the benefitsh{gh confidenck By the 2050s, the area of land subject to increasing
water stress due GC is projected to be more than double that with decreasing water stress.
Areas in which runoff is projected to decline face a clear reduction in the value of the services
provided by water resources. Increased annual runoff in some areas is projected to lead to
increased total water supply. However, in many regions, this benefit is likely to be
counterbalanced by the negative effects of increased precipitation variability and seasonal
runoff shifts in water supply, water quality and flood rigkigl confidence

CCrefers to O6the variation of a zoneds we:
indirectly to human activity that alters the composition of the global atmosphere and which is,
in addition to natural climate variability, observed over comparpbéer i ods of t i me¢
2014). This can be identified statistically by changes in mean (average) properties that persist
over an extended period of time (decades or longer) (IPPC, 20C43.due to natural causes
(variation in solar cycles, volcanic etigns, etc.) and to persistent hummiaduced activities
that cause (GHG) emissions such as industrial production, transport, construction, etc.

Current water management practices may not be robust enough to cope with the impacts of
CC on water supply reltality, flood risk, health, agriculture, energy and aquatic ecosystems.

In many locations, water management cannot satisfactorily cope even with current climate
variability, so that large flood and drought damages occur. As a first step, improved
incorpordion of information about current climate variability into watelated management

would assist adaptation to longerm CC impacts. Climatic and nedimatic factors, such as
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growth of population and damage potential, would exacerbate problems intuhe @ery
high confidencke

CC challenges the traditional assumption that past hydrological experience provides a good
guide to future conditiond'he consequences GIC may alter the reliability of current water
management systems and watdated infastructure. While quantitative projections of
changes in precipitation, river flows and water levels at the-basm scale are uncertain, it
is very likelythat hydrological characteristics will change in the future. Adaptation procedures
and risk managment practices that incorporate projected hydrological changes with related
uncertainties are being developed in some countries and regions.

Therefore, the standardsoncerning the design and managemefit stormwater
infrastructurs, such as storndrainage have tobe adaped to the changing hydrologic

procesesunder future climate.

1.1 State of the art of the effects of climate change on urban drainage

systems
Evaluating regional impacts from possill€ on urban drainage requires a methodology

to estmate extreme and sheduration rainfall statistics for the timperiod and the
geographical region of interest. For historicahditions,CC effects can be investigated by
analyzing trends in lonterm historical records of rainfalFor future conditios, projected
changes in rainfall statisticazre based on future scenariosGHG emissionssimulated in
climate models or statistical extrapolation basedhistorical observations. These changes
need to beransferred to changes in the urban drainage hioglets.

Many researchers have examined the effectS€®fn urban drainage infrastructure and
municipal areas (Niemczynowicz, 1989; Waters et al., 2003; Papa 20@4; Ashley et al
2004; Denault et al., 2006; Mot et al.,2006; Mailhot et al., @07). Grum et al. (2006)
simulated and analyzed the effects of extreme rainfall on an urban drainage system using the
RCM model. Berggren et al. (2007) evaluated the overall effec€Qbn urban areas.
Olofsson (2007) analyzed the characteristics ofruvainage systems in consideration of B2
and A2 scenarios among the SRES scenario families. Willems et al. (2012) provided a critical
review of the current stataf-the-art methods for assessing the impact€Gfon precipitation
on the urban catchmentade. ArnbjergNielsen et al. (2013) demonstrated that there are still
many limitations in understanding how to describe precipitation in a changing climate in
order to design and operate urban drainage infrastructure. Zhou (2014) suggested an

integrated ad transdisciplinary approach for sustainable drainage design.
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SemadenDavies et al. (2008) evaluated the effects on combined sewer systems in urban
areas using the DHI MOUSE model. Berggren et al. (2011) investigated the hydraulic
performance of urban dinage systems related to changes in rainfall and, through hydraulic
parameters such as water levels in nodes (e.g., number of floods and frequency and duration
of floods) and pipe flow ratio, described the impact @E. Neumann et al. (2015)
demonstratech potential approach for estimatif@@C adaptation costs for urban drainage
systems across the US. Semadeavies et al. (2005) stated that there was lack of both tools
and guidelines in the technical literature in order to as€¥Ssmpacts on hydrology.
Furthermore, for urban areas, attention has generally focused on flood risk or water supply,
rather than storm water drainage.

Many researchers predict that design intensities will increase dii€.tArnbjergNielsen
(2013) suggested approaches to quankie impact ofCCs on extreme rainfall and projected
that design intensities in Denmark are likely to increase byi 50% within the next 100
years. Ekstrom et al. (2005) suggested that the HadRM3H model can be used with some
confidence to estimate extrenmainfall distributions and predicted that, for longer duration
events (510 days), event magnitudes will show large increases in Scotland (up to +30%)
using rational frequency analysis and individual grid box analysis. If we consider the impact
of CC, the revised design criteria will stipulate greater capacity than current standards.
Existing rainfall intensities do not reflect this issue (Berggren, 2008) design criteria that
account for rainfall intensities considerif@C are necessary to preventagtage system
overload (Burrel et al2007; Mailhot et al.2009).

Many other drivers will also have a largeanpact on the performance of tliainage
system, particularlyurbanization, changes in thdrainage system, and changes ite
performance ctéeria (ArnbjergNielsen, 2010) anah practical applications #@seotherdrivers
are often as important as t6€ impacts(SemadenDavies et al., 2008).

1.1.1 Climate Change scenario generation
There are two general classes@€ impact studies, differingni the wayin which the

assumptions about the directiand magnitude o€C that mayoccur in the study area are
generated. Onapproach is to use synthe@C scenarios, in which the historical average
temperature and precipitation are changgdixed amaints at annual, seasonal, monthly
scales. This approach avoids the uncertamsociated with GCMs and allovig sensitivity
analysis, an estimate of tt@nount of change in a hydrological variabésulting from a

series of incremental changiesa dimatic variable, which is a highly useftiype of impact
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analysis for the purpose of determiningw much the climate must change order for
significant impacts to occur.

One disadvantage of synthetic scengeoeration is that the chosen amountshainge in
climatic variables are not necessarigalistic consequences of increased atmospli&iG
concentrations. Thiproblem can be avoided by not selectargounts of change arbitrarily,
but insteadby basing these on some other data, suadmamaliesn the historical record or
the rangeof changes predicted by climate modelstfar region. Another disadvantage of the
synthetic approach is that, when the charsyesapplied to raw historical climate data, the
range of variability in the scenario remsunchanged, which is problematic beca@seis
likely to alter variability,particularly in precipitation. To address thigblem, Chiewet al
(2003) developed aefined method known as daily scaling, which change factors are
applied to rankedthistorical precipitation data. In this methazhange factors are not constant
across allears, seasons, or months, but are depermxatethte relative magnitude of the event.

The alternative approach t6C scenario generation begins with one or m&EG
emissons scenariogysually from the IPCE Special Report oEmissions Scenarios (SRES).
These scenaricare used to drive GCMs, which rely ange scale simulations of the coupled
oceanatmospheresystem to predict the responsetioé climate to the projeetl increase in
GHG concentrations. Because the outputs friihese models are at too large a scale to be
useful for most hydrological applications, theyust be downscaled using either a regional
climate model (RCM), which simulates lodapographic and ber influences on climater
a statistical downscaling technique, whiahers historic climate records accordingthe

projected future change.

1.12 Approaches for Rainfall Disaggregation and Flood Analysis
To obtainCC impact estimates to urban dragga CC scenarios have be propagated

through urban drainage models. This can be done using the output time series of the climate
model as direct input for the drainage model. However, because local and small scale
variables are required as input to thilban drainage model, statistical downscaling toabe
applied. The bias correction will avoid that for the control simulations, drainage results will
be obtained that systematically differ from the results obtained after drainage model
calibration. A numbr of dynamical and statistical downscaling methods are available to
downscale climate model gridded data at the target point locations (Prudhomme et al., 2002;
Dibike et al., 2005;Fowler et al.,2007; Praskievicz et al., 2009; Kalra et al.,2011). A simple

method for transposing gridded climate projections to station scale is the use of delta change
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factor (also called fAperturbation factorso)
factors have been applied to precipitation time series (Prudhomale 2002; Semadeni

Davies et al.,2008; Olsson et al.,2009; Berggren et al.,2012; Fortier et al.,2015), and in other
studies it has been applied to design storm depth (Forsee et al.,2011 and Zhu et al.,2012). This
method is to change or perturb the (hist@robservations or design storm based) input of the
urban drainage model by means of climate f a
perturbation requires a change in both the number of rain storm events, and the probability
distribution of the rai storm intensities.

In Quebec (Canada), Nguyen et @008) have derived the IDF relations for the current
period as well as for future periods under diffel@Qtscenarios given by the Canadian GCM
and the UK Hadley Centre GCM. Furthermore, on the l#dise derived IDF relations, the
design storms at a location of interest in the contexiC@f and the resulting runoff
characteristics from typical urban areas with different sizes, shapes, and imperviousness levels
can be estimated (Nguyen et al., 20Mile these studies have demonstrated the feasibility
of linking GCM-based CC scenarios with short duration rainfall extremes and runoff
processes from small urban catchments, the results have indicated the presence of high
uncertainty in climate simul@ns provided by different GCMs.

In Sweden, Semadeavies et al. (2008) applied their climate factors-ab@r scale to
rescale a 1ear tippingbucket series of observednihute intensities. Later, Olsson et al.
(2009) applied their continuous climatactor approach at 3finutes scale to rescale a
similar time series prior to climate effect simulations in the urban drainage model. Using that
method, contrasting future precipitation trends, such as a decrease in total (seasonal) volume
but an increasen the (shorterm) extremes, were transferred to the observed series. Results
show that the drainage impact results have strong regional differences (depending on the
climate scenarios) but also strongly depend on the CC scenario considered.

A similar agproach was followed by Ntegeka et al. (2008), who applied a perturbation
approach to historical input time series of hydrological models. Both perturbations in the
number of events and in the probability distribution of rainfall intensities were beinganhade
the daily time scale. Per month of the year, the number of wet days in the rainfall series was
calculated and perturbed by removing or adding wet days. Given that future climate for
Belgium tends towards a smaller number of wet days in summer, wehakéhys be removed
in that season. A random removal operation was tested and compared with methods where by

preference the isolated wet days that are situated in dry periods are turned into dry days. After
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the wet day frequencies have been changed, théltaintensities of these wet days were
changed following a quantile perturbation based method. This means that climate factors were
applied depending on the cumulative probability or return period of the daily intensity. The
changes to the stdiaily intensities were assumed identical to the daily changes.

Willems and Vrac (2010) perturbed the-hinutes historical rainfall series at Uccle,
Belgium, based on that quantile perturbation based method of Ntegeka et al. (2008) and
compared the results with tre®btained after applying an advanced weather typing based
method. Interestingly, after simulating the impact on overflow frequencies of storage facilities
to urban drainage systems, similar impact results were obtained for the two types of methods
(which are based on largely different assumptions). The scenarios of future precipitation
extremes should then be considered as well as scenarios of other key variables of change over
time such as urban development, degree of imperviousness, local stormwatgemeamta
and other options in order to identify the best decisions about urban stormwater management.

An important issudor flood analysiss thetime resolution and downscaling daily rainfall
data to hourly rainfall dats neededThere are several metth® for disaggregating daily time
scale to hourly (Rodriguelturbe et al., 1987; Rodrigudiurbe et al., 1988; Glasbey et
al.,1995). Various stochastic downscaling techniques have been developed (Fowler et al.,
2007) for the further temporal refinementtbé RCM output and transfer to the spatial point
scale. Together, these nested models allow the impact of climate variability on sewer system
performance with regard to flooding to be addressed. Other downscaling techniques such as
weather typing or regssionbased methods were found to be inadequate for this purpose due

to their inability to reproduce extreme events (Wilby et al., 2002).

1.12.1 Statistical downscaling
The coarse scale and bias in the precipitation resuttnote models require a stdical

model (that bothinvolve bias correction and statistical downscalinghjich correlates the
coarse scale (both in space andtimd) at e of the at mosphere (the
smal | scale rainfall ( tistical mddpl soefad can only hedbasedv ar i a
on historical data, thuassuming that the transfer from the predictors toptieeictands will
not significantly change under changicignatic conditions.

The statistical downscaling aims to scale the outputs flomate models down, both in
space and time, to the scaleuoban hydrological impact modeling, and even furthgrdimt
rainfall in order to provide comparable values witktorical rainfall seriesSeveralstatistical
downscaling methods have been deped sdfar; they can be classified in: empirical transfer
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function basednethods; resampling methods or weather typing; amhditional probability

based or stochastic modelingethods.

Empirical transfer function methods
The empirical transfer functiorbased methods makese of observed empirical

relationships or transfer functiom®tween the precipitation predictand and the predicfors.
typical example of such methods is the popukegressiorbased statistical downscaling
method (SDSMproposed by Why et al. (2002). Predictors that have béaund to correlate
well with small scale (daily or sutbaily, point scale) precipitation are (mean) sea level
pressure,geopotential height, zonal wind velocity speed and wilivéction, specific or
relative humidity, surface upwardatent heat flux, temperature, dewpoint temperature and
dewpoint temperature depression (representing the degesguoétion in water vapor in the
atmosphere) (e.g. Vrac et &#007b; Dibike et al., 2008). Also geographical vaealsuch as
elevation, distance to the coast (diffusive continentaliggvective continentality (which
represents the degreewhich incoming air mass paths traveled over land versus theer
ocean) and topographical slope (given that this affectdebese of air mass going up, hence
potentially cooling angbrecipitating, due to the presence of mountains) have fieggested
(Vrac et al., 2007b).

Transfer functions considered so far took the form ofégression relation (Dibike et al.,
2008), includig generalizedinear models (Vrac et al., 2007b; Leih al, 2010),equations
based on rainfall timecaling laws (Nguyen et aRP08) or artificial neural networks (Olsson
et al., 2004). Theredictor and predictand variables can be considered asséres, such
that the value in each time step candoesvnscaled to obtain a time series of rainfall, to be
used inurban drainage impact models that are based on contitinmiseries simulation and
postprocessing of simulatioresults (as typically done impact analysis of sewewverflows
on receiving rivers). Another approach is to preprotlkesstime series of the predictor and
predictandvariables, obtain statistics (e.g. empirical frequency distributmmsalibrated
probability distributions, aspecific timeand space scales), and derive transfer functions
betweenthese statistics or distributions. The latter approach is usefaipact analysis on
sewer surcharging or flooding (usimgtificial storms for given storm frequencies or return
periads).

Another method was based on the combination gpatial downscaling technique to
describe the linkagbetween largecale climate variables as provided ®¢ZM simulations

with daily extreme precipitations atlacal site using the popular Statistidabwnscaling
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Model (SDSM) (Wilby et al., 2002) and a temporal downscalmgcedure to describe the
relationships between daigxtreme precipitations with stdaily extreme precipitationssing
the scaling General Extreme Value (GEMi$tribution (Nguyeret al., 2002). Nguyen et al.
(2008) have shown the feasibility of this spati@mporaldownscaling method using GCM
climate simulation outputNCEP reanalysis data, and daily and sdaily rainfall data
available at a number of rain gaugeQuebec (Caada). A biasorrection adjustment of the
GCM-downscaled annual maximum daily rainfalls based a seconarder polynomial
function was required tachieve good agreement with the observesitatdailyvalues.After
obtaining the biasorrecteddownscald annual maximum daily rainfalls at a giveite,
further downscaling to sutlaily maximum rainfallintensities was required by means of a
GEV distribution (Nguyen et al., 2002). Based on the concept of scaleinvariaviwre
moments of the rainfall disbution (GEV in this case) are a function of the time scale, which
has scaling properties (Nguyen et al., 2007), probaldiiglyibutions of sukdaily (hourly, 30

mi nut es, iétensitiesacould faccurdtely be obtained from the distributiodaily
rainfall intensities.

Olsson et al.Z2012 have shown that furthexdvancements could be made by making the
transfer functiondepends on RCM process variables characterizing the cunesther
situation such as cloud cover and precipitation tyfpeey usd 30-minute values of different
cloud cover variable® estimate the wet fraction corresponding to the diffegpeatipitation
types. These fractions were used to convertgifidbox average precipitation into a local
intensity, with acorresponding prolimlity of occurring in an arbitrary poininside the
gridbox. It should be emphazised that RCMsimulaieztipitation type and cloud cover are
uncertain,and consequently also the estimated local inten&taluationin Stockholm,
Sweden, however showed w@easonableagreement with observations and theoretical

considerationsyhich supports the approach (Olsson et24l12).

Re-sampling or weather typing methods
A second set of methods for statistical downscalingaised on rsampling or weather

typing. Downscaled futurerainfall values are in these methods obtained from historical
(observed) time series of the local rainfall predictand emarse scale climatic predictor
variables. For each future evetg. day) in the climate model output, a simildauation
(analog event) is sought in the historical series of the climatiables, and the small scale
rainfall observation for thagévent considered as downscaled future rainfall. Presmids

from climate models are typically used as predidttsing a classification scheme, different
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weather types anéentified based on these pressure fields and relationshipstseten these
weather types and the small scale rainfaéidictand. This weather typing approach thus is
based orsynoptic similarity.Several references (although with applicattorother scales)
exist that dscribe how to find robustiveather types (e.g. Bardossyal, 1990; Benestad et
al., 2008). Disadvantage of the technique is that no raintaihsities that are more extreme
than the most extremevent in the past will be considered for the future series; thay
sequence and frequency of the events in the histaecas will be modified.

To overcome that shortcoming, Willengt al. (2010) advanced the classical weather
typing method by applyingainfall intensity changes to the -b@inutes rainfall intensitiesf
each analog day depending on changes in tiihperature. They assumed that future rainfall
changes arenduced not only by changes in atmospheric circulation alaat by changes in
temperature (due to the temperatdependence of the saturation value of precipitable water
in the atmosphere). Instead of using climate analogs fronpdbg one can also consider
climate analogs from othéscations (for which it iexpected based on the results cimate
modelsi that future climate conditions will becomsemilar). This method has been tested by
ArnbjergNielsen (2008), assuming that the following 100 years the futcirmate in
Denmark might become similar to thwesentclimate in Northern France and Germany.
Similar changes inprecipitation quantiles were obtained as by the direct use¢hef

precipitation results from a high resolution RCM.

Stochastic rainfall models
The third type of statistical downscalingncdbe seen as aextension of stochastic

hydrology. It uses stochastic rainfathodels, with parameters that have probability
distributions,conditionally based on the coarse scale climatic predictorp@remeters of the
stochastic model are to be obtalrfeom statistical analysis of time series, and can be altered
in accordance with climate model simulation results. Such typstochastic rainfall models
are al so cagé¢heda i cerak(B009% Dade use @ point rainfall generator,
based on the Random ParameBartleti Lewis Rectangular Pulse (BLRP) model, to generate
rainfall at the hourly time scale. They basically followedwa-step approach where the
rainfall generator captured tiséorm structure at the hourly time scale, aneésehn asecond
step a disaggregator was used (based on multiscédirig)ng hourly rainfalls down to finer
scales. Suchapplications are often based on delkenge methods, i.edentification of
properties/variables that are believed assumed to bacale invariant from the regional
climate model scale to the urban catchment scale. The BLRP makelalso applied by
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Segond et al. (2007) to downscale dadinfall, obtained with a generalized linear model, to
hourly rainfall for an urban catchment e UK. The hourly rainfalpatterns were then
interpolated (between rain gaugésgarly in space using inverse distance weighting to obtain
hourly rainfall estimates over the whole catchm&omyeret al.(2009) compared 3 different
stochasticrainfall models for downscaling of extreme rainfall eventsth of Copenhagen:
based on Markov chain semmpirical models and the Neyma8cott Rectangular Pulses
(NSRP)model. It was found that all 3 models represent welliticeease in the number of
extreme egnts, but only the NSRiodel reflected well the change in variance.

In another study by Arnbjerljielsen (2008), the usefulness a stochastic point rainfall
generator (BLRP in that cas&r statistical rainfall downscaling was less convincing. He
found that the rainfall changes obtained by that method leadunderestimations in
comparison with two other methodme that makes direct use of RCM precipitation results
and one based on climate analogs. It was explained by the factlihages in the BLRP
model were estimated based on geneaml storm properties (mean cell intensity, mean cell
duration, rate of rain storm arrival, etc.), but with lesgphasis on the changes in statistics of

rainfall extremes.

1.13 Hydrologic variability
In addition tothe previously discussed changasmean hydrologyCC is alsolikely to

affect hydrological variability. Evein areas where annual runoff changes atilghtly, flow
levels that are currently consideredtremely low or high may becommore common. For
example, Arnell (2003b@xamined the impacts GC on hydrological variability in six basins
in theUnited Kingdom during the twerdfyrst century, with results including a slight increase
in mean monthly flav and a decrease in loflow amount of up to 40%y the 2080swith a
corresponding increase in int@nnual hydrological variability. In many world regions,
particularly lowerelevationtropical and humid midatitude areas, increased flooding is a
significant riskof CC. Milly et al. (2002) foundan ncrease in the observed frequencjanfe
floods in major world river basins durinthe twentieth century. Kleineet al. (2007)
estimated, using statisticaljownscaledCC-driven alteration®f a water balance equation,
that upto 20% of the global popation lives in riverbasins that may experience greater
flooding as a result o€C by 2100. Palmeet al.(2002) predicted that heawyinter rainfall
events in the United Kingdoeind summer monsoons in Asia may incrdasa factor of five

during the twety-first century.

Laura Bidera Miceli 18



CHAPTHER 1 Assessing of climate change in urban drainage sy:

In a continentakcale modelling studyl.ehneret al (2006) predicted increases fiood
frequencies for northern Europe ahdught frequencies for southern Europe.

Kundzewiczet al. (2005) found that pasind projected future largeofvds in central
Europe may be related to anthropogeGiC. Kay et al (2006), using a conceptualodel
driven by highresolutionRCM outputs through the 2080s, found increasdkod frequency
and magnitude fomost of their 15 study basins in the Unit€éthgdom. In six Australian
basins, Evanst al. (2002), using a conceptual hydrologicalbdel driven by stochastic
weathergenerator outputs, found an increase inntfagnitude of floods, despite a decre@se
mean annual runoff. Motet al (2003)also pedicted increases in wgr floodingin smaller
rainfall-dominated and transieritasins in the Pacific Northwest, becauseirmireases in

temperature and precipitation

1.2 Uncertaintiesin analysis of climate change impacts
Generally, he source of unceinty involved inCC impact studiess resultedby climate

model projections, the hydrologic model and data downscaling techniques. The main sources
of uncertainty, climate model projections, are derived from three main sources: forcing, model
response anthternal variability(Deser at al., 2012).

Together,the uncertainties associated to climate variability angrisliction are diverse
and can be grouped into (i) the emissgmenario uncertainty, (i) GCM uncertainties, (iii)
downscalinguncertainty,and (iv) internal climate variability (Tebal@t al, 2007; Wilbyet
al., 2006). Sincedrainagesystemdesign relies on extreme precipitation observed within a
short period, it is subject to sampling uncertainfyrainage system design is further
challengd by the uncertainty of future urbdavelopment. Thus the future runoff coefficient
might changelue to increased population densities.

1.2.1 Uncertainties associated to climate variability and its prediction
(i) Emission scenario uncertainty: The cdmitions ofdifferent sources of uncertainty to

the overall uncertaintyary over the prediction lead time and dependhenclimate variable

of interest as well as adhe temporatcale (Coxet al, 2007). Hawkingt al.(2011) and Prein

et al. (2011) coclude that with regardo precipitation the emission scenario uncertainty is
negligible for prediction lead times of 40 years and l&éso accordingWilby et al.006

the choice of emission scenario is less importamntthe near term, because most scers
show very similar levels of emissions throuble 2050s and it takes time for the atmosphere

to respond (Wilbyet al, 2006). Inbasins where summds the low fbw period, the
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uncetainty in GCMderived river fowsis greatest in summer (Willst al, 2006),suggesting
that changing precipitation antemperature patterns will alter seasonal waiatance
components in different ways.
(i) Climate model uncertainty: This is clearly seen asdwminating factor for the overall
uncertainty of climat@rojections (Hawkingt al, 2011, Ruai stuanen, 2007
Studies indicate that the greatest sourteaincertainty in the climate impact modelling
chain is the GCM (Wilbyet al, 2006; Grahamet al, 2007). Because they all model
atmospheric conditions and feedbadkferently, GCMs ary widely in their projections,
particularly for precipitationFor this reasonK n u t t i (2008) and RUai suUe
using theoutput from an ensemble of climate models as a probabitistiate projection to

account for climate modeincertainty

(i) Downscaling uncertainty: Further uncertainty is introdudeg the downscaling
techniques themselves. For dynamdiewnscaling, a mukRCM approach can be applied
analogouslyto the proposed muittCM approach. This wadone by Fowleret al. (2009),
who found that th&CM uncertainty is significant with regard to precipitatextremes.

Wood et al (2004) comparedhree statistical downscaling methodsing the Variable
Infiltration Capacity (VIC)macroscale hydrological model. The masturate méiod was
bias correction andpatial disaggregation. Dibiket al. (2005) used output from a GCM to
comparetwo downscaling methods, regression analgsid a stochastic weather generator.
The weather generator performed bettdren estimating the length afet spells inthe
historical period. Salathét al (2007) found signifcant differences in regional climate
response in the Pacific Northwest usisigtistical downscaling versus an RCM, witte
RCM more accurately reproducing thistorical climate. [rcomparing downscalingnethods,
RCMs and other dynamic techniquase generally more successful becatisey replicate
regional climate systems, balso require more data and time to implentban the simpler
statistical techniqueg-or dynamicdownscalng, Fowleret al. (2009) applieda multtRCM
approach,analogouslyto the proposed multtCM approachand hefound that theRCM
uncertainty is significant with regard to precipitatextremes.

For stochastiddownscaling, the uncertainty quantification @kisive due to the limited
number of adequate techniques downscaling extreme events at fine tempawad spatial
scales (Maraun et al., 2010; Sunyer et2412).
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(iv) Internal climate variability: This uncertainty derives frahe high sensitivity bthe
climate system to initial conditionghich can never been reproduced perfectly. Tikis
considered to be another key source of uncertaintypanticular when considering time
horizons within thenext few decades (Coet al, 2007; Hawkinset al, 2011). This
uncertainty could be reflected loynning climate models with different initial conditioris.
order to avoid the large computational expenassociatedwith this approach, internal
climate variability could alternatively be reproduced by mukipealizationsof stochastic
downscaling. However, the abilityf stochastic precipitation models to reproduce internal
variability on an intelannual scale is typically limite@Vilks et al, 1999). This ability has
been enhancedy Fatichi et al. (2011by explicitly accounting for precipitatiomter-annual

variability in the model structure.

1.2.2 Sampling uncertainty
As opposed to the aleatory uncertainty of climate variakagydefined by IPCC (2013),

the sampling uncertainty is @pistemic naturas it is reducible by additional information
(Refsgaard et al., 2013; Walker et al., 2003)e stochastic downscaling methodology gives
us the possibilitfo generate precipitation series of arbitrary length. Consequevel\gre
able to reduce the sammy error in sewersystem design by using long stochastic
precipitation seriemstead of short observed ones under the followasgumptions:

(i) The stochastic downscaling model reproduces all statigircglerties of precipitation
correctly includinghose of extreme events.

(i) The precipitation process is stationary on the yetintyescale (if interannual climate
variability is notexplicitly considered by the stochastic downscatimagel).

(iif) The sampling error incurred when estimating the stiag used for calibration of the

stochastic downscalingodel from the observed precipitation series is negligible

1.2.3 Uncertainties associated to hydrological models
An additional source of uncertainty sterfiem the choice of a hydrological model in

climate impact assessment. Different hydrologioabdels vary in their parameters and
assumptions and are suited to simulate rumdffcertain spatial and temporal scales. In
comparing the temperatubmsed potentiakevaporation (PE) with the physically leals
PenmarMonteith PE, Kay and Davig2008) found that the temperattvasedPE matched
the observed PE better thdid PenmarMonteith PE, for all the climatenodels studied for

three catchments spreadross Britain. The uncertainty introdudegdthe PEormulation was
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less than thatlue to the climate model, but could still imeportant for some applications.
Similarly, other studies have shown that results of clinmajgact studies are less sensitive to
the hydrological model than th€C scenario (Graaimet al, 2007; Kayet al, 2009). In other
words, different hydrologicamodels tend to produce similar outcomgs/en the same
climatic inputs, but the santeydrological model run under different GC8imulations may
give widely differing resultsJiang et al (2007) compared six conceptuahter balance
models and found that thesimulations of observed conditions wesienilar, but there were
greater differencesvhen run under future climate simulationsrticularly among those
models that representedil moisture differently.

The outputs from hydrological modetan be further used in water resource management
models to take the soegronomic aspects of the hydrological system into account
(Christensenret al, 2004), whereadditional uncertainty mig occur. Thesanay include
models representing watdemand (Grovest al, 2008), dam antkeservoir storage (Paymt
al., 2004), or conservatiomn d e f f i ci e n c wand @eotgakakose2008)( AD éakha r a
stageof this modelling chain, assumptionsugibe made and error is inevitable, leading to
amplified uncertainty throughout the modellipgocess (Wilby and Harris, 2006; Kay al.,
2009).

1.3Factors increasing impacts of climate change in urban drainage systems
Numerous studies involvinGC predictions have indicated that heavy precipitation events

will likely increase in frequency and intensity (Saraswat eRallf. SemadenDavies et al.

(2008) showed that the correlation between the increased intensity of rainfall and increased
impervioussurfaces cover is directly proportional to more extreme events, such as flooding,
flash floods and greater peak flows. Hence, within the conteCof sciencdased system

for evaluating the relative impacts of both urbanization @@on stormwater rusff at a

local scale is very much needed for better management policies. Stormwater management is
planned based on local weather and climate. How&/€s, such as the amount, timing, and
intensity of rain events, in combination with land development,sigmificantly affect the
amount of stormwater runoff that needs to be managed. In some regions of the developing
countries, the combination of climate and land use change may worsen existing stormwater
related flooding, whereas other regions in the worly e minimally affected. In the past,
stormwater management was practiced in an anthropocentric, fuem&it manner, and as a
result, has had a profound effect on the environment. Along®@ha suburban expansion

has exploded over the last few yedh®reby increasing impervious surface cover in place of
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forests, pastures, and cropland. This has affected local hydrological cycles by producing more
surface runoff and decreasing the base flow, interflow and depression storage (Davis et al.,
2006). Theimpervious surfaces are directly responsible for the reduction in deep infiltration
of water, and increase surface water runoff by at least 50%
(https:/lwww3.epa.gov/caddis/ssr_urb_is1.html).

1.3.1 Spatial structure and planning
Spatial structure referg tthe way space is used in the city, including the size and spatial

distribution inside the city, the daily flows of people, and network connections (Anas et al.,

1998; Burger et al., 2012), as well as the changes in the use of urban space and ite influenc

on a cityés vulnerability; spati al pl anning
shape spatial structure (Albrechts, 2004) which in the case of climate adaptation have an

i mportant role in deter mi nilingd ear sctiatnydd sn gr eas icli
of spatial structure, the arrangement of urban public space (Anas et al., 1998), is crucial in
devel oping spatial pl anning s-ecommievelbery f or
as well as urban sustainability. Theetature proposes two distinctive spatial structures: the

Opol ycentric citybo characterised by a mu | t
empl oyment, business and | eisure (Hall et al
a highly containd urban development, high density, mixed land uses, high accessibility and
continual intensification of development. In recent research relating spatial planning and
sustainability (Harris, 2012), the question has been asked as to which type of spatial urb
structure is sustainable in the long run suggesting the compact city is more sustainable than

the polycentric city. Nevertheless, while urban intensification (compact city) delineates urban
areas preserving green belts and rural zoning, reduces corgrantinthus, emissions, and

lowers costs of urban construction by reducing transportation of materials, it also drives up
property costs, increases the hisdnd effect through increased building density and the
obstruction of wind corridors, and escatatke incidence of contagious diseases. These are a
compact cityos negat iOn ¢he ané hamd; the accuimwdation iofs , 2
populations and assets in cities exacerbates their vulnerability (Hallegatte2013) while,

on the other hand, d¢ir compact characteristics, including the ability to promptly access
emergency facilities, makes them better prepared to respond. Different types of political
systems, of legahdministrative structures, governance types, and levels of-eocimmic

devdopment render cities and their populations unequally exposed and vulnerable to-climate
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related risks(FrancesctHuidobro et al., 2016) Substantial differences in approaches to
dealing withCC and its consequences in cities are evident.

Once a falstrugtires hasbpen determined, strategic spatial planning influences its
present management and future development. Strategic spatial planning is a pubtedgector
social process through which a letegm vision is combined with shetérm actionsand
means for implementation to shape what a place is and may become (Kaufmann et al., 1987).
Revived in the 1990s after the neoconservative and postmodern disdain for planning prevalent
in the 1980s became predominant again, spatial planning is a digcrsiveative approach
to the organisation of space at different levels of geographical and political scale (Albrechts,
2004). A strategic spatial planning approach to the management and development of a city
focuses on a limited number of key issues (jiies, feasible, etc.), takes account of context
to determine opportunities and threats of decisions, studies external forces, identifies
resources available, singles out relevant major stakeholders, allows for broad (multilevel) and
sectoral (public, prigte, people) involvement, takes into account power structures,
uncertainties, competing values, designs plans and decision frameworks for influencing
spatial change, then decides, acts, checks resufigrmants plans, monitors, feédcks and
revises (Qinn, 1980; Barrett et al., 1981; Kaufmann et al., 1987; Benveniste, 1989;
Friedmann et al., 1998; Albrechts, 1999; Hall et al., 2000). This implies that strategic
planning is about institutional design, closely linked with the concept of sustainablenglanni
60 a p esam strategy combining economic, environmental, and social objectives in their
spati al mani festationo (Al brecht s, 2004) .
integrated development, the management of change, stakeholder involvamegitiated
form of governing and the effective connection between political authorities and
implementation actors (Hillier, 2002). These ideas resonate with the governance approach to

governing (integration, stakeholder involvement, negotiation).

1.3.2Urbanization
The world is currently undergoing a period of rapid urbanisdsioyely due to population

growth and rural to urbammigration. However, in much of Europe populatigrowth is
slowing and demographics point to an aging soctétys urbaniation has been largely driven
by the trendowards smaller households. Increased urbanisation in some tawnpartly be
attributed to the high number mhmigrants.

Theimpacts of urbanization on the water cycle are essentelyed to surfaces becamgi

impervious, resulting in anarked reduction in the infiltration capacity of soils andre
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vulnerable drainage systems subjected to larger fasigr water inpu{8i et al, 2015.
Unless urban planning measures are develtpedunter these historicends, the percentage
of rain that runs off will increase with urban development, inexoraalgling to higher runoff
flows and volumes (Braudt al. 2013; Chocat 1997). This situation, when it happeilis,
have various repercussions on humans and inficistes,from complaints and claims to
political and sociapressure put on urban drainage system managers, in additiesulting

in costs in damages for municipalities (Kunlatlal. 1999; Watt et al. 2003). Moreover,
anticipated changes air tempeature and precipitation could affect flow in receiving
watercourses, alter sediment morphology and transmadt,change the kinetics of chemical
reactions andhence, the mobility and dilution of pollutants discharged wastewater
systems and storm draifn urban settings (Burtaat al.,2002; Caissie et al. 2014; Casadio et
al. 2010;Chocat et al. 2007; Gooré Bi et al. 2014; Whitehead 080).

In the context of urbanization, we can accurately define stormwater as the runoff from
pervious and imp®ious surfaces in predominantly urban environmgi®araswat et al
20169. Impervioussurfaces can be defined as concrete charcoal roads, highways, roofs,
pavements and footpaths. The land cover and precipitation relationship pathways have created
a stae in which the watersheds and their streamscaadnels are adversely impacted (Frazer,
2005).

In Figurel.l from the centre of watershed protection, we can see the relation between
urbanized areas covered witmpervious roads and streams. The figure demonstrates that
increasing impervious surfaces alters the hydrologic cycle and creates conditions that no
longer can support the diversity of lifehe problems that urbanized watersheds face include
flooding, stram bank erosion and pollutant export. The receiving streams of these intensified
storm flows alter hydraulic characteristics due to peak discharges several times higher than
pre-development or even rural land cover characteristics (LeRoy et al., 2006pvingpthe
water quality of runoff entering receiving waters and reducing pressure on existing water

supply systems are thus major goals of urban water management.
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Figurel.l. The difference between the natural ground covenanidus types of impervious surfaces

in urbanized areas.

One of the most comprehensive studies to determine-secomomic storylines fo€C
impact assessmertas been undertaken as part of the UK Clinlatpacts Programme
(UKCIP, 2001; Berkhout et al2002;Shackley et al.2002).

Understanding potential climatelated impacts is especially necessary given that these
changes may interact in complex ways with other elements of global change (Clifford, 2009),
notably urban development. These two dmyvforces of future hydrological change are likely
to affect both water quantity and quality, at global, continental, regional, and basin scales, in
geographically disparate areas around the world. Not only are changes in mean hydrology
expected, but alsohanges in hydrological variability, which are particularly significant for
water resource management. Further complicating these issues is the inherent uncertainty
present at every stage in the methods and techniques used by researchers to predict future

changes.

1.3.2.1 Impacts of urban development on hydrology
It is well known that an increase in imperviogarface area accompanied by urban

development signifiantly alters hydrologicaresponse, in particular by increasing the
o0f | ashi nes s dandomagniqude opelaknflevs feom tainfall events (Dunret al,
1978). As impervious surface arggreases, the entire water balance oflthsin is altered,

with increased surface runo#ind decreased groundwater rechaagd evapotranspiration.
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Severalstudieshave modeled the hydrological responsebasins to historical or potential
future urbardevelopment.

One major research question that has legaiored is whether there exist threshobds
impervious surface area above which thalrological respose is characteristicallyrban.
Wang (2006) conducted a retrospectawrlysis of the impacts of urban developnanflood
risk in an approximately 400 knfeexas basin, using both 30 m digital elevatinodels and
high-resolution Light Detectiorand Rangg (LIDAR) data. He found thatfrom 1974 to
2002, the basin imperviowssirface area increased from approximal€lyo to over 38%, with
an accompanyingncrease in the 10Q@ear flood peak of 20%In another retrospective
analysis, Nirupameaet al. (2007) wed data on landise, meteorology, and hydrology to
estimatethe increase in flood risk caused by urli@velopment in London, Ontario. This
study demonstrates that approximately 15% impervigusface area may be a threshold
above which basin hydrology leits thetypical urban flashiness. Also, basin siaéuences
hydrological sensitivity to urbadevelopment, with smaller basins experiencietatively
greater impacts than largenes. Runoff does not increase linearly wigtinfall, and the
amount ad location ofbasin impervious surfaces affects the relabetween these variables
(Dunneeta |, 1978).

1.4 Current design criteria of the urban drainage management

infrastructure s
Water is the lifeblood of an ecosystem, but when it falls on a citmpérvious surface#,

is called stormwater and regarded a liability (Stepletred, 2002). Traditionatevelopment
and stormwater management practices have resulted in buried streams, poihatiedhys,
and flooded neighbourhoods creating a deficittiod natural spaces wellocumented to
promote human health and wellbeing (Spirn 1984; Kaplan, 1995; Pinkt#a; Royet al,
2010).

CC affects the function and operation of existing water infrastructurecluding
hydropower, structural flood defengedrainage and irrigation systerisas well as water
management practices.

Sewer systems are designed to remove sewage andstipanwater in order to limit
flooding. Wastewater is collected from various sectors and transferred to a wastewater
treatmentplant for treatment to meet environmental water quality standards before it is

returned to the environment (e.g., waterway, ocean, or aquifer). In some cases, a portion of
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the wastewater could be recyoletteated to a higher standér@nd reused by a prosge
enduser(Ajami et al, 2014)

As it is not realistic toprovide protection from every rainstorm, the probability that
flooding will occur is limited by an acceptable levéational standards recommend
maximum permissible frequencies of exceedingtical reference watefevels at every
manhole (DWA 2006;IDA Spildevandskomiteen, 2005). DWA (2006) suggests using one
historical highresolution poirfprecipitation seriesepresentative for the location of the sewer
system as thénput for precipitatio-runoff simulations to predict the relevaexceeding
frequencies. As opposed to design storstorical precipitation series allow the instorm
variability to be addressed. Today, higksolution precipitatiorseries are typically available
with durations of 30/40 years (Egger et &0Q15. However, by definition, only very rare
precipitation events induce critical runoff events in more or less-designed drainage
systems. We must consider these precipitation events as highly random due t@ehe la
variability of subdaily precipitation intensities. Therefore, the available series are just single
random samples of precipitation series under the climatic conditions prevailing during the
observation (Egger et aR015. In consequence of this shabservation periods, exceeding
frequencies derived from hydraulic calculations with such short series must be considered as
very uncertain estimates of the true exceeding rates even under a stationary climate (Egger et
al.,2015.

The stormwater infragructures in an urban area are usually designed based on the rainfall
depth calculated employing statistical analyses of observed precipitation data. The rainfall
depths are calculated from the historic rainfall time series without conside@mmgpact ie.,
based on the assumption of a stationary clintatesting urban drainage systems are designed
to cope with weather conditions in specific aré@@srggren et al.,2012he ages of systems
vary and, in some places, can be quite old (e.g., in many tylcdenters). This means that
existing urban drainage systems were designed for past climate conditions and might not be
suitable for current circumstances or able to accommodate future changes (Berggren,2008).
But, the climate is now nestationary(Karla et al., 2009 and Brown C2010 because of the
anthropogenic force. So, the designing of stevater management infrastructure based on
design storm considering the assumption of-si@ationary climate will not be able to manage
extreme events in futureiciate (Milly et al.,2008)and for this reasoto move to design

specifications accounting famcertainties associated to climate variability and its projection
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is becoming a nee(Fatichi et al., 2012). Questioning current design pradsicalso very
timely in view of the growing demand for sewehabilitation (Maureet al, 2006).

Although the effects ofCC at the local level are poorly understood and appear to be
gradual, their potential cumulative impact over the service life of drainage infrastructu
warrants a change in the basic philosophy of hydrotechnical designs (Arisz et al.,2006). In
practice, engineers have no choice but to congidem order to adapt and servieet public
interest (Lapp, 2005):he design criteria of the urban drainage agament infrastructure
must be revised with the consideration of possible impaCCfMailhot et al.,201Q)

Examples of propagationsf CC impacts based on single desigwents can be found in
Niemczynowicz (1989), Wateret al. (2003), and Grossi et. a2008. Examples of
propagations of continuous simulations of precipitatiore series can be found in Semadeni
Davies et al. 2009, ArnbjergNielsenet al. (2009, Olsson et al. 2009, Schreider et al.
(2000, and Willems 2011).

Moglen et al.(2014)examined the changes in detention basin performance under several
CC scenario at a study location north of Washington, DC, and indicated that in most cases,
the performance of detention basin would be inadequate under future climate condition.
Forseeet al(2011)also revealed the inadequate performance of detention basin under future
climate condition in a watershed in Las Vegas Valley, Nevada. There are other studies
showing inadequate performance of storm sewer and combined sewer under future climate
condition (SemadenDavies et al.2008; Berggren et al., 2012; Fortier et al.,2015)

While the necessity of improving the urban drainage system to accomn@@ates been
recognized, few studies have put forward an approach for conducting such researds. Thi
probably due to the complexities involved in incorporat®@ in urban flood analysis in
order to evaluate alternative flood control projediee importance of developing design
standard for addressing tC was indicated by many researché®io YR, 2006 Mailhot
et al.,2010; Moglen et al.,2014orseeet al.(2011)explored the projected changes in design
storm depths for Pittman watershed in Las Vegas using five NARCCAP data sets, and they
showed a significant increase in case of three GCM+RGMsp Zhu et al.(2012)
investigated the potential changes in IDF curve du@Qampact for six regions in the United
States. They found strong regional patterns and increase in the intensity of extreme events
under future climate for most of the studyesi Mailhot et al(2007) investigated theCC
impact in IDF curves for Southern Quebec using the Canadian Regional Model projections.

The study results show that return period of 2 hour and 6 hour storm events will be

Laura Bidera Miceli 29



CHAPTHER 1 Assessing of climate change in urban drainage sy:

approximately halved and return petiof 12 hour and 24 hour storm events will decrease by
one third. Coulibaly et al(2005) found significant increases in storm depth in 2050s and
2080s in Grand River, Kenora and Rainy River region in Canada by analyzing the storm
depth calculated from chate simulations. In most of the studies, frequency analysis was
performed on the annual maximupmecipitation time series by fitting only one to three
distributions for design storm depth calculations. For example, thékeagson Type Il for
NARCCAP fuure precipitation time series was used by Mogkral.(2014) generalized
extreme value was used by some stu@ldailhot et al, 2007; Forsee et al.,2011; Zhu et al.,
2012) Extreme value type | (EV 1) was used by Zhu ef(2012) Gumbel and generalide
extreme value were used by Z@013). Ahmed et al. (2016explored theCC impact on
design storm depth calculated by employing frequency analyses of NARCCAP precipitation
data setstesting:ajwenty seven distributions for the observed, NARCCAP cuagrdtfuture
dataset, and the best among the fitted distribution was used for frequency analysis to calculate

design storm depthd¥) two statistical testbor goodness dfit at a 95% confidence level.

1.4.1 Combined sewer overflow
Prior to the 1ate2000s studies on the effects QfC on urban areas exclusively focused on

adjacent river systems and watershed drainage rather than stormwater or wastewater systems
(Ashley et al., 2005)}owever, in recent years, there have been significant gains in modeling
the impact of changingxtreme precipitation patterns on urban stormwater, particularly in
combined sewer systems.

When a combined sewer network is overwhelmed by stormwater, the excess water will
overflow to adjacent water bodies in order to relieve thetesy and prevent flooding in
manholes. Combined sewer overflow (CSO) is a common event in cities with inadequate
capacity of sewer systems, and this overflow is likely to be more intense during heavy rainfall
events. CSOs taint water bodies with untreatealstewater coming from residential,
commercial and industrial units (U.S. EPA 1999) causing significant water quality and public
health concerns due to the high concentration of pathogens, toxic pollutants, debris and solids
(U.S. EPA 1999, Walsh et al. @5; Passerat et al. 2011; Holeton et al. 2011). On the other
hand, combined sewer systems have been traditionally used. For example, currently, in areas
around the Northeast, Pacific Northwest and Great Lakes in the U.S., combined sewer
systems are beingsead for a total population of more than 40 million people residing in more
than 700 communities (U.S. EPA 2008). Although these communities are required to control

such impacts in accordance with the Clean Water Act, they discharge more than 3000 MCM
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of untreated or partially untreated sewage into receiving waterways annually (U.S. EPA
2004).

In addition, even for a system that has a satisfactory performance under the current climate
condition, CC can affect precipitation patterns and subsequently CSO sV€ottier eta I.,
2014).

In other words, the main negative impacts of such changes might be more frequent and
severe sewer overloading and flooding in urban areas (Nilsen et al. 2011). The reason for this
lies under the fact that CSOs are affected byngha in rainfall intensity, frequency and
duration (ArnbjeregNielsen 2008), especially changes which lead to extreme precipitation
events may have more significant impacts on CSOs characteristics (ArNigésgn 2008;
Nilsen et al. 2011; Rose et al. 200However, since CSOs can happen evemifoderate and
small rainfalls, it would be more realistic to assume that an increase in rainfall total depth,
increases th@robability of having a CSO (Fortier et al., 2014). Therefore, for robust CSO
control plan(including those that are planning to eliminate CSOs under the current climate
conditions), future precipitation scenarios under CC must be a particular concern (Tavakol
Davani et al.2019.

When the impact on urban runoff is studied (e.g. througioff peak flows, floods,
surcharge frequencies, amdSO frequencies and volumes), thgrojected impacts are
uncertain, not only due to the uncertaintiesthe climate projections, but also due to
uncertainties in the hydrological and hydraulic modaisibjerg-Nielsenet al.2013. Care is
required when predicting the impacts of maereme conditions. The hydrological and
hydraulic models are often calibrated and validated against histdiiel series of limited
lengths, which may have includezhly a few extreme events. Extension of the model
simulationsto future conditions should therefore be made va#tution, especially when
considering system performancader extreme events that might become more common
under futureCC conditions

In one of thepioneering efforts, a variety o€C and urbanization scenarios were explored
using the DanishHydrological Institute (DHI) MOUSE (MOdel of Urban SEwers)
(SemadenDavies et al. 2008). Sucbomparisons allowed for exploration of the system
sensitivity to evolveand to better describe the rarafdikely future performance. Moreover,
other studies have used U.S. Environmental Protection Ag8tmynwater Management

Model (SWMM) and stochastic methods to explore the range of pog&ilermance under
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CC and systm operation (Kleidorfer et al. 2009). It has been found thath applications
provide a high flexibility to understand various system responses under olaniaieility.
Regarding the future rainfall projection, some studies have used a range of Global
Circulation Models (GCM) to account for uncertainty (Semad®&avies et al. 2008).
However, other studies have usednare appropriate method for smaller scales of urban
water system, which is downscaling projectionsetmove the bias between global anddl
projections (ArnbjergNielsen 2008; Nasseri et al. 2013; Nilsstral. 2011; Rose et al. 2001;
TavakotDavani et al. 2013)The latter technique has had a satisfactoeyformance in
providing the precipitation timseries to run different rainfatnoff models, includingirban

stormwater models.

1.5Vulnerability of the urban drainage systems
Sewer flooding, urban surface water flooding and wet wegblodution are already

recognised as significant issues in the world, @@dmpacts orrainfall will likely exacerbate
these problems (Arnbjeryielsenet al., 2013; Ashley et al., 2005, 2007; Berggren, 2014;
Mott Macdonald, 2011)For more than a century sewer systems have besstructed at
large scale across cities worldwide. Thdsgnagesystemshave reduced the vulnerability of
the cities ingeneral, but at the same time could make them raoheerable to rainfall
extremes, partly due to the lack ainsideration to what occurs when the design criteria are
exceeded. Next to this increase in thenerability, there istrong evidence that due to the
global warming theprobabilities and risks of sewer surcharge and floodinglzaiaging.
Nevertheless he number ofZC studies dealing with urban drainaigepacts is still rather
limited, partly becase they require specific focus on small urban catchment scales (usually
less than 500 kM and short duration precipitatioextremes (normally less than 1 day)
Willems, et al, 2009. Despite the significanhcrease in computational power in recerdrge
climate models still remain relatively coarse in space tand resolution and are unable to
resolve significantfeatures at the fine scales of urban drainage systems. They also have
limitations in the accuracy afescribing precipitation extremes ditea poor descriptioof
the nonstationary phenomenon during a convect@m leading to the most extreme events
on a localscale(Willems, et al, 2009. To bridge the gaps between the climate model scales
and the local urban drainage scales and twowd for theinaccuracies in describing
precipitation extremes, downscalingethods and biasorrection methods are commoniged

in practice.
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1.5.1 Flooding
Floods are one of the most devastating natural haz&ldsds, like tornadoes, are

traumatic evets. They happewith relatively short warning, and can lead to tremendoss

of life and property and can disrupt the lifestyle and balaf@whole communityMaterial
damage resulting frora flood event may include damage to buildings, equipmeatis and
transport system, drainage, sewage and water suygtlyorks. Associated costs can range
from a few milliondollars to several billion dollai&hedunet al, 2014).

Flooding can occur in various forms, such as coastal, river and surface watbnglo
(someti mes known as o6urband or O6storm water
to a complex interplay of factors, including the precise location, intensity and duration of
rainfall, the characteristics of urban land surfaces and the emgigedesign of the surface
drainage and sewer system. Surface water flooding tends to be most severe during intense
rainfall downpours, which are often, but not exclusively, associated with convective rainfall
events.

Surface water flood risk emerges rfriothe interplay between biophysical and human
factors (Hall et al., 2003b). Biophysical factors determine the frequency, duration and
intensity of rainfall, and the runoff that occurs when rain hits the ground. Rainfall may be
infiltrated into the groundput in urban areas with impermeable surfaces rain water will flow
on the surface in directions modified by the form of buildings and streets and will accumulate
at locations with low topographical elevation. These processes are modified by drains that are
designed to convey water away from urban areas on the surface or in pipes (Blanc et al.,
2012). Risk will also be dependent on the vulnerability of the area and population exposed to
the event (Hall et al.,, 2005) and, where in place, the effectivenessiriaices water

management interventions.

1.5.1.1 Flooding costs
Preliminary estimates ofecovery cost for the flood that devastated large swaths of

Alberta, Canada, for example, are between 3 and 5 bilmmadian dollars. Reconstruction
efforts to revertback theeffect of a flood and restore the feeling of normaldthin the
community can take several years. The trauma resulting &raalamitous flood does not
subside once the water retreats.

Long term impacts may include mental disorders, sueanaety and depression related to

economic and property losthat may linger for several years (Haines et al. 2006). Such
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problems may be even more acute within communitidevinincome countries where relief
and reconstruction efforese not always readilgvailable.

According to records kept by the International DisaBtatabase (www.emdat.be), there
have been over four thousafidod events across the world since 1900 causingséimated
US$ 595 billion in damage. Nearly 7 million peoplave lost theitives and over 88 million
have been lefhomeless as a result of floodssia, followed bythe Americas, has endured the
highest number of flood eventgth an associated estimated damage of over US$ 362 billion
for Asia and nearly US$ 100 billion for tiRanericas.

The southern, eastern, and southeastern Asian region, home h al f of t he
population, has witnessed some of tiisastrous floods. The deadliest flood in history
occurred inChina in 1938 3.7 million people perished due to drownagdensuing disease
and starvation and 51 million peopiere affectedGlobalwarming is expected to accelerate
the hydrologicalcycle and consequently affect precipitation depth, interasity frequency,
timing of snowmelt, soil moisture, infiltratiomnd ewapotranspiration. Combined with
ongoing landusechanges, it may lead to an increase in the number and impact of devastating
floods (Khedun et al.2014. A number of regional and global studies (e.g. the Ganges,
Brahmaputra and Meghna basin in Agwirza et al. 2003), Europe (Christensetal.,2003;
Kundzewiczet al.,2005), Canada (Loukaet al.,1999)) show that mean discharge may be
affected and the risk of flooding may increase. Using betbrded streamflow measurements
and simulated flow frontoupled global atmospheric and hydrological models Mdtyal.
(2002) showed that the frequency of great floodsfloeds with a return period of 100 years
or more, is projectedo increase while floods with shorter return periods may bt

significantlyaffected.

1.6 Climate adaptation and mitigation measures for urban drainage

systems
In most cases the impact analyses of urban runoff indicaten regions wher€C occurs

a systematicadaptation effort should be undertaken to minimize ittn@acts on he
performance of the drainage systems. Tieed is further amplified by a range of other
drivers, includingincreased urbanization, wealth, and drainage boundamgitions such as
increased risk of extreme sea surged fluvial flooding (Tait et a] 2008 Olsson et al201Q
Huonget al.2011 Pedersen et a2012. Some othese studies suggest that, regardless of the

importance ofCC impacts, systematic adaptation can mitigdie impacts to an acceptable
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level through implementatioaf reasonable nasures (Semadeavies et al2008 Zhou et
al.2012.

While climate mitigationT the actions taken to reduce net GHG emissibnkas
historically been the main focus of policy attention (Mai et al., 20dlsphate adaptatiori
the process of adjustmera tictual or expected climate and its effects (IPPC 201#)
becoming more prominent as a means to moderate or avoid harm from existing emissions.
Climate adaptation is of particular relevance to cities as past experiences with-tithiat
natural dissters (Rosenzweig et al., 2001; Aerts et al., 2012), as waihade changability
and longterm CC demonstrate that vulnerability (the propensity to be adversely affected) and
its causes are locatipecific (Naess et al.,2005). These explanatiosgnae with the fact
that spatial structure, spatial planning strategies, flood risk and management are alsa location
specific (IPCC, 2014). They also raise questions about the need to identify dominant
institutional characteristics of the governance aeaments in given localities, and about the
constraining and enabling factors influencing them (institutions and governance
arrangements). Dominant institutional characteristics can be observed in the institutional
configurations and mechanisms of cooperatmong actors and how these affect the steering
capacity of organisations (including their coordination capacity) to address elatetied
flood risks (Naess et al., 2005).

With regard to drainage systems, the effectiveness of potential adaptatiarmreneasies
due to the magnitude of flooding and regional features. Therefore, system improvement
should be preceded by an evaluation of drainage system capacity. Mitigation measures should
be identified within a range where the effect<C& on the drainge system can be evaluated
and accommodated, and an economic analysis is necessary for efficient determination.

Urban planners and designers of urban drainage infrastructureuse the projected
changes in extreme rainfahd other key inputs to start@unting for the effects dfiture
CC. Sections of the urban drainaggstem with insufficient capacity to convey future design
flows can be upgraded over the next few decades asopartprogramra of routine and
scheduled replacement anehewal of ageig infrastructure. Optimization methods f6C
adaptation are currently emerging (Zhet al. 2012). However, current urban drainage
practices ardancreasingly being challenged. In Australia, a persisteought period has
recently led to increased demafa retaining the precipitation in urban areas through
implementation of water sensitive urban design (WSUDinciples for urban water

management (Wongt al.,2009 Beecham?2012. Study caserojects that meet both urban
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drainage criteridor CC adaptéion and other objectives ardten collected and recorded in
national repositories tinspire other stakeholders to consider multifunctional afsarban
spaces. Examples of such repositories are UKROA3 and ClimateChangeAdaptation
(2013.

An adapive approach has to be established that provides flexibilityrandrsibility but
also avoids closing off options. This is differdrim the traditional engineering approach,
which can bestatic and is often based on design rules set by enginesmmgpunities without
much public debate. An adaptivaproach involves active learning that recognizes that
flexibility is required as understanding increag@sbjerg-Nielsenet al.,2013. Essentially
two paradigms are being questioned. First, the recens focwptimization of infrastructure
has led to reduced investment and to reduced operational costs. This in turn has led to ageing
and deteriorating infrastructure with lower service levels. Secondly, the concept of urban
drainage as a well defined and atélely static scientific discipline is being challenged
(ArnbjergNielsen et al.,2013. The implications of urban drainage design decisions are
intricately connected to other decisions about the-elhg of the city in the same way that
decisions abouthe welltbeing of the city have major influenceon the ability of the urban
drainage system to delivélte essential services in an affordable and efficient way.

Adaptation options designed to ensure water supply during average and drought conditions
require integrated demasside as well as supphide strategiesThe former improve water
use efficiency, e.g., by recycling water. An expanded use of economic incentives, including
metering and pricing, to encourage water conservation and developmeateoiwarkets and
implementation of virtual water trade, holds considerable promise for water savings and the
reallocation of water to highly valued uses. Suggtle strategies generally involve increases
in storage capacity, abstraction from water coyrsesl water transfers. Integrated water
resources management provides an important framework to achieve adaptation measures
across sock@conomic, environmental and administrative systems. To be effective, integrated
approaches must occur at the approprsaiales.

Mitigation measures can reduce the magnitude of impacts of global warming on water
resources, in turn reducing adaptation neefdsvever, they can have considerable negative
side effects, such as increased water requirements for afforestéticstation activities or
bio-energy crops, if projects are not sustainably located, designed and managed. On the other
hand, water management policy measures, e.g., hydrodams, can infaid@cemissions.

Hydrodams are a source of renewable energy. Nesleds, they produc@HG emissions
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themselves. The magnitude of these emissions depends on specific circumstance and mode of
operation.

Water resources management clearly impacts on many other policy @ggasnergy,
health, food security and naturenservation. Thus, the appraisal of adaptation and mitigation
options needs to be conducted across multiple veiependent sectors. Lewcome
countries and regions atiely to remain vulnerable over the medium term, with fewer
options than highincome countries for adapting t&€C. Therefore, adaptation strategies
should be designed in the context of development, environment and health policies.

Several gaps in knowledge exist in terms of observations and research needs rél&ted to
and waterObservabnal data and data access are prerequisites for adaptive management, yet
many observational networks are shrinking. There is a need to improve understanding and
modelling of CCs related to the hydrological cycle at scales relevant to decision making.
Information about the wateelated impacts o€C is inadequaté especially with respect to
water quality, aquatic ecosystems and groundwétemncluding their socieeconomic
dimensions current tools to facilitate integrated appraisals of adaptation andjatiin

options across multiple watdependent sectors are inadequate.

1.6.1 Flood risk and management
Flood risk and management is concerned with the probability (risk), strategies and

measures (management) aimed at mitigating or preventing urbamfijo@sbrechts, 2004).

One of the o6éwicked problemsd facing CE®l itici
the risk of flooding. This problem is even more acute given the transboundary nature of
flooding which exposes the mismatch between proldleanacteristics, dominant institutional
characteristics, and organisational forms. previously expleinedJdoding is the temporary
covering of land by water outside its normal confines (F8dd Consortium, 2015). It may

be caused by rainfall (pluy)asea and tidal surges (coastal), river discharges (fluvial), among
others, with each flood having its own characteristics with regards water depth, flow velocity,
matter fluxes, temporal and spatial dynamics (Schanze, 2006). The probability of aapptenti
damaging flood occurring is called flood hazard as damage depends on the vulnerability of
the asset exposed to (EC results in the increased flood hazards caused by all of the
abovementioned phenomena, with the raising sea level, more rainfallinarehsed
frequency and intensity of extreme weather events. Vulnerability is measured by the loss of
cultural and social attributes (life, cultutaktorical, personal, and sentimental assets),

economic attributes (property, means of livelihood), andémiogical attributes (pollution of

Laura Bidera Miceli 37



CHAPTHER 1 Assessing of climate change in urban drainage sy:

ecosystems such as solil, rivers and their biota) caused by the flood hazard. Flood risk then
emerges as the interrelation of flood hazard and flood vulnerability (Schanze, @@6).
increases the complexity of flood risk

Fl ood risk management, is the O6holistic (ci
assessment and r ed u-Site Cansortionf, 2015). Gooventionallg, kodd ( F 1 o
ri sk management i's consi der e dMamaging fflopdsmayu | i ¢
include or not include a risk analysis.

The former entails checking whether the flood protection infrastructure (hydrological) is
reliable, making decisions and taking actions to mitigate the remaining risk above protection.

The latte entails taking decisions and actions that reduce flood risk. In structuring risk
management activities three tasks are undertaken: risk analysis (previous, current and future
risk); risk assessment (perception and evaluation of risk); risk reducti@nvéntions that

can potentially decrease risk). Linking these tasks is the process of collective degiog

(Hall, Meadowcroft, Sayers, & Bramley, 2003) often influenced by dominant institutional
characteristics (visions, norms, practices) and deeisiaking processes.

Governance ef er s t o O6an arrangement where one o
nonstate stakeholders in a collective decismaking process that is formal, consensus
oriented, and deliberative and that aims to make or ingiéipublic policy or manage public
programs or eha,se2G6®8)(.AnA®l & process, govern
structures of public policy decision making and management that engage people
constructively across the boundaries of public agsndevels of government, and/or the
public, private and civic sphere to carry out a public purpose that could not otherwise be
accompl i s h etdh 20(2E m the mext of the governance of flooding in the face
of CC, governance is the instttanal configuration (including norms and values) and
mechanisms of cooperation allowing for coordination between spatial planning strategies and
flood-risk management actions (Francestindobro, 2015a,b).

Institutionsrefer to the system of rules (pref@onal approaches, beliefs, values), decision
making procedures, and programmes that impact social practices, define roles to the
participants of these practices, and guide interactions among them (Young, 1999; Steimo,
2001). As such, they underpin patdi behaviour. Formal (constitutional rules) or informal
(cultural norms), institutions tend to betemched in particular organisans. Moreover,

i nstitutions I mpact an organisationds steer

and/orconstrainng their functioning.
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1.6.2 Adaptation Planning
The impacts ofCC are occurring around the world and planners, potrgkers, and

engineers face the challenge of preparing appropriate plans to mitigate the affféeCtsn
the built environment.

There aretwo fundamental responses anthropocentricCC: mitigation and adaptation.
Mitigation refers to lessening globaC by either reducing and/or eliminating GHG
emissions orenhancing GHG sinks (Fussel, 2007). Adaptation, as defined by the
IntergovernmentaPanel onC|1 i mat e Change (I PCC), i's fAact.
impact of CC and/ ortake advantage of new opportunities. It involves making adjustments in
our decisions, activiteand t hi nking because of observed
(IPCC, 2007).

Nelsonet al (2007) defied adaptation toenvironmental change dsn adjustment in
ecological, social, or economic systemsr@sponse to observed or expected charnges
environmental stimuli and their effecésid impacts in order to allev@&adversempacts of
change! The related concept oEsilience refers to the ability of a systetno withstand
change. Different regions amtifferent sectors vary in their resilience, ahérefore in their
capacity for adaptatiogArnell, 2000).

Milly et al (2008) argued thaEC has undermined the principle sfationarity, a central
concept in wateresource management which holds thatre hydrological events will be
within the range of past variability. Currently, watemanagers make decisions édson
probability density functions, which are generateih observed data on the inverse relation
between the frequency of an occurreacel its magnitude. Becau€XC is likely to change
both the mean conditionand the variability of hydrological regiregbasing longierm
management decisionsn these functions is highly problematic, reality increasingly
acknowledged by wateesource manage(Braskieviczt al, 2009.

Fussel (2007) identifies several reasons why adaptation is important today &nd wil
continue to be important in the future. First, Fussel (2007) notes that anthropocentric GHG
emissions are affecting the global climate. NASA and NOAA both found 2014 to be the
hottestyear on record, which resulted in extreme heat and flooding in matsygéahe world
(NASA,2015) . The average gl obal temperature wa
Fahrenheitabove the average of 14.00°C (57.2 °F) for the 1B®0 reference period. This
is 0.09°C(0.16 °F) above the average for the past ten y&i842 013 ) 0 ( WMO, 20

Fussel (2007also notes that due to the accumulation of GHGs already in the atmosphere, the
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climate will continue to change regardless whether GHG emissions ceased today (Fussel,
2007). Theeffects of emission reductions havesignificant lag time, meaning, the positive
impacts will notbe felt for many decades after the reductions are made. The impacts of
adaptation areexperienced at the local and/or regional scale, whereas mitigation requires
collective globalaction. Last, Hssel (2007) describes the important ancillary benefits of
adaptation, namelyeducing climatesensitive risks.
For the reasons identified by Fussel (2007), adaptation planning has become more
mainstream in recent years. Local governments will necesdmilgt the forefront of this
study, as many of the impacts GfC will affect infrastructure within their jurisdiction.
Adaptation planning typically incorporates
are usually employed first and refer to polieydabehavioural changes (Clark et al, nd; Jones

et al 2012) hard infrastructure refers to manmade infrastructi@tark et al, nd).

1.6.2.1 Municipal Adaptation Planning Opportunities
Municipal governments provide services that reflect the needs asicesleof their

constituents. Under provincial legislation, municipal governments have the authority to
provide,but are not limited to, the following services:

A General government

A Tr an sipsteets and roaols) in some cases urban transit

A P tiamt police, fire

A Envi rio watee réatment and supply, waste water treatment, refuse
collection/disposal

A Recr eat i bracreationdccentres,Iplaying fields, parks, libraries

A Land use planning and rg@gul ation, buildi

A Re g uil amimal eamtrol, public health, signs, business licensing, municipal
services (BC Ministry of Culture, Sport, and Community Development, 2014)

CC adaptation does not fit neatly into any one of these catedarieswould be necessary

to addressCC at the local scale for two main reaspm$ the impacts ofCC are directly
experienced at the local level (Richardsdral, 2012) and, therefore, adaptation responses
must account for geographic variability and downscaled climate vulnerahitigjysis
(Measham, et al., 2011); the apparent lack of success at the international and natweal
to achieve meaningful reductions in GHG reductions has left municipal governmeediisag

to prepare for anticipated climate impacts.

Laura Bidera Miceli 40



CHAPTHER 1 Assessing of climate change in urban drainage sy:

Municipal govenments have three critical roles @C adaptation: develo@daptation
responses to local impacts, mediate between individual and collective responses to
vulnerability, and govern the delivery of resources to facilitate adaptation (Measham et al.,
2011). Efective adaptation responses require strong leadership at the local level to ensure
integration into the existing policy and planning processes (ICLEI, 2015). In addition,
responsesnust be measureable, reflective, prioritized, and cost effective in tigetésm
(Traverset al, 2012).

In many respects, municipal governments already have the necessary tools to@@ddress
Existing tools include Official Community Plans (OCPs), zoning byladeyelopment
permits, design guidelines, and master infrastrugilmes. Despite these toolsarriers to
adaptation at the municipal level remain.

The unknown risks ofCC impacts to individualinfrastructure components, and
determining the adaptive capacity of thesemponents. The development of effective
knowledge ad capacity amongnunicipal staff to maintain infrastructure at a sustainable
level of service that is resilietd CCimpacts (Feltmatet al, 2012

Feltmateetal.( 2012) recommend <cities echbatepaiey a 0 nc
and aim to impove infrastructure resilience and generate community benefitsexiend
beyond mitigatingCC impacts.In fact, sistainable rainwater infrastructure is often used in the
literature as a means totegrate green infrastructure into urban areas and reosiNtiple
benefits from theinfrastructure. Receiving multiple benefits from a single infrastructure
investment allowspl| anner s, city of ficials,-regrdet eng!
infrastructure. The idea behinfinroe gr et so6 i nfr aonis thattawingle f or
infrastructure investment will providaultiple benefits, which help to justify a certain type of
adaptation infrastructure over anoth&or instance, implementing sustainabbEnwater
measureprovides stormwater managemeatpnomic social and environmental benefits, as
well as acting as &€C adaptationme as ur e. Al ternativel vy, Ahar c
reservoir to catch and store exceggmwater only provides stormwater management services
and can prove expensive over tlengterm due to maintenance costs and inability to

efficiently be upgraded for increasstbrage capacity.

1.6.2.2 Example of Adaptation Planning: Connecting Delta Cities
Cities around the world are on the front lines in the battle ag&@stDelta cities

however, confront a particularly urgent challenge, as Hurricanes Katrina (New Orleans) and
Sandy (New York), thélashflood in Buenos Aires, the cloudburst in Copenhagen, and the
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annualflooding inundation in Ho Chi Minh and Jakarta have shown. Situaltede rivers

meet larger bodies of water, delta cities must safeguard urban populations and infrastructure
from the potentially devastating impacts ©C and severe weather, such as storm surge,
flooding, and sea level rise.

Delta cities, in fact, are pacularly vulnerable to the consequencesC& such as floods
(Nicholls et al., 2007; Aerts et al., 2012; Hallegatte et al., 2013). Before the urbanization of
deltas, floods were not a threat but the driving force of the process of making delta
landscapesToday, urban infrastructures such as drainage systems, dikes and dams, together
with accelerated processes of land reclamation and the training of rivers have disrupted the
natural process of langhaking, decreasing the capacity of delta cities to cdfie excessive
water (Meyer et al., 2010). These infrastructunaluced problems are compounded @g-
related impacts such as sea level rise, rainfall, and increasing ratio of extreme weather events,
such as storms, typhoons, tsunamis, and intense paticipit Together, infrastructural and
climaterelated problems threat the urban development and spatial quality of delta cities. The
transition to climateadaptive urban development is, thus, a major challenge facing delta cities
across the globe, and onat urban planners, civil engineers and peolitgkers need to
address (Carter et al., 2015).

These urgent challenges sparked fitet conversations between Rotterdam and other
megacities during a 2007 C40 Cities Climate Leadership Group meeting in Tekgmng to
the formation of the C40 Connecting Delta Cities (CDC) network. Today there are ten global
cities in the CDC network: Ho Chi Minh City, Hong Kong Jakarta, London, Melbourne, New
Orleans, New York, Rotterdam, Copenhagen and Tokyall committed to sharing
knowledge about policies, planning measures, and technologies that reduce the impact of
climate risks. The success of the CDC network has become a proof point for what is now an
organizing principle of C40: the formation of working groups diesi focused on comom
challenges and opportunitie&grtset al.2009.

As previously explained, one of the conclusions of the §fth o b a | climate rep
Change 2013: The RIBRCs2018) that Soatinued eenessioBseBG s 6
will cause further warming and changes in all components of the climate system. This century
the sea level will keep on rising and the contrast in precipitation between wet and dry regions
and between wet and dry seasons will increasgeme precipitatioevents over most of the
mid-latitude land masses and over wet tropical regions will very likely become more intense

and more frequent by the end of this centdtythe same time, many delta citiegfsu from
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severe land subsidence. As a consequenceeséthrban developments, and projections for

land subsidence ar@C, the vulnerability of delta cities is expected to increase in the decades

to come. All this may well be the future scenario, 8@is already occurring, with extreme

events happening mofeequently and cities already facirfigpod losses. New Orleans, New

York, Bangkok, Manila, Jakarta and many others all faced séwerding, losses and damage

in recent years. The current climate risks and the projected increase in climate risk and other
trends create an urgency for cities to act. It is for this reason that in 2008 several delta cities
joined forces and, initiated by the City of Rotterdam, set up the network called Connecting
Delta Cities (CDC). Connecting Delta Cities (CDC) CDC is a saetwork within the
framework of the C40 Cities Climate Leadersh
cities committed to addressi@C. C40 was created in 2005 by former Mayor of London Ken
Livingstone, and forged a partnership in 2006 with thee€itProgramme of President
Clintonds Climate Initiative (CCl). Sharing
CCis what these cities practise within the Clb&work. Cities play an important role in the

climate adaptation process since they hdraady developed the ability to adapt continuously

to change and attract economic activity and investment. One could say cities have already
been adapting to changing conditions for many years or even centurie€Caml an

additional challenge that needs o be addressed i n citiesbo K
regulations. With the CDC network, the member cities have showtivferyears now

leadership in th&eld of adaptation t€C.

1.6.3 Sustainable stormwater system
The worl dés pop Wwlbidianjandmore pesplerive a cities than ih rural

areas (UNDESA, 2014) . Wat er is a very c¢crit
growing urban areas. Commercial, residential, and industrial users already place considerable
demands water resourceseanddosupply, which often require water treatment (Bahri,
2012). The demand of water resources in urban areas is approaching the capacity of the water
supply and, in many cases, the limits of sustainable water use are being exceedirtga(Katt e

2004; Mitchell et al., 2003). In some cases, water scarcity is leading to conflict over water
rights. In urban watersheds, competition with agriculture and industry is intensifying as cities
expand in size and political influence (Bahri, 2012). WitHustrial and domestic water

demand expected to double by 2050 (UNDP, 2006), competition among urbamtbper;

and rural areas will likely worsen. A critical challenge to newly developed urban cities is

design for resilience to the impact GC with regards to sustainable management of water
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resources. It is currently well accepted that the conventional urban water management
approach is highly unsuited to addressing current and future sustainability issues (Ashley et
al.,2005; Wonget al, 2008). Theconventional approach to urban water systems around the
world involves the use of a similar series of systems for drainage of stormwater, potable water
and sewerage. As explained by Bahri (2012), the unsustainable nature of this approach is
highlighted bythe current ecosystemlated problems and degraded environment in urban
areas due to changes in the hydrology of catchments and quality of runoff, leading to
modified riparian ecosystems (Bahri, 2012). United Nations Agenda 21 (1992) stated that
achievirg sustainable urban water systems and protecting the quality and quantity of
freshwater resources are key gmnents of ecologically sustaible development.

Because ofCC and the spread of urbanization, the negative impacts are intensifying,
resulting inincreasing runoff, pollutant loads and pressure on existing systems, with a
significant economic cost required to augment conventional systems. Alternative approaches
are required to develop sustainable water systems in urban environments, and Integrated
Urban Water Management (IUWM) is one such approach, which views the water supply,
drainage and sanitation as components of an integrated physical system within an
organizational and natural landscape (Mitchell et al., 2007a, 2007b). It is an integréged sys
that seeks to reduce the inputs and outputs to decrease the inefficiencies of water resources
that are associated with the traditional practices of urbanization (Hardy et al., 2005). Although
this incorporation and diversification of urban water syst@mrease the complexity of urban
water systems, they also provide more opportunities to attain sustainable water use and
increase the overall water system resilience (Mitaktedll, 2005; Mitchell et al., 2007b). The
identified key components of the WM system are the methods and measures to capture and
utilize urban stormwaterthat isdefined stormwater as precipitation, such as rain or melting
snow (Saraswatet al, 2016. In a natural environment, a small percentage of precipitation
becomes surfaceunoff; however, as urbanization increases, the amount of surface runoff
drastically increases. Surface runoff is created when pervious or impervious surfaces are
saturated from precipitation or snow melt (Durrans, 2003). Pervious surface areas naturally
absorb water to the saturation point, after which, rainwater becomes runoff and travels via
gravity to the nearest stream. This point of saturation is dependent on the landscape, soil type,
evapotranspiration and biodiversity of the area (Pierpont, 2008he urban environment,

due to the impervious surfaces that cover the natural environment, the hydrological processes
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of surface water runoff become more unnatural, causing damage to infrastructure and
contamination of water by pollutants (Ragab et24Q3).

The need for stormwater runoff management capture and transportation systems developed
as a result of human experiences with various challenges due to destructive floods. The
sustainable stormwater runoff management target is to understand tigescivarthe urban
landscape, in which the addition of vegetation is not widely observed, with the aim of
devising approaches to limit certain undesirable effects and to take advantage of the new
opportunities (Huang et al., 2007). A sustainable stormwgsters is not a system to address
runoff problems and avoid unwanted contaminants in the water, but rather, it is a system to
increase the potential usability of water resources in society (Sundberg et al.,, 2004).
Stormwater capture and drainage may be idensd not only as systems to divert undesired
water from urban areas but also as valuable elements for landscaping the surroundings of
buildings and roads (Boller, 2004). In general, to control surface runoff, flood control
agencies have constructed laggntralized facilities, such as culverts, detention basins and
sometimes r@ngineered natural hydrologic features, including the paving of city river
channels to quickly convey runoff to receiving water bodies. These-dagje facilities are
required © handle the massive amounts of runoff generated by the largest storm events, as it
would be impractical to handle this runoff on a decentralized phyeparcel basis with
smallscale infiltration devices. The current trend is toward a more overall ratéeg
approach to manage stormwater runoff as an integrated system of preventive and control
practices to accomplish stormwater management goals. The first principle is to minimize the
generation of runoff and pollutants through a variety of techniqudsharsecond principle is
to manage runoff and its pollutants to minimize their impacts on humans and the environment
in a cost effective manner (EPA, 2007).

There will frequently be decisions made in stormwater management that reflect the
economic, polital, social, and aesthetic components that mainfluenced by arange of
factors, including knowledge of urban water problems, frequency and water restrictions,
familiarity with use of alternative water sources, and either positive or negative support f
water authorities, govement agencies and researchers.

Stormwater management in Japan and Thailand has always aimed to control stream flow
for municipal and commercial use while preventing waddaited disasters in citi¢Saraswat
et al.,2016. City stormwater management policies were based on flood control and, in recent

years, shifted from the exclusive use of structural approaches to using a combination of
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structural and nostructural approaches. Thailand has focused more on structural measures
addressing stormwater issues, includingragsive implementation of megass involving the
general public and the private sector (Chipkam et al., 2012). In Vietham, an integrated
design of surface runoff infiltration, storage and transportatiostaimwater was applied.

The country has focused on increasing the groundwater levels by increasing the stormwater

percolation rates through enhanced infiltration (Werner et al., 2011).

1.6.4 Modeling water management
High-intensity precipitation associatevith CC, combined with higher imperviowsirface

area accompanying urbatevelopment, increases surface runoff aneates flashy storm
discharge, which hasegative hydrological and water qualitpypacts. Wateret al (2003)
used the wateresource moel Personal Computeir Storm Water Management Model
(PCSWMM), driven by a syntheti€C scenarioto simulate the management actions needed
to maintain peak discharge at current lewglsler a 15% increase in rainfall intensity in an
urban basin in Ontarid.he most effectivenethods were downspout disconnectimereased
depression storage, and increassrbet detention storage. Such sustainattemwater
management techniques magcome increasingly necessary to avoidwbest impacts oCC
and urbandevelopmentA further consequence of the increaskdhiness of urban runoff
resulting fromhigherintensity precipitation and high@mpervious surface area is that dry
periodsmay be more severe (Meedtlal, 2007).

The increased surface runoff and uedd groundwater recharge associated with some
scenarios oCC and urban development not only mean higher floods, but also more frequent
and severe droughts, because of the reduction in water storage. EpalldR007) used the
Mospa water management deb, driven by a regiondCC scenario based on the HadCM3
GCM, to determine twentfirst century impacts ofCC on the water supply system of
northwestern England. They found that overall available yield will decrease by 18%, but that
existing water infrasticture and management practices should be sufficient to meet future
demand. Problems with increased hydrological variability associated Gittand urban
development are likely to be more severe in regions with pronounced seasonal variability in
f | o wiara etCab (2008) assessed the water supply system in San Diego, California, as a
study casdo develop a methodology for evaluating the need for changes in water storage
capacity as a result @&C, finding an increase in future storage costs uieérexacerbated
by population growth.
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These combined pressures may force some urban water utilities to limit demand through
conservation measures or to seek alternative sources of supply, such as groundwater reserves
or interbasin transfers. Finally, in addiito the direct impacts on urban water supplies, CC is
also likely to exacerbate conflicts over competing uses for water resources, such as extraction
for municipal and agricultural use, hydropower, and environmental flows(Praskievicz et al.,
2009. This poblem is likely to be especially severe in regions like the mountains of the
western United States, where increased temperatures will diminish the snowpack and shift the
timing of peak runoff to earlier in the spring, leaving lower flows available dahedigh
demand summer (Praskievicz et 2009.

VanRheenenet al (2004) used a water resource model, driven by outputs from a
macroscale hydrological model perturbed by statistically downscaled GCM scenarios, to
examine the impacts @Conwatermanagme nt i n Californiads Sacr:
basins. They found that the modeled adaptation measures could meet only up to 96% of
environmental flow requirements in the Sacramento River Basin and less than 80% in the San
Joaquin River Basin by 2099. @$e findings illustrate the potential exacerbation of water
resource conflicts under futu@C and urban development and the impossibility of meeting

all demand for water in some regions.
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Chapter 2

M ethods and models

The goals of this study are émalyze CC's effects on a urban drainage system and suggest
some methods of mitigation. This kind of investigations regurprocedure that starts from
storms and ends to floods as conceptualizédgare 2.1

However,it is important to consider that in that schematic representation two important
downscaling steps need to be added as shiowigure 2.2 the first downscaling is required
becauseGeneral Circulation Modls (GCMs) are able to provide monthly data and, for this
study, the least time scale for rainfalls needs to be hourly time steps to compare observed
statistics of precipitation to the simulated ones; the second downscaling needs to be applied to
achieve gb-hourly rainfalls from simulated hourly datasets because urban catchments require
a subhourly time scale to make outputs being closer to the thru and to point out all different

finer steps in the rainfalunoff simulations.
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Weather
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Rainfall-Runoff
simulation

Flood Depths

Figure 2.1. Schematic representation of the procedure applied on this study.

This chapter provides an overview about methods and models used for the illustrated
procedure inFigure 2.1andFigure 2.2 the chosen weather generator model is ABGEN
by Fatichi et al. (2011), see section 2.1 for the description; inputs of this weather generator
model are data frorhoth weather station arteCMs, asexplained in section 2.2 which the
downscaled prazdure is also clarified; whilsection 2.3describesthe random cascade
disaggregation modehat is neededo obtain subhourly datasets used agput of rainfalt
runoff model; in section 2.4, the Storm Water Management Mod&RA (EPA SWMM) is
introduced as a valid model to obtain estimatiofiaafd depthsand, deductively, consequent

and possiblélood damages.
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Figure 2.2. Schematic representation of the procedure applied on this study irglddimnscaling

steps.

2.1. AWE-GEN
Advanced WEather GENeratGAWE-GEN) (Fatichi et al., 2011 an hourly stationary

weather generator. The generator is capable of reproducing low andrdggbncy
characteristics of hydrolimatic variables and essentigtatistical properties of these
variables. The weather generator employs both the physluadigd and stochastic
approaches and can be considered a substantial evolution of the model presented by Ivanov et
al. (2007).

The main modules of the model ahe tfollowing: the precipitation module based on the
PoissonCluster process, the module simulating vapor pressure, the wind speed module, the
shortwave radiation module, the cloudiness and air temperature components, and the
atmospheric pressure module.rff@rmore, a procedure to take into account-stationary
change of climate has been incorporated in the A®HEN framework. The procedure is
based on a stochastic downscaling of GCM predictions (Fatichi et al., 2011; 2013).

The variables simulated by theeather generator at hourly scale are precipitation, cloud
cover, shortwave radiation with partition into various type and spectral bands, air temperature,
vapor pressure, wind speed, and atmospheric pressure.

Interested readers areferred to Fatichiteal. (2011; 2013) antb the online technical

documentation available &ittp://www.umich.edu/ivanovor details concerning the model
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structure and parameterizatioh.brief description of each one of the model components is
provided in the following seons.

2.1.1. Precipitation

The precipitation component of the AWEEN is based on the Poissoluster rainfall
model(Onof et al., 2000)hat was originally introduced by Rodriguttarbe et al. (1987and
Rodrigueziturbe and Eagleso(1987)and was futter developed by Rodrigudturbe et al.
(1988), Entekhabi et a{1989) Cowpertwait(1991)and Cowpertwait et a(1996) Recently,
this type of precipitation occurrence has been extended to thditwvemsional space; a third
moment theoretical functioaf the rainfall process has been developed to better fit extreme
values; and an overlapping model of two rectangular pulse processes has been proposed to
enhance the capability in reproducing finer structure of the process (Cowpertwait, 1994;
Cowpertwait,1995; Cowpertwait, 2003; Cowpertwait, 2007; Leonard et al., 2008).

2.1.1.1. NeymarScott Rectangular Pulse process

The NeymanrScott Rectangular PulstNSRP) approachFgure 2. 3 is used in AWE
GEN to generate ¢hinternal structure of precipitation process. The model is primarily based
on the approach of Cowpertwait (1998), Cowpertwait et al. (2002), and Cowpertwait (2004).
The storm time origin occurs as a Poisson process with the-fiaitg. A random numberfo
cellsC is generated for each storm according to the geometrical distribution with theegnean
[-]. Cell displacement from the storm origin is assumed to be exponentially distributed with
the meanb™ [h]. A rectangular pulse associated with each pr&tipnh cell has an
exponentially distributed life time with the medfi [hr] and intensityX [mm-hY]. The latter
is distributed according to the Gamma distribution with the paraméteasd d. The
distributions adopted for the random process within tf®@RR model fully define the
statistical properties of the aggregated process over an arbitrargdated (Cowpertwait,
1998).

The parameter estimation procedure follows that of Cowpertwait et al. (2002),
Cowpertwait (2006), Cowpertwait et al. (2007),.,i.@n objective function containing
statistical properties of precipitation at different aggregation times is used. After a large

number of tests using available data, the following properties are used in the objective
function: the coefficient of variatioC, =,/g,, / m3; the lagl autocorrelations (h) =g, / g,

the skewnes(h) =, / h”oz; and the probability that an arbitrary interval of length h is dry,
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u(h). The parameteis, o), andsy represent the mean, the covariance, toe third moment

of precipitation process at a given aggregation time inténaald lagl. The utilized fitting
procedure assumes that hourly rainfall time series are available as the coarsest temporal
resolution. The procedure specifically uses thevabstatistical properties of the rainfall
process at four different time scalesl, 6, 24, and 72 h. The simplex method (Nelder and
Mead, 1965)is used as a minimization method for the imposed objective function. The
method has been previously employgddowpertwait (1998), Cowpertwait et al. (20Qvijh

good performance in terms of its convergence characteristics. In order to take into account the
seasonality of site climatology, the parameters are estimated on a monthly basis, i.e., six
parameters foeach month need to be inferred to completely define the NSRP nepelglb,

d, U andd.

NEYMAN-SCOTT PROCESS

———
> = — t
N
—Che— H— % >
O STORM ARRIVAL POINT x CELL ARRIVAL POINT

= losi

Figure 2.3. Schematic representation of Neyrfacott model with rectangular pulses.

2.1.1.2. Lowfrequency properties of precipitation process

Previous efforts of validation of the NSRP model at Iatgee intervals, for instance, at
the yearly time scales, have indicated that the variance of the simulated process was smaller
than the one inferred from observed data (Wilks and Wilby, 1999). This underestimation,
sometimes referreodnotbto (Kat do6@awnar dPasrplearnsgie, 1
probably because of the underlying stationarity assumption of weather generators (Wilks and
Wilby, 1999).

In order to introduce the capability for reproducing lowfrequency properties of the
precipitationprc ess and overcome the problem of 0606ov
of external selection of hourly precipitation series generated with the NSRP model on the
basis of the annual precipitation series generated with the model is implemented in the AWE
GEN (Bates et al., 2008). The approach therefore aims to preserve the variance and the

Laura Bidera Miceli 52



CHAPTHER 2 Methods and model

autocorrelation properties of the precipitation process at the annual scale, rather than at the
monthly scale. It does not undermine the capability of the model tergesthe intreannual
precipitation statistics. The latter is guaranteed by the NSRP model, which is applied
seasonally at the hourly scale.

Markov-type models have been commonly used to reproduce annual time series of
precipitation (Srikanthan and McMahal®82; Srikanthan and McMahon, 2001), though they
neglect the possible long term persistency of the process (Wilson and Hilferty, 1931). The
interrannual variability of precipitation at the annual time scale is simulated using an
autoregressive ord@me model, AR(1), with the skewness modified through the Wison
Hilferty transformation (Wilson and Hilferty, 1931; Fiering and Jackson, 1971):

P, ()=P, +7p (P, (i-1- R,)+h()s, 1- 1} (2.1)

wherep ~ is the average annual precipitation,, is the standard deviation, apgl, is the

lag-1 autocorrelation of the process. The tegn{ represents the random deviate of the
process, which is transformed according to the Wilson and Hilferty (1&3dhoach. The
parameter®y;, Upyr, § pyr, aNdapy, are determineéfom annual observations.

The NSRP model that captures intmanual precipitation regime (the hiflequency
properties) is coupled with the AR(1) model (Bates et al., 20G8)reproduces precipitation
interrannual variability (the dw-frequency properties) in the following manner. First, the
NSRP model is used to simulate precipitation series at the hourly time scale for the period of
one year. The obtained total precipitation is then compared with the annual value estimated
with theautoregressive model (Bates et al., 2008). If the difference between the two values is

larger than a certain percentagiof the measured loagrm mean annual precipitation, the

simulated oneyear long hourly series are rejected; avrseries is generated and the above

comparison is repeated. Once the difference between the two values is belojy the

threshold, the NSRP model simulated time series of precipitation are accepted. The entire
procedure is repeated unéll annual values generated with the model (Bates et al., 2008)

have matching hourly series generated with the NSRP model. The rejection thrpshatu

be chosen according to the information about observational errors of annuaikgtieoi

Given the stationary nature of t he NSRP mc
computationally exhaustive for locations characterized by a high variance of annual
precipitation. In order to reach the convergence in a reasonable compmaltatme, an
adjustment procedure similar to that proposed by Kysely and Dubrovsky ({2088pduced

Laura Bidera Miceli 53



CHAPTHER 2 Methods and model

after a predefined number of iterations without a satisfactory match. Specifically, discarded
oneyear long hourly NSRP precipitation series are Sedected that have the closest match
to the precipitation simulated with the AR(1) model. These series are subsequently multiplied

by a correction factor to match the annual precipitation simulated with the AR(1) model.

2.1.2. Air temperature component

Air temperature is simulated with a mixed physiesed, stochastic approach developed
by Curtis and Eagleson (1982) and Ivanov et al. (2007). AYHERN utilizes the same
approach with further improvements.

The generation of air temperatufigt) [°C] is simulated as the sum of a stochastic

componentdT(t) and a deterministic componenit):T(t) =T (t)+dT(). The deterministic

component of air temperaturdf(t)/dt is assumed to be directly related to underlying
physical processes such as the djeece of radiative and eddy heat fluxes. The deterministic
time-gradient of temperaturdT (t)/dt is a function of the air temperature itself, and of the
incoming longwave radiation (which exhibits a dependence on cloud cover). It is further
related to the site geographic | ocation an
shortwave irradiance (Curtis and Eagleson, 1982).

The stochastic temperature componest(t)=T(t)- T(t), iS estimated through an
autoregressive model. The randoevidte exhibits a significant dependence on the hour of
the day, with differences noticeable in various statisticadDft) for morning, midday,

afternoon, evening, and night. Consequently, the average of the stochastic conapcaeht

its standard deviatioiyT  are estimated differently for each hour of the day.
The coefficients and the parameters used to estimate the deterministic and stochastic
components are evaluated at the monthly scale. Ivanov et al. (@8¥#)be the procede for

estimation of the coefficients. The parameters S,;,, and r,, (the lagl autocorrelation

of the stochastic component) are estimated fditt) using conventional techniques.

2.1.3. Cloudcover component

The cloud cover simulated in AWGEN is based on the framework first developed by
Curtis and Eagleson (1982) and Ivanov et al. (2007). Cloud ¢¢fgers the fraction of the
celestial dome occupied by clouds. In the model of lvanov €2@0.7),N(t) [-] is considered
to be a random variable that has different dynamics during-staran and intestorm

periods. During an intrgtorm period, the value of cloudiness is assumed to be equal to 1.
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During an interstorm period, the existencebfh e 0 6f ai r Wweisassueed.dlte r e g i
region is sufficiently distant from storms, thus the cloud cover can be assumed stationary and

fully characterized by the first two statistical moments: the megt)}, . =M, and the

th Ry

varianceVAR{N(t)} =5/ of the processTr [h] is the length of the posttorm period after

ti Ry
which the cloud cover process can be considered stationary. The second assumption is that the
transition of the cloud process between the boundary of a storm and thedther period is
described through an exponential functigt). The latter is characterized by two coefficients
controlling the transition ratesando [h™], and by the average cloud cover of the first hour

after a storm and of the last hour of an irgErm,J;.
The parameters required for the model ar@S\@, r. @ (lag-1 autocorrelation value for
the fairweather region)g=1/J,, and 11 parameters of the Beta distribution that are used to

generate random variables.

2.1.4. Shortwave incoming radiation component

In weather generators, shortwave radiatiog, [R/-m?], is commonly estimated tough
regression with other variables (Richardson, 1984; Parlange and Katz, 2000). The likely
reason for such an approach is a lack of a conventional methodology for direct estimation of
cloudiness and optical properties of the atmosphere. Once the cgegj@c location and
cloudiness are known, several deterministic models with different degrees of complexity can
be used to calculate the incoming shortwave radiation for-slgaand overcast conditions
(Gueymard, 1989; Freidenreich and Ramaswamy, 188fheer et al., 2000; Gueymard,
2001; Gueymard, 2008; Ineichen, 200@hese methods use empirical coefficients to
determine the atmospheric transmittances and the scattering fractions for direct and diffuse
shortwave radiation. The incoming shortwave a#idn is estimated with the modREST?2
developed by Gueymal@Gueymard, 2008jpr clear sky conditions.

The parameterizations of Stephens (19a8)J Slingo (1989)are used to compute
transmittances for arbitrary cloudy conditions. The simulation of chawer, directly affects
the computed shortwave fluxes. The partition of the incoming energy into different spectral
bands could be useful for several purposes, such as ecologicatloydeotogical simulations
that require the photosynthetically activaliegion, PAR, as input. The discussed weather
generator considers two banHls the ultraviolet/ visible UV/VIS band, with wavelengths
within the interval [0.29.70em], and the near infrared NIR band, with wavelengths within
the interval [0.764.0 em] (Gueymard, 2008)In the first band, ozone, nitrogen dioxide
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absorption, and Rayleigh scattering are concentrated; the absorption by water vapor and
uniformly mixed gases is concentrated in the second band.

The output of the radiation component of the weagenerator contains the direct beam,
Rens [W-m?], and diffuse R Dss [W-m™], radiation fluxes for the ultraviolet/visible UV/VIS
[0.29-0.70 em] and the near infrared NIR [0.400 em] bands. PAR is also explicitly
computed in AWEGEN: conversion factors are applied to the first radiation h&W¥/IS to
compute PARGueymard, 2008)The same factors are applied for both clear and cloudy sky
conditions.

The spatial distribution of solar radiation over a terrain is a function of surface geometry:
site slopebr [rad] and aspectr [rad] alter the dily distribution of incoming energy at the
ground. Furthermore, the reflection and shadow effects of the surrounding terrain can strongly
influence site radiatiofluxes (Dubayah and Loechel, 1997; Rigon and Bertoldi, 2006; lvanov
et al., 2007; Fatichi,@.0).

2.1.5. Vapor pressure component

The vapor pressure is not commonly simulated by weather genef@trsenov et al.,
1998). Some weather generators, for instance, include reldtivaidity (Sharpley and
Williams, 1990)or dew point temperatur@Parlange and Katz, 2000; Ivanov et al., 2007).
While the conversion of relative humidity or dew point temperature into vapor pressure is
mathematically straightforward, it involves nrbnearity. Because of that, an accurate
simulation of dew point temperatuoe relative humidity does not necessary imply a good fit
for vapor pressure. Dew point or relative humidity outputs of weather generators should
therefore be checked before asserting their suitability for applications that require vapor
pressure.

This modé approaches the simulation of air humidity via the simulation of vapor pressure
deficit, qe [Pa], i.e., the difference between the vapor pressure at satuegtifita], and the
ambient vapor pressueg[Pa]. Following Bovard et al. (2005), who pointedt a correlation
between vapor pressure defigie and PAR during daylight time, the correlation of vapor
pressure deficit with shortwave radiation and temperature has been analyzed. The possibility
of such a linkage stems from the observation that spduiimidity and vapor pressure, €
remain almost constant throughout the day, especially in dry climates. Therefore, the
variations ofqe should be well explained by the diurnal cycle of air temperature. The
assumption is primarily valid when the atmogghes stable and the exchange between air
masses with different characteristics is limited.
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In order to simulate vapor pressure, a framework similar to the one used to model air
temperature is usedpeas simulated as the sum of the deterministic comppmpe and the
stochastic component, gpe : e (t ) = Thepeeimtppstrdlaged (otaly temperature
through a cubic function, which is essentially an approximation of the commonly used
exponential relation betweef, and es; (Dingman, 2002).From obervational data, a
significant correlation was also detected with global shortwave radiatigfy\ARm, at the

lag of one and two hours:

De(t) =a, +a T, (t) + &R, (t- D +a;R,,(t- 2) (2.2

whereg (i = 0,1,. . . ,3) are the regression coefficients. @kr&rministic componenipe
usually shows a minor hourly variance when compared o ( Thé residuald e ére )
modeled with the AR(1) approach. Finally, the ambient vapor pressigealculated as the
difference betweess; andpe ((t )

The parameters; (i = 0,1,. . . ,3) & estimated on a monthly basis using conventional
regression techniques, for example, the least squares approach. The parameters of the

stochastic component: the average vapor pressure deficit deviatibas,the standard
deviation, S ;5., and the lagl autocorrelation of the procesé,,, are evaluated using the
time series ofl e dftér yemoving the deterministic component from the observed series of

e (t)

2.1.6. Wind speed and atmospheric pressure components

Several studies highlight that cressrrelation between wind speed and other variables is
typically veryweak (Curts and Eagleson, 1982; Ivanov et al., 2087 thus wind speed is
usually modeled as an independent variable.

Fatichi et al. (2011) observed that wind speed exhibits a marked daily cycle in some
locations and therefore the assumption of independence redytoide questioned. From a
physical point of view, the wind speed daily cycle is related to turbulent fluxes occurring in
the surface boundary layer that are enhanced during the daytime by the dissipation of sensible
heat. The wind daily cycle is thus neopronounced in dry climates. Starting from this
concept, a relation between the global solar radiation and wind speed has been investigated.
As found, the maximum correlation between the two cycles is usually shifted by several
hours, possibly due to tltifference in thermal properties of the ground surface and air.
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The method adopted to simulate the wind sp&&dm-s?], is based on representing the
process as a sum of the deterministic compowérand the stochastic componeiws. This
is a new apmach as compared to methods developed previously. The deterministic
component relates wind speed to the incident global shortwave radiation. The correlation is
shifted by several hours (up to 3 h) and the shift strongly depends on the site location, as

inferred from our tests:
W,(1) = + R, (M) + R, (t- D+CR,(t- 2 +C,R,(t- 3) 2.3)

wherec; (i = 0,1, . . . ,4) are the regression coefficients. The stochastic compMugtd
W4(t)-W(t) is modeled with the autoregressive AR(1) model including the Wildiie rty
transformation (Wilson and Hilferty, 1931; Fiering and Jackson, 1971). This transformation is
necessary to represent the generally positive skewness exhibited by hourly wind speed data
(Takle and Broen, 1978; Deaves and Lines, 1997).

The parameters; are estimated with conventional regression techniques. The parameters

of the stochastic component: the average wind speed deviatipnthe standard deviation,

Jaws thelag-1 autocorrelationy, gws and the skewness of the procesgs are evaluated using
time series otlW(t) after removing theleterministic component from the observed series of
Wy(t). Wind speed generally does not present marked differerfuesighoutthe year,
therefore the parameters are derived and assumed/&didbéor all months.

The atmospheric pressuRam [mbar] is generally neglected in weather generators, given
its low impact on hydrological and ecological processes. Howevey,used in many nen
linear equations describing physical phenomena, such as evaporation. This observation
implies that using a constant value of atmospheric pressure is theoretically incorrect. In the
AWE-GEN, a simple autoregressive model AR(1) is employild parameters valid for the
entire year. It has been observed that AR(1) model is suitable for reproducing hourly

atmospheric pressure dynamics in several different climates.
2.2. General Circulation Models (GCMs) and downscaling procedure

2.2.1. GeneraCirculation Models
The General Circulation Model§GCMs) are complex numerical tools able to simulate
globally the climate system of the Earth. GCMs include five components: atmosphere,

oceans, land surface, sea and the biological and biogeochemistycles. There is a
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disagreement with regards to the reliability of GCMs skill to reproduce much more than
global averages of climatic variables within the Earth system. Since GCMs realizations are
the foundation of any climate change prediction studystiu@ng the reliability of GCMs
means questioning the overall possibility of making inferences about future climate and
consequently whatever scientific discussion about climate change predictions must be looked
as biased from the beginning. But, whiler@te models provide information that may not be
exact in the absolute sense, yet due to their physibaled nature and their global scale of
application, they still provide a robust prediction of a tendency, or at least they identify the
emergence of alimate change signal. Nonetheless, the possibility that model artifacts can
undermine the credibility of the study could not be totally dismissed but currently few
alternatives, if any, are available. Moreover, GCMs have two important drawbacks: 1) the
realizations spatial resolution is too coarse to be used directly in local studies (each model has
a different pixel dimension that range from 130 to 550 km), 2) GCMs realizairensnly
available at the daily or larger aggregation intervals

In this thesis, we used the GCMs (atmospheric component) employed in the
Intergovernmental Panel on Climate Changgifth Assessment RepdiPCC 5AR (IPCC,
2013). Specifically, in th&€hapter XI(Meehl et al. 2007) of the Working Group |, climate
models are assesd and their projections discusséah overview of availability of GCM
outputs used in thBAR of the IPCC, can be found on the website of @wupled Model
Intercomparison Project (CMIP) (http://cmip
pcmdi.linl.gov/cmip5/index.html?submenuheadgr=0

Since projections of climate change depend upon future human activity, climate models are

run assuming different scenarios.

2.2.2. Description of Scenarios
Longterm climate change projections reflect how human activities or natural effects could

alter the admate over decades and centuries. In this context, defined scenarios are important,
as using specific time series of emissions, land use, atmospheric concentrations or radiative
forcing (RF) across multiple models allows for coherent climate model intparsons and
synthesis. Some scenarios present a simple stylized future (not accompanied by a
socioeconomic storyline) and are used for process understanding. More comprehensive
scenarios are produced by Integrated Assessment Models (IAMs) as internaltentt sets

of emissions and socioeconomic assumptions (e.g., regarding population and socioeconomic

development) with the aim of presenting several plausible future worlds. In general it is these
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scenarios that are used for policy relevant climate ahangpact, adaptation and mitigation
analysis. It is beyond the scope of this report to consider the full range of currently published
scenarios and their implications for mitigation policy and climate tadgtat is covered by

the Working Group Il contbution to the AR5. RCP scenarios are used within the CMIP5
intercomparison exercise (Taylor et al. 2012) along with the SRES scenarios (IPCC, 2000)
developed for the IPCC Third Assessment Report (AR3) but still widely used by the climate

community.

2.2.21. Stylized Concentration Scenarios

A 1% per annum compound increase of atmospherigcdd@centration until a doubling or
a quadrupling of its initial value has been widely used since the second phase of CMIP
(Meehl et al., 2000) and the Second AssessriRaport (Kattenberg et al., 1996). This
stylized scenario is a useful benchmark for comparing coupled model climate sensitivity,
climate feedback and transient climate response, but is not used directly for future projections.
The exponential increase ofdgz concentration induces approximately a linear increase in RF
due to a 6saturation effectd of the strong a
Hansen et al., 1988; Myhre et al., 1998). Thus, a linear ramp function in forcing results from
thesest yl i zed pathways, adding to their suitabi
climate feedbacks and inertia. The CMIP5 intercomparison project again includes such a
stylized pathway, in which the G@oncentration reaches twice the initial centration after
70 years and four times the initial concentration after 140 years (IPCC,2013). The
corresponding RFs are 3.7 W ntRamaswamy et al., 2001) and 7.4 W nespectively with
a range of £20% accounting for uncertainties in radiative trarsfieulations and rapid
adjustments, placing them within the range of the RFs at the end of the 21st century for the
future scenarios (IPCC, 2013). The CMIP5 project also includes a second stylized experiment
in which the CQ concentration is quadrupled tastaneously, which allows a distinction

between effective RFs and longerm climate feedbacks (Gregory et al., 2004).

2.2.2.2. The Socioeconomic Driven Scenarios from the Special Report on Emission

Scenarios

The climate change projections undertakempas of CMIP3 and discussed in AR4 were
based primarily on the SRES A2, A1B and B1 scenarios (IPCC, 2000). These scenarios were
developed using IAMs and resulted from specific socioeconomic scenarios, that is, from

storylines about future demographic aadonomic development, regionalization, energy
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production and use, technology, agriculture, forestry, and land use. All SRES scenarios
assumed that no climate mitigation policy would be undertaken. Based on these SRES
scenarios, global climate models wehen forced with corresponding WMGHG and aerosol
concentrations, although the degree to which models implemented these forcings differed
(Meehl et al., 2007b). The resulting climate projections, together with the socioeconomic
scenarios on which they areseal, have been widely used in further analysis by the impact,

adaptation and vulnerability research communities.

2.2.2.3.New Concentration Driven Representative Concentration Pathway Scenarios,

and Their Extensions

A new parallel process for scenario depeent was proposed in order to facilitate the
interactions between the scientific communities working on climate change, adaptation and
mitigation (Hibbard et al., 2007; Moss et al., 2008, 2010; van Vuuren et al., 2011). These new
scenarios, Representati Concentration Pathways, are referred to as pathways in order to
emphasize that they are not definitive scenarios, but rather internally consistent sets of time
dependent forcing projections that could potentially be realized with more than one
underlyirg socioeconomic scenario. The primary products of the RCPs are concentrations but
they also provide gas emissions. They are representative in that they are one of several
different scenarios, sampling the full range of published scenarios (including tioitiga
scenarios) at the time they were defined, that have similar RF and emissions characteristics.
They are identified by the approximate value of the RF (in \iJ &t 2100 or at stabilization
after 2100 in their extensions, relative to-prdustrial (Mos et al., 2008; Meinshausen et al.,
2011c). RCP2.6 (the lowest of the four, also referred to as RCHPeaks at 3.0 W thand
then declines to 2.6 W 'min 2100, RCP4.5 (mediwiow) and RCP6.0 (mediuhigh)
stabilize after 2100 at 4.2 and 6.0 W?mespetively, while RCP8.5 (highest) reaches 8.3 W
m'?in 2100 on a rising trajectory (IPCC, 2013). The primary objective of these scenarios is to
provide all the input variables necessary to run comprehensive climate models in order to
reach a target RF. Theszenarios were developed using IAMs that provide the time
evolution of a large ensemble of anthropogenic forcings (concentration and emission of gas
and aerosols, land use changes, etc.) and their individual RF values (Moss et al., 2008, 2010;
van Vuurenet al., 2011). Note that due to the substantial uncertainties in RF, these forcing
values should be understood as comparative
that is effective in climate models. This is because concentrations or emisatbasthan the
RF itself, are prescribed in the CMIP5 climate model runs.
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Various steps were necessary to turn the
data sets usable by the climate modelling community (IPCC, 2013). First, harmoniz#tion wi
historical data was performed for emissions of reactive gases and aerosols (Lamarque et al.,
2010; Granier et al., 2011; Smith et al., 2011), land use (Hurtt et al., 2011), and for GHG
emissions and concentrations (Meinshausen et al., 2011c). Therphémoshemistry runs
were performed to estimate ozone and aerosol distributions (Lamarque et al., 2011). Finally, a
single carbon cycle model with a representation of caddonate feedbacks was used in
order to provide consistent values of £€ncentréion for the CQ emission provided by a
different 1AM for each of the scenarios. This methodology was used to produce consistent
data sets across scenarios but does not provide uncertainty estimates for them. After these
processing steps, the final RCPalaets comprise land use data, harmonized GHG emissions
and concentrations, gridded reactive gas and aerosol emissions, as well as ozone and aerosol
abundance fields. These data are used as forcings in individual climate models. The number
and type of formgs included primarily depend on the experiment (IPCC, 2013). For instance,
while the CQ concentration is prescribed in most experiments; €@issions are prescribed
in some others. During this development process, the total RF and the RF of individual
forcing agents have been estimated by the IAMs and made available via the RCP database
(Meinshausen et al., 2011c). Each individual anthropogenic forcing varies from one scenario
to another. The total anthropogenic RF estimated by the IAMs in 2010 is @B&WY m?
lower than ERF in 2010 (2.2 W'f), the difference arising from a revision of the RF due to
aerosols and land use in the current assessment compared to AR4. All the other individual
forcings are consistent to within 0.02 WmThe change in CQconcentration is the main
cause of difference in the total RF among the scenarios. In 2010, the relative contribution of
CO; to the total anthropogenic forcing is about 80 to 90% and does not vary much across the
scenario, as was also the case for SRfe®arios (Ramaswamy et al., 2001). Aerosols have a
large negative contribution to the total forcing (ab®d40D to 150% in 2010), but this
contribution decreases (in both absolute and relative terms) in the future for all the RCPs
scenarios (IPCC, 2013). iEhmeans that while anthropogenic aerosols have had a cooling
effect in the past, their decrease in all RCP scenarios relative to current levels is expected to
have a net warming effect in the future (Levy Il et al., 2013). The 21st century decrease in the
magnitude of future aerosol forcing was not as large and as rapid in the SRES scenarios.
However, even in the SRES scenarios, aerosol effects were expected to have a diminishing
role in the future compared to GHG forcings, mainly because of the accumwaiGHG in

the atmosphere (Dufresne et al., 2005). Other forcings do not change much in the future,
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except CH4 which increases in the RCP8.5 scenario (IPCC, 2013). Estimates of all of these
individual RFs are subject to many uncertainties. The convetisiBf uses the formula:

YO o pl Ic 2zl 160 je @ wa 2.4)

where CQgqis in ppmv.

The four RCPs (Meinshausen et al., 2011c) are based on IAMs up to the end of the 21st
century only. In order to investigate longerm climate chage implications, these RCPs
were also extended until 2300. The extensions, formally named Extended Concentration
Pathways (ECPs) but often simply referred to as RCP extensions, use simple assumptions
about GHG and aerosol emissions and concentrations1de3400 (such as stabilization or
steady decline) and wer-ef descgmadi as, hypot e
IAM assuming socioeconomic considerations beyond 2100 (Meinshausen et al., 2011c). In
order to continue to investigate a braathge of possible climate futures, RCP2.6 assumes
small constant net negative emissions after 2100 and RCP8.5 assumes stabilization with high
emissions between 2100 and 2150, then a linear decrease until 2250 (IPCC, 2013). The two
middle RCPs aim for a smth stabilization of concentrations by 2150. RCP8.5 stabilizes
concentrations only by 2250, with G©@oncentrations of approximately 2000 ppmv, nearly
seven times the pfiadustrial level. As RCP2.6 implies net negative ;Gfnissions after
around 2070 anthroughout the extension, G@oncentrations slowly reduce towards 360
ppmv by 2300 (IPCC, 2013).

2.2.2.4. Comparison of Special Report on Emission Scenarios and Representative

Concentration Pathway Scenarios

The four RCP scenarios used in CMIP5 lead to/RlEes that range from 2.3 to 8.0 W?m
at 2100, a wider range than that of the three SRES scenarios used in CMIP3 which vary from
4.2 to 8.1 W rff at 2100 (IPCC, 2013). The SRES scenarios do not assume any policy to
control climate change, unlike the RG&enarios. The RF of RCP2.6 is hence lower by 1.9 W
m'? than the three SRES scenarios and very close to the ENSEMBLES E1 scenario (Johns et
al.,, 2011). RCP4.5 and SRES B1 have similar RF at 2100, and comparable time evolution
(within 0.2 W ni?). The RF ofSRES A2 is lower than RCP8.5 throughout the 21st century,
mainly due to a faster decline in the radiative effect of aerosols in RCP8.5 than SRES A2, but
they converge to within 0.1 W 'fat 2100 (IPCC, 2013). RCP6.0 lies in between SRES B1
and SRES A1B. Bsults obtained with one General Circulation Model (GCM) (Dufresne et
al., 2013) and with a reducedmplexity model (Rogelj et al., 2012) confirm that the
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differences in temperature responses are consistent with the differences in RFs estimates.
RCP2.6, vinich assumes strong mitigation action, yields a smaller temperature increase than
any SRES scenario. The temperature increase with the RCP4.5 and SRES B1 scenarios are
close and the temperature increase is larger with RCP8.5 than with SRES A2 (IPCC, 2013).

The spread of projected global mean temperature for the RCP scenarios is considerably
larger (at both the high and low response ends) than for the three SRES scenarios used in
CMIP3 (B1, A1B and A2) as a direct consequence of the larger range of RF theré&SP
scenarios compared to that across the three SRES scenarios.

An overview of the AtmospheBcean General Circulation Models (AOGCMs) and Earth
System Models (ESMs) participating in Coupled Model Intercomparison Project Phase 5
(CMIP5), and a compeon with Coupled Model Intercomparison Project Phase 3 (CMIP3),
can be found ifable 2. landTable 2. 2

Table 2.1. GCMs of thelPCC 4AR (CMIP3)

Group Country Model
Beijing Climate Center China BCC-CM1
Bjerknes Centre for Climate Norway BCCR-BCM2.0
Research
National Center for Atmospheri USA CCSM3
Research
Canadian Centre for Climate Canada CGCM3.1 (T4)
Modelling and Analysis
Canadian Centre for Climate Canada CGCM3.1 (T63)
Modelling and Analysis
Centre National de Recherche France CNRM-CM3
™ Meteorologiques
D_ CSIRO Atmospheric Research Australia CSIROMK3.0
§ CSIRO Atmospheric Research Australia CSIROMK3.5
O Max Planckinstitute for Germany ECHAM5/MPI-OM

Meteorology

Meteorological Institute of the | GermanyKorea ECHOG
University of Bonn,

Meteorological Research

Institute of KMA, and Model ang

Data group
LASG / Institute of Atmospheric| China FGOALSg1.0
Physics
US Dept. of CommerceNOAA - USA GFDL-CM2.0

Geophysical Fluid Dynamics
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Laboratory
US Dept. of CommereeNOAA - USA GFDL-CM2.1
Geophysical Fluid Dynamics
Laboratory
NASA Goddard Institute for USA GISSAOM
Space Studies
NASA Goddard Institute for USA GISSEH
Space Stdies
NASA Goddard Institute for USA GISSER
Space Studies
Instituto Nazionale di Geofisica Italy INGV-SXG
Vulcanologia
Institute for Numerical Russia INM-CM3.0
Mathematics
Institut Pierre Simon Laplace France IPSL-CM4
Center for Clinate System Japan MIROC3.2 (hires)
Research, National Institute for
Environmental Studies, and
Frontier Research Center for
Global Change (JAMSTEC)
JAMSTEC Japan MIROC3.2 (medres)
Meteorological Research Japan MRI-CGCM2.3.2
Institute
National Centefor Atmospheric USA PCM
Research
Hadley Centre for Climate UK UKMO-HadCM3
Prediction and Research Met
Office
Hadley Centre for Climate UK UKMO-HadGEM1
Prediction and Research Met
Office
Table 2.2. GCMs of thelPCC 5AR (CMP5 and AMIP)
Group Country Model
CSIRO Atmospheric Researc Australiaa ACCESS1.0,ACCESS1.
Beijing Climate Center China BCC_CSM1.1,
Lo BCC-CSM1.1(m)
D_ Beijing Normal University China BNU-ESM
§ Earth System Model
O Canadian Centre for Climate, Canada CanCM4
Moddling and Analysis CanESM2
National Science Foundation USA CsM4
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Department of Energy,
National Center for

Atmospheric Research

CESM1(BGC)
CESM1(WACCM)
CESM1(FASTCHEM)
CESM1(CAMS5)
CESM1(CAM5.1FV2)

Centro EureMediterraneo per Italy CMCC-CM,CMCC
| Cambiameti Climatici CMS
CMCC-CESM
Centre National de France CNRM-CM5
Recherches Meteorologiques
Centre Europeen de Recherc
et Formation Avancees en
Calcul Scientifique
Commonwealth Scientific ang Australia CSIROMkK3.6.0
Industrial Research
Organisation in ciaboration
with the Queensland Climate
Change Centre of Excellencd
EC-EARTH consortium Europe EC-EARTH
LASG, Institute of China FGOALSg2
Atmospheric Physics, Chines FGOALSs2
Academy of Sciences; and
CESS, Tsinghua University
The First Institute of China FIO-ESM v1.0
Oceanography, SOA, China
Geophysical Fluid Dynamics USA GFDL-ESM2M
Laboratory GFDL-ESM2G
GFDL-CM2.1
GFDL-CM3
NASA Goddard Institute for USA GISSE2-R,GISSE2-H
Space Studies GISSE2-R-CC, GISS
E2-H-CC
Met Office Hadley Centre UK HadmGEMZ2ES
(additional HadGEMZES HadGEM2CC
realizations contributed by HadCM3
Instituto Nacional de Pesquisi
Espaciais)
National Institute of Korea HadGEM2AO
Meteorological
Research/Korea
Meteorological Administration
Institute for Numerical Russia INM-CM4

Mathematics
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Institut PierreSimon Laplace France IPSL-CM5A-LR/-
CM5A-MR/ -CM5B-LR
Japan Agency for Marine Japan MIROC4h.MIROC5
Earth Science and Technolog MIROC-ESM
Atmosphere and Ocean MIROC-ESM-CHEM

Research Institute (The
University of Tokyo), and
Nationallnstitute for

Environmental Studies

Max Planck Institute for Germany MPI-ESM-LR/-ESM-
Meteorology (MPiM) MR/-ESM-P
Meteorological Research Japan MRI-ESM1
Institute MRI-CGCM3
National Center Environmenta USA NCERCFSv2
Prediction
Norwegian Climate Centre Norway NorESMIM
NorESM1:ME
Geophysical Fluid Dynamics USA GFDL-HIRAM C180F
AM | P Laboratory HIRA; C360
Meteorological Research Japan MRI-AGCM3.25/
Institute -AGCM3.2H

2.2.3. Stochastic downscalingrocedure

In the presented approach of stochastic downscaling only precipitation and air temperature
are directly considered. But, once precipitation and temperature factors of change are
introduced into AWEGEN, the other variables might be affected asesult of linkages
considered by the weather generator.

Various GCMs multmodel ensemble and probabilistic approachesh& analysis of
climate projections have been recently proposi&d, the Bayesiarmethods (Tebaldi and
Knutti, 2007). The underlyingdea is that a performance foreceah be improved by weight
averaging results from multiple modelhe multtmodel ensemble approach realized in this
thesis followsthat of Tebaldi et al. (2005) where model combines information coming from
several GCMsand observations to determine theobability density functiongPDFs) of
future changes of different certain climatic variables at the regsmade (Fatichi et al., 2011).

In the Bayesian framework, all uncertain quantitiesraogleled as random variasl, with a

prior probability distributionsThe method assigns weights to climate models, according to
two criteria: thebias and theconvergenceThe bias measures the difference between GCM
simulations and the best a p rertairk vanabld forahe o f
control scenariog. The convergencecriterion measures the distance between the GCM
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simulations and the Atrueo val ues Nofethatfocer t ai
each statistia represents the expected \alof the PDF for the future.

The multtmodel ensemble approach of inference is used for all statistical properties of
climatic variables that are part of stochadtiownscaling, i.e., the mean, the variance, the
frequency of non precipitatiomnd the skeness of finescale precipitation (for each month),
the coefficient of variation and the skewness of anpuatipitation, and the mean monthly
air temperature (Fatichi et al., 2011; 2013). Ldeugn statistics of present climat&, are
calculated from olmved valuedased on point measurements, which therefore represent a
much smaller area as compared to a typical GCM grid cell size. The diffetestogen
observations and climatmodel realizations is accounted for by the bias criterion used to
weight diferent GCM realizations in getting proper downscalinfprmation. This implies
that the shape of the probability densitynctions of the factors of change is somewhat
dependent on thebserved climate.

In Figure 2. 4 a flowchart of the used stochastic downscaling methodology is presented
(Fatichi et al., 2011)More specifically, a set of factors of change is computed to reflect
changes in the mean monthly air temperature and several statistics of precigéaiion
mean, variance, skewness, frequency eprexipitation) at different aggregation periods (24,

48, 72, 96 h), as a result of comparing historical and projected climate model outputs. The
factors of change derived from the ensemble of GCM realizatiom subsequently applied to

a set of statistics of the observed climate in order to obtain statistics representative of the
future climate. Using these statistical properties, an updated set of@&\Eparameters can

be estimated. Each of these AVAEN parameters set is calculated assuming stationary
climate for any considered period. Finally, theppgameterized weather generator is used to
simulate hourly time series of hydotimatic variables that are considered to be representative

of the predictectlimate. For a more detailed description of the procedure, interested readers
are referred téatichi et al(2011) andFatichi et al. (2018

It is important to remind that the uncertainties captured by the proposed procedure and
quantified by thePDFs are only a part of the total uncertainty of climettenge predictions.
ThePDFs of factors of change are the result of climate model differences in predicting future;
thesePDFs do not contain any information about other sources of uncertainty (e.g., model
structure, different C®emission scenarios, etchlowever, the variation of climate change
predictions between different models is probably the most meaningful measure of uncertainty
that is presently available, although, this measure is more likely to underestimate than

overestimate the total uncertgin
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1) Estimation of AWE-GEN parameters (present climate) for a location of interest.

#

2) Calculation of climate statistical properties for a given area from realizations of an
ensemble of climate models.

|

3) Bayesian approach to calculate PDFs of the factors of change for each statistical
property, given both the results of step (2) and observations.

1'

4) Estimation of mean factors of change from PDFs and calculation of “future”
climate statistics™.

4'

5) Extension of “future” precipitation statistical properties to finer time scales.

|

6) Calculation of a new set of AWE-GEN parameters from the statistics obtained in
the steps (4) and (5).

4'

7) AWE-GEN simulation of present and future climate time series using the
parameters estimated in the steps (1) and (6) respectively.

Figure 2.4. A flowchart of the used stochastic downscaling methodology (Fatichi et al., 2011).

2.2.3.1. Factor of change

The factors of change for precipitatioRr) are calculated for each statistic used by the
weather gnerator: the medge,(h), the varianc&/ AR (h), and the skewnes3KE-(h), where
h is the aggregation interval (24, 48, 72, 96 h). The product factor is also applied to the
frequency of nosprecipt a t ipg following a logitlike transformationf (pl = py U1-

Upr), as proposed by Kilsby et al . (200¢%) . Thi
across a wide range of values, reducing inaccuracies in the computation of the product factor.
The downscaling of the lag autocorrelationp((h) is neglected due to difficulties in finding a

proper relationship for the factor of change of this statistic, and due to the weaker sensitivity

of weather generator realizationg to(h) variations.

The stochastic downscaling uses a Bayesian approach to weight climate model realizations
(Tebaldi et al., 2004, 2005; Fatichi et al., 2011) which allows one to derive the probability
distributions of factors of change@C) representative of the ensembleGEM projections.

FOC from single climate models can be calculated as rai@&CRQ or HFAGD), itea 0 (
differences of climate statistics for historical and future peridts. general equation, which
using FOCR provides the statistical properti€sat the time aggregatiom in the future

scenario reads:
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S( h) GCM,FUT

S(h)FUT = S(h)GCM,CTS

85(h)°®° = FOCR(S(h) S (2.5)

where the superscripiUT denotes the future scenar@BSdenotes observations, adI'S
denotes the control scenario, which is the GCMs run refregetie current climate. The
notation GCM impliesGeneral Circulation Model®utputs. The sought statistical property
for future climate,S"7, is then calculated from the observed statistics of present climate,
S°®S and the product factor of change cargtl using statistics derived from the control and
the future scenario§*MFUS*MCTS(optained from GCM outputs).

In order to include the effects of inteenual seasonality, the factors of change are
calculated on a monthly basis.

Low-frequency effets are important in the detection of climate change impacts, especially
when longterm variations in the occurrence and duration of drought or wet periods are likely
to be encountered. AWEEN is capable of taking into account such features of precgmitati
regime. Therefore, statistical properties describing the-arteual variability of precipitation
are also downscaled using the derived factors of change from GCM realizations. Specifically,
once downscaling is carried out for the mean precipitatidmeit aggregation intervals and

realized independently for each month, the total annual precipitafiois obtained as the

sum of modified monthly precipitation. The application of independent factors of change on a

monthly basis, howeer, has a not immediately apparent implicatigff’ may not be exactly

equal toE>§’,BS¢gﬁ‘ij-FUT /E‘ijYCTSS, where the expression in the brackets is the factor of change

estimated at the annual scale. This outcome is due to the fact thgihg@ppke factors of
change at the monthly scale is different from applying a factor of change at the annual scale.

However, in order to account for seasonality and to be coherent with the factors of change

calculated at the aggregation periods smaller thamar, 5;“ is used as the mean annual

precipitation of thdcUT scenario. Furthermore, the coefficient of variation and the skewness
of annual precipitation must be downscaled using (3.62): the downscaling of the former is
necessary inroer to introduce changes in the variance of precipitation annual time series. It
is necessary to compute a factor of change for the coefficient of variation and not directly for
the variance because of the issue of the mean annual precipitation. Therralgton
property of annual precipitation process is not directly downscaled. The value inferred from

observations is kept for simulations of future climate.
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With regard to the mean monthly temperature, its statistical prop8rigesbtained by the
foo l owi ng equation, whichFOBCes the fideltao fa

S(h)™T = S(h)8s +[s(h)GCM,FUT . S(h)GCMvCTS] = S(h) + FOCD (2. 6)

Correcting only the mean does not permit to infer changes of higher order statistics and
thus to capture the changes in the daily cycleregquency of extremes. This limitation is
related to the procedure adopted for the estimation of the parameters of the air temperature
model. Nevertheless, in many cases Haady variation of changes can be considered to have

a fairly minor effect on théydrological dynamics. The correctiggcp=T.SM T - TecucTs js

mon

applied on a monthly basis to air temperature simulated by the weather generator at the hourly

scale.

2.2.3.2. Extension of precipitation statistics to finer time scales

Since, several statics of precipitation in the weather generator are required at the
aggregation intervals of 1 h and 6 h, a methodology to infer the factors of change for these
periods is necessaryhe extension to shorter time scales is straightforward for the mean, i.
given the linearity of the mean operation, the factors of change are equal at each aggregation
period. The extension to shorter time scales is not such a trivial task for the other statistical
properties, such as the variarAR-(h), the frequency ohon-precipitationd p,(h), and the
skewnesSKE(h).

In order to inferVARs, at 1 h and 6 h aggregation intervals, a theoretical derivation of
Marani (Marani, 2003; Marani, 2005) is applied. The parameters forAle.(h) of Marani
(2003)are estimatedrdm the variance/AREY" (h) at different aggregation periods equal to or
larger than 24 hours (24, 48, 72, and 96 h). The valuga\Rj-" (h) are thus calculated once
VAR®(h)and the factors of change for precipitatieariance are known at the aggregation
period h2 24h.

The extension to 1 h and 6 h aggregation periods of the frequency -@rempitation
F,(h) is realized through an exponential functien, (h)=e*, that links G p(? 24) to
U pr(<24), considering thal p(0) = 1, by definition. The exponential decay of the frequency
of nonprecipitationd p,(h) has been observed in practically all of the analyzed time series.
The parameteo is estimated frm @ p,(24)"" and 0 p(48)Y"". The values ofi p,(h)™" are

OBS

calculated from the observeérds(h)~~~ using the factors of chand€C for logit transformed
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frequency of nofprecipitation. Since the fitting af p;(h < 24)is carried out with two values
of 0 pr(? 24), 0is determined using the least squares method.

SkewnessSKE-(h) is not extended to 1 h and 6 h aggregation periods since no suitable
relationship was found for this statistic. The factors of change for 1 h and 6 h skewness are
taken equal to one. This implies that the values obtained from observations are employed for

generating future scenarios.

2.3. Random cascade disaggregation model

Following up to the procedure, already known Figure 2.2, the hourly rainfall data,
obtained by the stochastic downscaling procedure (see section 2.2), still remain difficult to
apply for a rainfall runoff model on an urban catchment because rapid/large inputs, with
growing urbanization leading to incréagly extensive impervious surfaces and enhanced CC
effects on urban drainage, show durations of these events are often shorter than 1 hour, so
large time scales do not help to achieve good flooding results needed to estimate flood depths
and to deduct patble flood damages.

However, going from hourly to stffourly time step is not an easy operation and, in
literature, valid methods that are able to go to finer levels well preserving statistic parameters
are not so many, but one of the most popular iRéredomCascade model.

In this study, Random cascade disaggregation model was determined to be one of the best
choice, also according analysis, simaw section4.2.

Discrete multiplicative random cascade models distribute mass on successive regular
subdvisions of an interval in a multiplicative manner. This dissipative process is reminiscent
of rainfall disaggregation and multiplicative random cascade models were successfully
applied to rainfall modelling (Schertzer and Lovejoy, 1987; Over and Guptd, 1996;

Olsson, 1998; Guntner et al., 2001). There are two conceptually different but very simple
versions of a random cascé&da canonical model, which preserves mass on the average in
disaggregation, and a microcanonical model, which preserves mady axdaggregation.

This section summarizes the basic theory behind random cascade models. We use the notation
of Gupta and Waymire (1993) and Over and Gupta (1994, 1996) throughout this section. For
further details, the reader should refer to the oalgoapers.

The basic cascading structure of the multiplicative random cascade model distributes
rainfall on successive regular subdivisions withs the branching number. Thk interval
after n levels of subdivision is denote® (there arei=1,. . . intervals at leveh). The

dimensionless spatial scale is definedas @ |, i.e.,/ =1 at theOth level of subdivision.
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The distribution of mass occurs via a multiplicative process through all levels n of the

cascade, so thdté mass in subcul@ is:

i i/ ®Q Q¢ pRBRdN & (2.7)

Herei is an initial rainfall depth abh =0 andW is the secalled cascade generator. The
substantial difference between the two cascade models we test here is in how they treat the
cascade generator. The basic structure of the discrete multiplicative random cascade model as
used in this study is illustrated Figure 2. § with b =2 as the branching number amd0, 1,
and 2.

_‘__-""“‘-..H_ n= U,?"»D:Eu
Wi(1) Wi(2)
— ~ n=1,=2"
Wa(1) Wi(1) W&(2) Wi(1) | W4(3) Wi(2) Wa(4) W4(2)
n=2J,=27
(AT =ry ko WE(T) W(1) 15(A%) = rgh, WA(3) Wi(2)
1,(AZ,) =gk, WE(2) W(1) ,(A%) =gk, WL(4) W(2)

Figure 2. 5. Example of the multiplicative random cascade with branching nutmb&rand cascade
generatoiVfor scalen =0, 1, and 2. (Molnar and Buridot, 2005).

2.3.1.Moment scaling

Properties of the cascade gener&tbran be estimated from the moment scaling behaviour

across scales. Sample moments are defined as:
0 n B O O 2.8)

wheregi s t he moment o rndhesample ngoMénds shoukdaanvelgato thee
ensemble moments. However, because the ensemble moments diverge to infinity or converge
to zero asn- @, the (rate of) convergence/divergence of the moments with scale is

considered. In a random cascade, the ensemble moments are shown toib&g liogar
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function of the scale of resolutioh . The slope of this scaling relationship is known as the
Mandelbrot Kahané Peyriere (MKP) function (Mandelbrot, 1974; Kahaned aPeyriere,
1976):

cn p N aé&@ 2.9)

The MKP function contains important information about the distribution of the cascade
generatoWV, and thus determines the scaling properties of rainfall. The slope clample
moment scaling relationship can be found as:

, . L TOC n

2.10
t n /l ) E'lm ( )
For largen (ag - m and for a specific range df, slopes of the moment scaling

relationships for sample andssemble moments converge, i.e.,

cn tn (2.11

In data analysis, the scaling of the sample moments is used to egtimatend assuming
a distribution for the cascade generafdgrthe parameters of the cascade model ban be
estimated.

2.3.2.The canonical model
The canonical model used in this study is the intermittent logndsmmabdel (Gupta and

Waymire, 1993; Over and Gupta, 1994, 1996). In this model, the cascade gewérator
treated as an independent and idedliyadistributed {{d) random variable. The distribution of
W is nonnegative with B{V)=1, so that mass is, on the average, conserved at all levels in the
cascade developmemil6lnar and Burlandot, 2005).

Intermittency in rainfall is preserved by definirgg probability that W=0 exists. The
generator is written as a composite variaMeBY, whereB is an intermittency factor andis
a strictly positive random variable.

The intermittent model divides the domain into rainy and nonrainy fractions based on the

following probabilities:
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06 M p ® and0d @ 2.12)

wherel is a parameter and B)=1. Variability in the positive part of the generator is
obtained fromY. The distribution ofY is arbitrary, but it has to be positive, andrEl. For
rainfall modeling, good results have been obtained Wittgnormal (Over and Gupta, 1996),
and this is the model used here. If we taked , WhereX is a normal N(0,1) random

variable, the condition Ef=1 gives:

(AR (2.13

where, is a parameter defining the variance Yof The composite generatd¥ is then

distributed as:

0w T p ® andd ® OO ® (2.14)

and the MKP function of W is (e.g., Over and Gupta, 1994):

, , , . GEQ
cnhn tn f pnop o (2.19
The canonical model has two parameterand, , which are related to the intermittency and

variability of the generatow, respectively.

2.3.3.The microcanonical model

The microcanonical model preserves mass exactly between Ileveisthe cascade
development (as opposed to the canonical model). The cascade geWeiatar random
variable, which is constined so that in every subdivision into b subintervals at levtie

following holds:

O OQp Q p VED pltB o (2.16)
The distribution of W in this case is identical to that of the breakdown (or partition)
coefficients (e.g., Menabde and Sivapalan, 2000). Intermittency in the amomical model
is preserved by allowing
7 E m (2.17)
Assuming symmetry in the breakdown coefficients, the microcanonical model

disaggregates every nonzero rainfall amount in the interval i atrsdaleto b=2 intervals
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ard j+1) at scalen. In this case, two situations may occur. First is that intermittency emerges
in one interval only at the scatewith probabilityr)  , i.e.,

b Q méid Qp m i (2.18)

Second is that intermittency does not emerge, and both intearad$ +1 have 0¥<1.
A patrticularly suitable probability density function fdfunder the symmetric case is the Beta
distribution with the parametargoverning the variance &Y.

o~ p . .
QU WU p 0 (2.19

whereB(a) is the Beta function. This distribution has a meaW)gQ.5 and variance Van).
Fora =1, this distribution is exactly uniform; fa>1, it is beltshaped symmetrically around
E(W). In generation, if we take the branching nunibef, we need to generate two values of
W (w1l andw2) which satisfy Eq(2. 16) and are distributed according to Eg. 18). This can
be done by generating two independent gardistiibuted numbersl andx2 with parameter

a. Then their ratioswl=x1/(x1+x2) andw2=x2/(x1+x2) will satsfy both requirements. The
parameten can be estimated by the method of moments:

p

The nonintermittent part of the microcanonical model is identical to that of Menabde and
Sivapalan (2000) where it wassed to disaggregate rainfall during storm periods. The
microcanonical model also has two parametérs, and a, which are related to the

intermittency and variability of the generaitdt respectively.

2.3.4.Parameter estimation

2.3.4.1 Parameter estimation-canonical model

The parameters of the canonical model are estimated from the MKP function. First, the
sample moment8 1 are computed at all scalesaccording to Eq(2. 8), and the slope
t 1 of the relationship with the scalé is determined by linear regression on -log
transformed data according to E.10).
The two parameters of the canonical model can be directly estimated fram)thenction
given in Eq.(2. 15).
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These parameters are estimated from all data and are constant. The model using these
estimates will be referred to as the canonical model with constant parameters, C(CT).

Another possibleapproach is to estimate and, for each nonzero rainfall interval at
scalen =0, and to relate the parameters to the rainfallirate then =0 scale: this might be

called the large scale forcing (LSF) relation, following Over and Gupta (1994).

2.4. EPA SWMM Model
The EPA Storm Water Management Model (SWMM) is a dynamic rainfabff

simulation model used for single event or ldegn (continuous) simulation of runoff
quantity and quality from primarily urban areas. The runoff component of SWMM operates
on a colledon of subcatchment areas that receive precipitation and generate runoff and
pollutant loads. The routing portion of SWMM transports this runoff through a system of
pipes, channels, storage/treatment devices, pumps, and regulators. SWMM tracks the quantit
and quality of runoff generated within each subcatchment, and the flow rate, flow depth, and
quality of water in each pipe and channel during a simulation period comprised of multiple
time steps. SWMM was first developed in 19711 and has undergonel seagaupgrades

since then. It continues to be widely used throughout the world for planning, analysis and
design related to storm water runoff, combined sewers, sanitary sewers, and other drainage
systems in urban areas, with many applications in-urban areas as well. The current
edition, Version 5, is a complete-vgite of the previous release. Running under Windows,
SWMM 5 provides an integrated environment for editing study area input data, running
hydrologic, hydraulic and water quality simulatsprand viewing the results in a variety of
formats. These include colepded drainage area and conveyance system maps, time series
graphs and tables, profile plots, and statistical frequency analyses.

2.4.1.Modeling Capabilities

SWMM accounts for varioulydrologic processes that produce runoff from urban areas.
These include:

* time-varying rainfall,

* evaporation of standing surface water ;

* snow accumulation and melting;

* rainfall interception from depression storage;

* infiltration of rainfall into unsaturad soil layers;

* percolation of infiltrated water into groundwater layers;
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interflow between groundwater and the drainage system;
nonlinear reservoir routing of overland flow;
capture and retention of rainfall/runoff with various types of low impact dpretot

(LID) practices.

Spatial variability in all of these processes is achieved by dividing a study area into a

collection of smaller, homogeneous subcatchment areas, each containing its own fraction of

pervious and impervious sw#veas. Overland flow cabe routed between sabeas, between

subcatchments, or between entry points of a drainage system. SWMM also contains a flexible

set of hydraulic modeling capabilities used to route runoff and external inflows through a

drainage system network of pipebaanels, storage/treatment units and diversion structures.

These include the ability to:

*

*

handle networks of unlimited size;

use a wide variety of standard closed and open conduit shapes as well as natural
channels;

model special elements such as storag@tinent units, flow dividers, pumps, weirs,
and orifices;

apply external flows and water quality inputs from surface runoff, groundwater
interflow, rainfalldependent infiltration/inflow, dry weather sanitary flow, and user
defined inflows;

utilize eitherkinematic wave or full dynamic wave flow routing methods;

model various flow regimes, such as backwater, surcharging, reverse flow, and
surface ponding;

apply userdefined dynamic control rules to simulate the operation of pumps, orifice

openings, and wecrest levels.

In addition to modeling the generation and transport of runoff flows, SWMM can also

estimate the production of pollutant loads associated with this runoff. The following processes

can be modeled for any number of udefined water qualitgonstituents:

*

*

*

dry-weather pollutant buildup over different land uses;
pollutant washoff from specific land uses during storm events;
direct contribution of rainfall deposition;

reduction in dryweather buildup due to street cleaning;

reduction in washoffoad due to BMPs;
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* entry of dry weather sanitary flows and uspecified external inflows at any point
in the drainage system;

*  routing of water quality constituents through the drainage system;

*  reduction in constituent concentration through treatmenbimagé units or by natural

processes in pipes and channels.

2.4.2.Typical Applications of SWMM

Since its inception, SWMM has been used in thousands of sewer and stormwater studies
throughout the world. Typical applications include:

*  design and sizing of dmage system components for flood control;

* sizing of detention facilities and their appurtenances for flood control and water

quality protection;

*  flood plain mapping of natural channel systems;

*  designing control strategies for minimizing combined sewerflows;

*  evaluating the impact of inflow and infiltration on sanitary sewer overflows;

*  generating nopoint source pollutant loadings for waste load allocation studies;

*  evaluating the effectiveness of BMPs for reducing wet weather pollutant loadings.

243SWMM6 S CONCEPTUAL MODEL

SWMM conceptualizes a drainage system as a series of water and material flows between
several major environmental compartments. These compartments and the SWMM objects
they contain include:

*  the Atmospherecompartment, fromwhich precipitation falls and pollutants are
deposited onto the land surface compartment. SWMM uses Rain Gage objects to
represent rainfall inputs to the system;

*  the Land Surfacecompartment, which is represented through one or more
Subcatchment object#t. receives precipitation from the Atmospheric compartment
in the form of rain or snow; it sends outflow in the form of infiltration to the
Groundwater compartment and also as surface runoff and pollutant loadings to the
Transport compartment;

*  the Groundwater compartment receives infiltration from the Land Surface
compartment and transfers a portion of this inflow to the Transport compartment.

This compartment is modeled using Aquifer objects;
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*  the Transportcompartment contains a network of conveyancenetds (channels,

pipes, pumps, and regulators) and storage/treatment units that transport water to

outfalls or to treatment facilities. Inflows to this compartment can come from surface

runoff, groundwater interflow, sanitary dry weather flow, or from +efmed

hydrographs. The components of the Transport compartment are modeled with Node

and Link objects.

Not all compartments need appear in a particular SWMM model. For example, one could

model just the transport compartment, usinggeBned hydrographas inputs.

2.4.3.1. VisualObjects

Figure2.6depi ct s how

a collecti

on

of

SWMMO s

Vi

to represent a stormwater drainage system. These objects can be displayed on a enap in th

SWMM workspace. The following sections describe each of these objects.

Raingage

Divider

Storage Unit

% Junction

Conduit

Outfall

Requlator

Pump

Figure 2.6. Example of representation of visula objects in EPA SWMM (Rossman, 2010)

The difference between the natural ground cover and various typrepervious surfaces

in urbanized areas.

Rain Gages supply precipitation data for one or more subcatchment areas in a study region.

The rainfall data can be either a udefined time series or come from an external file.

Several different popular rainfalile formats currently in use are supported, as well as a

standard usedefined format. The principal input properties of rain gages include:

*  rainfall data type (e.g., intensity, volume, or cumulative volume);

*  recording time interval (e.g., hourly, -bBinute, etc.);

*  source of rainfall data (input time series or external file);

* name of rainfall data source.
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2.4.3.11. Subcatchments

Subcatchments are hydrologic units of land whose topography and drainage system
elements direct surface runoff to a sindiecharge point. The user is responsible for dividing
a study area into an appropriate number of subcatchments, and for identifying the outlet point
of each subcatchment. Discharge outlet points can be either nodes of the drainage system or
other subcatahnents.

Subcatchments can be divided into pervious and impervious subareas. Surface runoff can
infiltrate into the upper soil zone of the pervious subarea, but not through the impervious
subarea. Impervious areas are themselves divided into two subaoe@s that contains
depression storage and another that does not. Runoff flow from one subarea in a subcatchment
can be routed to the other subarea, or both subareas can drain to the subcatchment outlet.

Infiltration of rainfall from the pervious area ofsabcatchment into the unsaturated upper
soil zone can be described using three different models:

*  Horton infiltration;
*  GreerAmpt infiltration;
*  SCS Curve Number infiltration;

To model the accumulation,-distribution, and melting of precipitation thalls as snow
on a subcatchment, it must be assigned a Snow Pack object. To model groundwater flow
between an aquifer underneath the subcatchment and a node of the drainage system, the
subcatchment must be assigned a set of Groundwater parameters. Pbliilthm and
washoff from subcatchments are associated with the Land Uses assigned to the subcatchment.

The other principal input parameters for subcatchments include:

*  assigned rain gage;

*  outlet node or subcatchment;

*  assigned land uses;

*  tributary surfae area;

*  imperviousness;

*  slope;

*  characteristic width of overland flow;

*  Manning's n for overland flow on both pervious and impervious areas;
*  depression storage in both pervious and impervious areas;

*  percent of impervious area with no depression storag
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2.4.3.12. Junction Nodes

Junctions are drainage system nodes where links join together. Physically they can
represent the confluence of natural surface channels, manholes in a sewer system, or pipe
connection fittings. External inflows can enter theteyn at junctions. Excess water at a
junction can become partially pressurized while connecting conduits are surcharged and can
either be lost from the system or be allowed to pond atop the junction and subsequently drain
back into the junction.

The princpal input parameters for a junction are:

* invert elevation;

* height to ground surface;

* ponded surface area when flooded (optional);

* external inflow data (optional).

2.4.3.13. Outfall Nodes

Outfalls are terminal nodes of the drainage system used toedBfial downstream
boundaries under Dynamic Wave flow routing. For other types of flow routing they behave as
a junction. Only a single link can be connected to an outfall ndueboundary conditions at
an outfall can be described by any one of the Walg stage relationships:

* the critical or normal flow depth in the connecting conduit;

* a fixed stage elevation;

* a tidal stage described in a table of tide height versus hour of the day;

* a userdefined time series of stage versus time.

The principal inpit parameters for outfalls include:

* invert elevation;

* boundary condition type and stage description;

* presence of a flap gate to prevent backflow through the outfall.

2.4.3.14. Storage Units

Storage Units are drainage system nodes that provide stoohgeev Physically they
could represent storage facilities as small as a catchbasin or as large as a lake. The volumetric
properties of a storage unit are described by a function or table of surface area versus height.
The principal input parameters for sige units include:

* invert elevation;
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* maximum depth;

* depthsurface area data;

* evaporation potential;

* ponded surface area when flooded (optional);

* external inflow data (optional).

2.4.3.15. Conduits

Conduits are pipes or channels that move water foora node to another in the
conveyance system. Their cressctional shapes can be selected from a variety of standard
open and closed geometries. Irregular natural esesson shapes are also supported.

SWMM uses the Manning equation to express thdioglship between flow ratg), cross
sectional areaA), hydraulic radius ), and slope § in open channels and partially full
closed conduits. For standard U.S. units,

o %(8 YUY (2.21)
wheren is the Manningroughness coefficient. For Steady Flow and Kinematic Wave flow
routing, Sis interpreted as the conduit slope. For Dynamic Wave flow routing it is the friction
slope (i.e., head loss per unit length).

The principal input parameters for conduits are:

* names of the inlet and outlet nodes;

* offset heights of the conduit above the inlet and outlet node inverts;

* conduit length;

* Manning's roughness;

* crosssectional geometry;

* entrance/exit losses;

* presence of a flap gate to prevent reverse flow.

2.4.3.16. Pumps

Pumps are links used to lift water to higher elevations. A pump curve describes the relation
between a pump's flow rate and conditions at its inlet and outlet nodes.

The on/off status of pumps can be controlled dynamically throughde$eed Contrb
Rules.

The principal input parameters for a pump include:
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* names of its inlet and outlet nodes;
* name of its pump curve;

* initial on/off status.

2.4.3.17. Flow Regulators

Flow Regulators are structures or devices used to control and divert flows waithin
conveyance system. They are typically used to:

* control releases from storage facilities;

* prevent unacceptable surcharging;

* divert flow to treatment facilities and interceptors.
SWMM can model the following types of flow regulators:
a) Orifices

Orifices are used to model outlet and diversion structures in drainage systems, which are
typically openings in the wall of a manhole, storage facility, or control gate. They are
internally represented in SWMM as a link connecting two nodes. An orifice can itfasese
circular or rectangular shape, be located either at the bottom or along the side of the upstream
node, and have a flap gate to prevent backflow.

Orifices can be used as storage unit outlets under all types of flow routing. If not attached
to a stoage unit node, they can only be used in drainage networks that are analyzed with
Dynamic Wave flow routing.

The flow through a fully submerged orifice is computed as

L 60¢ (2.22)

where Q = flow rate, C = discharge coefficient, A = area of orifice opening, g = acceleration
of gravity, and h = head difference across the orifice. The area of an orifice's opening can be
controlled dynamicajl through usedefined Control Rules.

The principal input parameters for an orifice include:

* names of its inlet and outlet nodes;

* configuration (bottom or side);

* shape (circular or rectangular);

* height above the inlet node invert;

* discharge coefficiat.
b) Weirs
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Weirs, like orifices, are used to model outlet and diversion structures in a drainage system.
Weirs are typically located in a manhole, along the side of a channel, or within a storage unit.
They are internally represented in SWMM as a linkrexting two nodes, where the weir
itself is placed at the upstream node. A flap gate can be included to prevent backflow.

Weirs can be used as storage unit outlets under all types of flow routing. If not attached to
a storage unit, they can only be useddrainage networks that are analyzed with Dynamic
Wauve flow routing.

The height of the weir crest above the inlet node invert can be controlled dynamically
through usedefined Control Rules. This feature can be used to model inflatable dams.

The princip&input parameters for a weir include:

* names of its inlet and outlet nodes;
* shape and geometry;
* crest height above the inlet node invert;
* discharge coefficient.
c) Qutlets

Outlets are flow control devices that are typically used to control outflowms $torage
units. They are used to model special hdmdharge relationships that cannot be
characterized by pumps, orifices, or weirs. Outlets are internally represented in SWMM as a
link connecting two nodes. An outlet can also have a flap gate thattseefibw to only one
direction.

Outlets attached to storage units are active under all types of flow routing. If not attached
to a storage unit, they can only be used in drainage networks analyzed with Dynamic Wave
flow routing.

A userdefined function o table of flow versus head difference determines the flow
through an outlet.

The principal input parameters for an outlet include:

* names of its inlet and outlet nodes;
* height above the inlet node invert;

* function or table containing its hedischargeelationship.

2.4.3.2. NonVisual Objects

In addition to physical objects that can be displayed visually on a map, SWMM utilizes
several classes of nesual data objects to describe additional characteristics and processes
within a study area. In the folving section, some of the units are analyzed.

Laura Bidera Miceli 85



CHAPTHER 2 Methods and model

2.4.3.2.1. Climatology

In this section some of the objects are described.

Temperature
Air temperature data are used when simulating snowfall and snowmelt processes during

runoff calculations. If these processare not being simulated then temperature data are not
required.
Air temperature data can be supplied to SWMM from one of the following sources:
* a userdefined time series of point values (values at intermediate times are
interpolated);
* an external climte file containing daily minimum and maximum values (SWMM fits
a sinusoidal curve through these values depending on the day of the year

Evaporation
Evaporation can occur for standing water on subcatchment surfaces, for subsurface water

in groundwater agjfers, and for water held in storage units. Evaporation rates can be stated

as:
* a single constant value;
* a set of monthly average values;
* a userdefined time series of daily values;

* daily values read from an external climate file.

2.4.3.2.2. Unit Hydographs

Unit Hydrographs (UHs) estimate rainfalérived infiltration/inflow (RDII) into a sewer
system. A UH set contains up to three such hydrographs, one for @aeshoresponse, one
for an intermediatéerm response, and one for a lelegm responséd UH group can have up
to 12 UH sets, one for each month of the year. Each UH group is considered as a separate
object by SWMM, and is assigned its own unique name along with the name of the rain gage
that supplies rainfall data to it.

2.4.3.2.3. Time s&rs

Time series can be used to describe:
* temperature data;

* evaporation data;

* rainfall data;

* water stage at outfall nodes;
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* external inflow hydrographs at drainage system nodes;

* external inflow pollutographs at drainage system nodes.

Each time series ust be given a unigue name and can be assigned any number of
timevalue data pairs. Time can be specified either as hours from the start of a simulation or as
an absolute date and tiroé-day.

For rainfall time series, it is only necessary to enter pexottisnon-zero rainfall amounts.
SWMM interprets the rainfall value as a constant value lasting over the recording interval
specified for the rain gage that utilizes the time series. For all other types of time series,
SWMM uses interpolation to estimatewas at times that fall in between the recorded values.

For times that fall outside the range of the time series, SWMM will use a value of 0 for
rainfall and external inflow time series, and either the first or last series value for temperature,

evaporain, and water stage time series.

2.4.3.3. Computational Methods

SWMM is a physically based, discreime simulation model. It employs principles of
conservation of mass, energy, and momentum wherever appropriate. This section briefly

describes some methr@@&WMM uses to model stormwater runoff quantity.

2.4.3.3.1. Surface Runoff

The conceptual view of surface runoff used by SWMM is illustrateBigoire 2. 7below.
Each subcatchment surface is treated as a nonlineservoir. Inflow comes from
precipitation and any designated upstream subcatchments. There are several outflows,

including infiltration, evaporation, and surface runoff.

RAINFALL ,
EVAPORATION SNOWMELT

y ¢

d —

I b - S,
y | | 7
7777777777777 7 //1:// \I//////////

SO

INFILTRATION

Figure 2.7. Conceptual view of surface runoff (Rosmm 2010)

The capacity of this "reservoir" is the maximum depression storage, which is the maximum
surface storage provided by ponding, surface wetting, and interception. Surface runoff per
unit area, Q, occurs only when the depth of water in the "resémxieeds the maximum
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depression storage, dp, in which case the outflow is given by Manning's equation. Depth of
water over the subcatchment (d in feet) is continuously updated with time (t in seconds) by
solving numerically a water balance equation dkersubcatchment.
Infiltration

Infiltration is the process of rainfall penetrating the ground surface into the unsaturated soil
zone of pervious subcatchments areas. SWMM offers three choices for modeling infiltration:

*  Horton's Equation

This method is base on empirical observations showing that infiltration decreases
exponentially from an initial maximum rate to some minimum rate over the course of a long
rainfall event. Input parameters required by this method include the maximum and minimum
infiltration rates, a decay coefficient that describes how fast the rate decreases over time, and
a time it takes a fully saturated soil to completely dry;

*  GreenrAmpt Method

This method for modeling infiltration assumes that a sharp wetting front exists in the soil
column, separating soil with some initial moisture content below from saturated soil above.
The input parameters required are the initial moisture deficit of the soil, the soil's hydraulic
conductivity, and the suction head at the wetting front;

*  Curve NumbeMethod

This approach is adopted from the NRCS (SCS) Curve Number method for estimating
runoff. It assumes that the total infiltration capacity of a soil can be found from the soil's
tabulated Curve Number. During a rain event this capacity is depletedfiastaon of
cumulative rainfall and remaining capacity. The input parameters for this method are the
curve number, the soil's hydraulic conductivity (used to estimate a minimum separation time

for distinct rain events), and a time it takes a fully satarabil to completely dry.

2.4.3.3.2. Flow Routing

Flow routing within a conduit link in SWMM is governed by the conservation of mass and
momentum equations for gradually varied, unsteady flow (i.e., the Saint Venant flow
equations). The SWMM user has aide on the level of sophistication used to solve these
equations:

a) Steady Flow Routing

Steady Flow routing represents the simplest type of routing possible (actually no routing)
by assuming that within each computational time step flow is uniform a@adiyst Thus it
simply translates inflow hydrographs at the upstream end of the conduit to the downstream
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end, with no delay or change in shape. The Manning equation is used to relate flow rate to
flow area (or depth).

This type of routing cannot account fonannel storage, backwater effects, entrance/exit
losses, flow reversal or pressurized flow. It can only be used with dendritic conveyance
networks, where each node has only a single outflow link (unless the node is a divider in
which case two outflow liks are required). This form of routing is insensitive to the time step
employed and is really only appropriate for preliminary analysis usingt&rng continuous
simulations.

b) Kinematic Wave Routing

This routing method solves the continuity equatiomglavith a simplified form of the
momentum equation in each conduit. The latter requires that the slope of the water surface
equal the slope of the conduit.

The maximum flow that can be conveyed through a conduit is thédwliManning equation
value. Anyflow in excess of this entering the inlet node is either lost from the system or can
pond atop the inlet node and bem&oduced into the conduit as capacity becomes available.

Kinematic wave routing allows flow and area to vary both spatially and tedthpwithin
a conduit. This can result in attenuated and delayed outflow hydrographs as inflow is routed
through the channel. However this form of routing cannot account for backwater effects,
entrance/exit losses, flow reversal, or pressurized flow, iqralso restricted to dendritic
network layouts. It can usually maintain numerical stability with moderately large time steps,
on the order of 5 to 15 minutes. If the aforementioned effects are not expected to be
significant then this alternative can beaturate and efficient routing method, especially for
long-term simulations.

¢) Dynamic Wave Routing

Dynamic Wave routing solves the complete -dimaensional Saint Venant flow equations
and therefore produces the most theoretically accurate results. dthesi@ns consist of the
continuity and momentum equations for conduits and a volume continuity equation at nodes.

With this form of routing it is possible to represent pressurized flow when a closed conduit
becomes full, such that flows can exceed thleffow Manning equation value.

Flooding occurs when the water depth at a node exceeds the maximum available depth,
and the excess flow is either lost from the system or can pond atop the nodeeatet the
drainage system.

Dynamic wave routing can amgnt for channel storage, backwater, entrance/exit losses,

flow reversal, and pressurized flow. Because it couples together the solution for both water
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levels at nodes and flow in conduits it can be applied to any general network layout, even
those contaiimg multiple downstream diversions and loops. It is the method of choice for
systems subjected to significant backwater effects due to downstream flow restrictions and
with flow regulation via weirs and orifices. This generality comes at a price of havinge

much smaller time steps, on the order of a minute or less (SWMM will automatically reduce
the userdefined maximum time step as needed to maintain numerical stability).

2.4.3.3.3. Surface Ponding
Normally in flow routing, when the flow into a junoh exceeds the capacity of the system

to transport it further downstream, the excess volume overflows the system and is lost. An
option exists to have instead the excess volume be stored atop the junction, in a ponded
fashion, and be reintroduced into #hestem as capacity permits. Under Steady and Kinematic
Wave flow routing, the ponded water is stored simply as an excess volume. For Dynamic
Wave routing, which is influenced by the water depths maintained at nodes, the excess
volume is assumed to pond ovtke node with a constant surface area. This amount of surface
area is an input parameter supplied for the junction.

Alternatively, the user may wish to represent the surface overflow system explicitly. In
open channel systems this can include road mvesfat bridges or culvert crossings as well
as additional floodplain storage areas. In closed conduit systems, surface overflows may be
conveyed down streets, alleys, or other surface routes to the next available stormwater inlet or
open channel. Overflosvmay also be impounded in surface depressions such as parking lots,

back yards or other areas.
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Chapter 3

Study case Palermo drainage system

In order to conduct a careful analysis of #tedy casgit is importantto know problems
associated with crisis events and semtonomic situation about population.

The studied basin is the center of the city of Palermo. Palermo has been for many years
subject to overload phenomena and surface runoff (Incontrera, 2014g @teerseveral
papers that have dealt with the problem. The University of Palermo and especially the
Department of Hydraulic and Environmental Application (now DepartmantCivil,
Environmental, Aerospace, Materials Engineedngl CAM) has been involvedni activities
to protect the territory of the city of Palermo many times. For examples in 1999 AMAP
(Azienda Municipalizzata Acquedotti Palermo), company that manages water resources in
Palermo, entrusted the updating and integrating knowledge about setmarrknin the
historical part of the city to the Departmeoft Civil, Environmental, Aerospace, Materials
Engineering of the University of Palermo.

In this chapter a brief introduction about the city, with particular regard to characteristics

of the draimge system is described.
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3.1. The city of Palermo
Palermo is a city with 671696 (Istat, 2016) habitants in the +eash of Sicily Island.

Founded by the Phoenicians in 734 BC, the city has undergone several changes as a result of
the numerous settlemerdser the time. The city was a plain with many marshy areas. Now
the plain is almost completely urbanized and surrounded by mountains with a predominantly
limestone. The climate is Mediterranean, characterized by Hot summers and cooainy
winters.

Palermo is divided into 8 districts, definecoscrizioni The historic district of the city is
called First-Palazzo RealMonte di Pieta Over the past 30 years, this district has gone
through a radical change of his employment (Busetta, 2013). Thefldcklding renovation
has created a first abandonment of the district and a subsequent repopulation by foreigners.
About a quarter of all foreign residents in the city actually lives inside only this district and
the measures for ancient buildings areyv&carce. The population density is still very high,

about 8000 inh/kfncompared to average population density in the city, about 3000 ihh/km

3.2. Historic information of Palermo sewer system

The construction of the sewage of Palermo has gone harahthwith the evolution of the

city. During the Arab settlement, the city was enclosed by two rivers called "Kemonia" and
"Papireto” who received all discharges of the city and representing a perennial hygienic

danger Figure 3.J.

Figure 3.1. In blue the sea and the Kemonia and Papireto rivers, in orange the old town, in yellow the

necropolis (Incontrera, 2014)
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Felice Giarrusso writes that as a result of epidemics and floods causkd Kgmonia
River in 1557 and 1575, the Senate dealt with the problem of drainage of the two streams by
adopting some solutions: about the Kemonia River, it was decided to divert the water coming
from the mountain regions, corresponding to the avenuesy todlledviale delle Scienge
corso Pisaniand Fossa della Garofalanto the Oreto River and lowest spring waters were
conveyed to the harbor area through a covered channel with a vaulted roof that ran under the
old course; about the Papireto River, itsndecided to fill the pit called "Danisinni” from
which originated the river with a covered canal that served as a disposer of water draining to
the harbor area.

However these works were not revealed sufficient to eliminate the dangers of floods,
perhaps de to insufficient collectors. In fact, soon after heavy rainfall the filled area is
transformed back into the swamp and in the following time intensive rainfall has continued to
generate floods with damage and many casualties. It is interesting toatpte that time, the
roads were built as a cradle, accepting the notion that the road had turned into collector during
rainfall event. The drainage system continued to be one of tballsd bells, shafts or pipes,
made by individuals without a comprelsere plan, which discharged in two covered streams.
These pipes are made of clay. They broke often for brittleness of the material and sewage was
going to soak the soil. At the same time many aqueducts, also made of clay, suffered the same
fate with constat dangers of drinking water contamination and cholera epidemics, as in 1837
and in 1854.

Meanwhile, the city began to expand, it was realimedviaquedaand extended up to the
countryside, a project for the reconstructionGdrso Vittorio Emanuelevas dsigned by
Torregrossa R. and Ampulla M. in 1858. Those engineers renovated the sewer system,
providing for the construction of the road with culverts, sidewalks and pronounced slope as to
convey the rain water through the culverts. These notions were aumpted by the
Technical Department of the Municipality and implemented in the new city sewers.

Before 1886, the city sewer network had a total length of approximately 70 km of canals
and 26 outfalls into the sea, 11 dischargeSdta (the harbor), 5lang the beach at theoro
Italico and 10 distributed amorigjazza S. Muzzan front of the existing commercial harbor,
andPiazza UcciardoneFollowing the expansion of the city, which extended in principle by
the river Oreto to Via Notarbartolo, in 198 Municipality of Palermo decided to draw up a
general plan of the sewer system (Incontrera, 2014).

The city was divided into three basins with independent collection and sewer systems: a)

the first one was bounded by the Oreto Rigerso OlivuzzaVia CavourandVia Volturng
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b) the second one was boundedvig F. Crispi PA-TP railway,Via Volturnoand thePasso
di Riganochannel; c) the third one was bounded by HArailway,Passo di Riganchannel,
Via Principe di ScaleaandPiazza LibertaPiazzal.eoni In turn, the city area was protected

by appropriate stormwater channels.

3.3. Current assessmenof the drainage system of Palermo
The current sewer system has been drawn in the 1930, but, the urban expansion without

adequate extension of sewad®e tnadequacy of existing hydraulic infrastructures, the non
realization of part of the channels that allow the diversion of rainwater from the mountains
that surround the city, still now amount to situations of discomfort which in some cases can
cause seerity damage (Incontrera, 2014).

With the adoption of the Merli law (No. 319/05.10.1976) and the drafting of the new
program for the implementation of the drainage system for the city of Pald?AiRF(
Programma di Attuazione della Rete Fognariay the Dvision of Public Works, after
approved by the Land and Environment Regional Department in 1987, problems related to the
disposal of rainwater, even if partially, find a proper solution.

In summary, the characteristic features of the solutions outlinethédyPARF can be
summarized as follows:

1. Subdivision of the entire urbanized area into two basins:

a) a main basin called th&outhEastern with an expected population
equivalent of 880,000 inhabitants gravitating to the water treatment plant
located inAcquadei Corsariarea;

b) a secondary basin calledorth-Westernwith an expected population
equivalent of 100,000 people gravitating to the water treatment plant
located in thd=ondo Verdearea;

2. Construction of two main pipesS¢uthEastern and NortihWesternpipes) at the
service of the two mentioned above basins;

3. Realization of the two named wastewater treatment plants serving the two basins;
4. Elimination of all discharges inshore with the exception of those emissaries in
relation to surplus flows and stormwater the areas served by separated system;

5. Building of an offshore pipes to carry the water from the two wastewater treatment

plan;
6. Reuse of treated water for irrigation or for groundwater recharge;

7. Reorganization of the main stormwater channels to protbaniarea.
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Currently only some works, mentioned in the PARF, have been realized. The 5 lots already
banned are shown below, pointing out the state of realization of the work.

3.3.1. Separate system and pump station inside shipyard area
This first lot dealswith the reorganization ofCantieri Navali discharge area with

separation of wastewater, (up to a dilution equal to 3 times the average flow rate Qm) from
stormwater, the removal of stormwater through a channel, out of the shipyard area and the

building d a pump station lifting for wastewatdfigure 3.2in red)

From Arenclla and Vergine Maria

Netarbartele pipe

Sampele pipe >
Melepipe o » Q
Passe di Rigane channel ===t
! 4

South-Eastern pipe
te be realized

Frem shipyard

Calapipe
Fore ltalice pipe

% Orete River

Frem Orete to
via Diaz

bl LT

wia Diaz
South-Castern pipe

stlirealized

Water reuse

Figure 3.2. Scheme about recovery plan to clean Palermo coast (Incontrera, 2014).

From technical point of view limited exetive changes must be made to connect these
works with the sewage pumping station. Its final design is almost ready, because most of

these works are realized during the intervention funded by the Portual Authority Agency.
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3.3.2. Pipe connecting shipyard aga to the second pump station
It connects to |l ot n.1 and concer nAcquahe wa:

dei Corsariwastewater treatment with a channel from harbor area to sewage pump station of
Porta Felice(Figure 3.2in light green) For this work the municipality of Palermo and the
company which deals with water management have already prepared the preliminary project

but nothing has been realized.

3.3.3. Removal of discharge to the sea
This program work concerns the intgstien of pipes, the sewage pumpindlarta Felice

plant and the adduction to tt&outhEasterncollector of the group of discharges present
along theForo Italico, the South Quayand within theCala area Figure 32 in blue) The

works for the construction of the pumping station and its pipes were made in 2007. However,
it was expected a updating of this system due to the construction of other works included in
the PARF, which will bring additional flows: the consiction of a pipe througpiazza della

Pace corso ScinaVia Quintino Sellaandvia Puglisiand the construction of another pipe,

which will pass undevia Romaandvia Cavourto reconnect to th€ala pipe.

3.3.4. Building of sewer networks
As part of ths lot two interventions aimed at the elimination of secondary discharges are

grouped hereHRigure 3.2in yellow), with less importance than in harbor area, but with
strategic importance for the achievement of alasaters quality:

a) Construction of the sewer network fArenellaandVergine Mariasuburbs, with
adduction to the shipyard. This intervention aims to regulate discharges of 9,500
residents imrenellaandVergine Mariathat currently end up into the seadgputs
them in the sewer network. The work has been completed in 2012.

b) Interception of discharges froMia Diazto the Oreto River and adduction to the
SouthEasternEmissar. Thé&SouthEasternemissary has been realized only for the
final path between theight bank of the Oreto River and the sewage treatment
plant. It is long 6.5 kilometers and has a circular diameter of 3.7 m. For now it
collects the wastewater frorSperone Ciaculli, Brancacciq Oreto, Guadagna
Villagrazia, Bonagig Falsomieleand parbf Villaggio Santa Rosalia

So that it may come into operation lacks the construction of approximately 3100 m of new
pipeline neawvia Uditore and the area betwedtiazza Principe di Camporealendvia del
Vespro A spillway system and a siphon in corresgence of the Oreto River are also
provided. The realized works have been financed because have been included in the three

year program of public works of the Palermo Municipality (2Q2009).
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3.3.5. Wastewaters Treatment Plants
These interventions on thAcqua dei Corsariwastewater treatment plant bring the

capacity from the current 440,000 population equivalent to the capacity providBARS¥

(Figure 3.2in purple). This expansion is necessary because witintpkementation of the
measures referred to lots no. 2, 3 and 4 is to complete the adduction to the purifier of the
whole wastewater faBouthWestbasin required bY?ARFE About this it should be noted that

the wastewater treatment plant was built with ge@eral hydraulic parts sized for its final
structure (880,000 habitants) and the enhancement involves the construction of new tanks for
grit removal, primary and secondary sedimentation and oxidation. However these new
contributions of wastewater will lalw the completion of the overall project of reuse of treated
water for irrigation, which was first funded a lot of 300 I/sec potential in 1BRjue 3.2in

dark green).

The Fondo Verdewastewater treatment plahtas been completed and is currently in
operation at full load. It is located wmia Olimpo and treats the wastewaters flow down
Mondellg Valdesj Partanna MondellpZEN |, Z.E.N. ||, Pallavicino and Villaggio Ruffini
However the purified wastewater esof back into the sewer system that revolves oistuth
Easternbasin because of not completBdrth-WesternEmissary and the offshore pipe in
Cala D'Isola In fact, theNorth-WesterrEmissary has been achieved without the final stretch

betweenTommaso Nle andCala D'Isola(Incontrera, 2014).

3.4. Recent flood events
In Palermo, phenomena of overflowing were always recorded, mainly due to flood of

underground channels. To alleviate these episodes additional infrastructure for preservation of
the town ad in particular the old center of the city were built. The first measure, which was
adopted as a result of flooding in 1931, during which the city was fully involved, was the
construction of théasso di Riganahannel. Although it is now transformed irs@wer pipe,
this work has proved useful in preventing flood damage effects of previous centuries.
However the construction of the chanRalsso di Riganavas not sufficient to protect certain
areas of the city, especially the deeper ones in the old tatrb#dzame flooded for events
with very low return period, equal te2years (Freni, 1996).

Following further investigations, even by the local Civil Protection Agency, the channel
that collects the Papireto River has been designed, in order to preverdimgyluring rainy
periods. Even this action has improved the efficiency of the drainage system in the old town

of Palermo, but overflowing continue to occur.
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It is possible to note that since 2007, the year in which the last major changes to the sewer
system were made, overflowing events mainly occur along the coastlineSfesracavallo
to Acqua dei Corsarand along the surrounding highway areas, nearby the axes of the main
crossing Yiale Michelangelpviale Laziq via Pitré, corso Calatafimivia Oretg). The causes
of these inefficiencies, resulting in traffic inconveniences of course, because they involve the
principal street of the londistance traffic, are difficult to understand, although some
assumptions can be done. For example, it canseraxd that the waterproofing of additional
areas below the hills of Palermo has caused a higher flow rate to discharge. This is very clear
in at least two critical events. The first event was the construction of a large shelter for
emigrate invia BelmonteChiavelli the impermeable surface has created a slide, almost a
preferential channel, with the outlet in a narrow street. The result has been to channel the
water directly in the residential area. The second recently occurred example is a major
quantity of water in the pipes along the streeisle Michelangelcandviale Lazio even in
this case it is expected a growing urbanization in that areas.

After this complete explanation of the drainage system of Palermo, it is important to
remark that this studfyocuses only on the center of Palermo a&figure 3.3 points out

location of studied manholes (black dots).

Figure 3.3. Part of the drainage system of Palermo that is matter ofttlig.Black dots are studied

manholes.
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