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Abstract

In this thesis, after an introduction where we briefly present the general context of Casimir physics, we present the results obtained during the PhD. At first, we show our work about the van der Waals/Casimir-Polder interactions between two atoms in an out-of-equilibrium condition due to their uniformly accelerated motion. We study the system of two uniformly accelerated atoms in vacuum space, when they are in their ground-state and when they are in a correlated state (one excited and one ground-state atom). We analyze this system both with an heuristic semiclassical model and with a more rigorous method, based on a separation of radiation reaction and vacuum fluctuations contributions, that we extend starting from a general procedure known in literature. We find a change of the distance-dependence of the interaction due to the acceleration. We show that Casimir-Polder forces between two relativistic uniformly accelerated atoms, interacting with the scalar field, exhibit a transition from the short-distance thermal-like behavior predicted by the Unruh effect to a long-distance nonthermal behavior, associated with the breakdown of a local inertial description of the system. In addition, we obtain new features of the resonance interaction in the case of atoms interacting with the quantum electromagnetic field.

Next, we present our work about a new optomechanical coupling of an effectively oscillating mirror with a Rydberg atoms gas, mediated by the dynamical atom-mirror Casimir-Polder force. We find that this coupling may produce a near-field resonant atomic excitation not related to the excitation of atoms by the few real photons expected by dynamical Casimir effect. In accessible experimental conditions, this excitation probability is significant (about 20%) making the observation of this new dynamical Casimir-Polder effect possible. For this reason, we propose a realistic experimental configuration to realize this system made of a cold atom gas trapped in front of a semiconductor substrate, whose dielectric properties are periodically modulated in time.

Finally, we focus on our results obtained for the Casimir-Lifshitz pressure between two different dielectric lamellar gratings. This system is assumed to be in an out-of-thermal-equilibrium configuration, i.e. the two gratings have two different temperatures and they are immersed in a thermal bath having a third temperature. The computation of the pressure is based on a method exploiting the scattering operators of the bodies, deduced using the Fourier modal method. In our numerical results we characterize in detail the behavior of the pressure, both by varying the three temperatures and by changing the geometrical parameters of the gratings. In this way we show that it is possible to tune the force from attractive to repulsive or to strongly reduce the pressure for large ranges of temperatures. Moreover, we stress that the interplay between nonequilibrium effects and geometrical periodicity make this system particularly interesting for the observation of the repulsive Casimir force.
Résumé

Dans cette thèse, après une introduction où nous présentons brièvement la physique des forces de Casimir, nous montrons nos résultats obtenus pendant le doctorat. D’abord, nous montrons notre travail sur les interactions de van der Waals / Casimir-Polder lorsque le système est dans une configuration hors équilibre à cause du mouvement uniformément accéléré des atomes. Nous étudions le système de deux atomes uniformément accélérés dans le vide quantique quand ils sont dans leur état fondamental ou dans un état corrélé (un atome excité et un atome dans son état fondamental). Nous analysons ce système avec un modèle heuristique semi-classique et une méthode plus rigoureuse qui nous avons étendu à partir d’une procédure générale développée dans la littérature. Nous trouvons un changement de la dépendance de l’interaction de la distance en raison de l’accélération. Nous montrons que les forces de Casimir-Polder entre deux atomes uniformément accélérés en mouvement relativiste, qui interagissent avec le champ scalaire, présentent une transition à partir d’un comportement thermique à courtes distances, comme prédit par l’effet Unruh, à un comportement non thermique à longues distances, associé à la rupture de la description inertielle et locale du système. En plus, lorsque le cas d’atomes qui interagissent avec le champ électromagnétique quantique est considéré, on constate que de nouvelles caractéristiques apparaissent dans l’interaction.

Ensuite, nous présentons notre travail sur un nouveau couplage opto-mécanique d’un miroir oscillant de façon efficace avec un gaz d’atomes de Rydberg, médié par la force atome-miroir dynamique de Casimir-Polder. Nous constatons que ce couplage peut produire une excitation de résonance atomique de champ proche, qui n’est pas liée à l’excitation des atomes par les quelques photons réels attendus de l’effet Casimir dynamique. Dans des conditions expérimentales accessibles, cette probabilité d’excitation est importante (environ 20 %) et rend possible l’observation de ce nouvel effet Casimir-Polder dynamique. Don cnous proposons une configuration expérimentale réaliste pour réaliser ce système fait d’un gaz d’atomes froids piégés mis en face d’un substrat semi-conducteur, dont les propriétés diélectriques sont modulées dans le temps.

Enfin, nous nous concentrons sur nos résultats obtenus pour le calcul de la pression Casimir-Lifshitz entre deux réseaux lamellaires diélectriques différents. Ce système est supposé dans une configuration hors équilibre thermique. En fait, les deux réseaux présentent deux températures différentes et ils sont immergés dans un bain thermique ayant une troisième température. Le calcul de la pression est basé sur une méthode qui exploite les opérateurs de diffusion des réseaux, déduits en utilisant la méthode modale de Fourier. Nous présentons nos résultats numériques caractérisant en détail le comportement de la pression, en faisant varier les trois températures et en modifiant les paramètres géométriques des réseaux. Cette variation des paramètres du système permet de régler la force de répulsive à attractive ou de réduire fortement la pression pour des intervalles de températures. En outre, on montre que la combinaison des effets de non-équilibre et géométriques rend ce système particulièrement intéressant pour l’observation de la force de Casimir répulsive.
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Introduction

In this thesis we discuss the work and the results obtained during the PhD in a joint supervision program between Università degli Studi di Palermo, Italy, and Université de Montpellier, France. The topic of the thesis concerns with the Casimir forces in conditions where the system is out of the equilibrium, dynamical or thermal, in the framework of Quantum Electrodynamics. Casimir forces are interactions among neutral arbitrary objects (atoms/molecules or macroscopic bodies) due to the fact that the quantum “vacuum is not empty”. The latter statement could seem an oxymoron or a joke of a comedian but it is instead a direct consequence of the quantum nature of the fields. In fact, an important implication of field quantization is that, also when no external fields are present and the system is at zero temperature, fluctuations of the fields exist. In other words, while the quantum average of the fields is zero in the vacuum state, the expectation value of the squared fields is not null and virtual quanta of the field are always present. The interaction among these virtual quanta (photons in the case of the electromagnetic field) and the objects in the system generates the Casimir force.

Casimir interactions are usually very weak but, nonetheless, they are observable and, recently, they have been measured with remarkable precision in many different systems. In the last 60 years many scientists have studied the Casimir forces and there have been many efforts to better understand these interactions and making them detectable in increasingly realistic conditions. Several geometrical configurations have been studied and the peculiar feature of a strong geometry dependence of these interactions has been revealed as well as a dependence from the magnetodielectric properties of the objects. An important system that we want to mention is when diffraction gratings are present. The importance of the geometry on the Casimir force has been showed and experimentally observed in recent years. In particular, in 2013, using a configuration made of a metallic sphere in front of a metallic lamellar grating, a new unexpected regime in the Casimir force has been observed.

In the last 10 years new behaviors of these interactions have been found, specifically when the systems under scrutiny are in an out of equilibrium, because of dynamic boundary conditions or different temperatures among the objects composing the physical system. For example, it has been predicted and observed that when the system is in an out of thermal equilibrium, there is the possibility to observe a repulsive Casimir force, contrarily to typical Casimir interactions at equilibrium. Similarly, when the dynamical atom-wall Casimir-Polder interaction is studied under non-adiabatic conditions, it has been found that the atom-wall force shows an oscillating attractive to repulsive character.

In the work discussed in this thesis, inspired by the results mentioned above, we have in-
vestigated Casimir and Casimir-Polder forces in these out of equilibrium scenarios (thermal and dynamical). The main reasons behind our studies are two: fundamental theoretical research and possible experimental and/or technological applications.

The fundamental aim of our work is to increase the knowledge in one of the most important theory in physics, Quantum Electrodynamics, and related effects. This goal can be well described from the following words of the Nobel Laureate in Physics Claude Cohen-Tannoudji in an interview at the conference “La scienza della materia in Italia: idee e progetti di nuova organizzazione”, September 17th 2007, Rome:

“... I think that is important the applied research, the research that leads to the development of new things, but the core of the research is in basic research. All modern applications that have changed our lives, from the laser to the transistors, are the result of fundamental research. The problem is that we cannot establish of something before we deal with it. The researchers who worked on the laser did not know that the latter would have been applicable in several important fields, they did not know exactly what have been the appropriate usability, and only later they realized it would have been useful. The important thing, in my opinion, is to do quality research, if applied or fundamental research is only a secondary problem...”

Possible experimental and technological applications also inspired our work presented here. In fact, in relatively recent years, it has been shown that Casimir forces are particularly important in micro and nano-technology. They are relevant for the functioning of technological systems such as micro-electromechanical and nano-electromechanical devices. Moreover, Casimir forces may also have a fundamental role in a problematic phenomenon present in some micro and nano-devices, the so-called “stiction”, an effect appearing when two surfaces, at a very small distance from each other, come into close proximity and are eventually led to permanently adhere determining the breakdown of the device. Then, studying new out of equilibrium conditions and new possible geometries could permit to control such effects and tune the force by appropriately changing some parameters of the physical system.

This thesis is structured as follows. In Chapter 1 we discuss the background for our original work, that is main aspects of Casimir forces. After a brief introduction on Casimir Physics we analyze the microscopic manifestations of these forces, i.e. the van der Waals and the retarded Casimir-Polder interaction between two atoms. After the derivation of their general expressions, and an analysis of the two regimes of near and far zone, we move on discussing these interactions when macroscopic objects are present. We describe the Casimir-Polder atom-wall interaction, and then derive a general formula for the Casimir effect between two dielectric half-spaces. We also discuss a physical intuitive picture to explain and derive the Casimir force between two perfectly conducting slabs based on vacuum radiation pressure. Finally, we shortly outline the current status of the experimental observations of the Casimir-effect, mentioning some of the experiments historically important in the literature on Casimir physics.
In Chapter 2 we present our work on the Casimir-Polder interaction between atoms, in an out of dynamical equilibrium condition due to their uniformly accelerated motion. Since the effect of the acceleration of the atoms is closely related to the Unruh effect, we start this chapter with a short introduction on this effect. Next we describe some effects of acceleration on Casimir forces already known in the literature. We then present our original work on the Casimir-Polder interaction between two uniformly accelerated atoms. In this work, we have first studied this interaction by means of a semiclassical model, based on vacuum-field spatial correlations, already applied to describe the static Casimir-Polder forces. We show and discuss qualitative modifications of the interaction energy between the two atoms, the connection with the Unruh effect and its possible observability through Casimir-Polder interactions. Successively, we investigate the same problem with a more rigorous statistical approach, that we develop in detail, finding important qualitative modifications of the Casimir-Polder force in the case of a relativistic scalar field. Moreover, we show how a novel transition in its distance dependence occurs at a new length scale related to the acceleration. We discuss and propose new possible ways to detect the Unruh effect that, to this day, has not yet been observed. Finally, using the same statistical approach, we study the resonance interaction between two uniformly accelerated atoms, when the two atoms (one excited and the other in its ground state) are prepared in a correlated state. Again, we show and discuss the modification of their radiation-mediated interaction for the scalar and electromagnetic field cases and the connection with the Unruh effect.

In Chapter 3 we present our work on a new near-zone effect due to the Casimir-Polder interaction between an atom and an oscillating mirror. In this scenario we first introduce the dynamical Casimir effect, an effect closely related to oscillating mirrors. We consider a system of a dilute gas of Rydberg atoms trapped in front of an oscillating dynamical mirror in a near-field (non retarded) regime. We show that, because of the Casimir-Polder optomechanical coupling between the atom and the oscillating mirror, the atoms can be excited. We find that, using physical parameters currently achievable in the laboratory, the excitation probability of the atoms is significant (about 20%) making possible the observation of this new dynamical Casimir-Polder effect. We stress that the dynamical excitation process that we propose yields an excitation probability of the atoms much larger than that due to the absorption of the real photons emitted by dynamical Casimir effect. This suggests a good possibility to detect such a new effect with current experimental techniques. For this reason, we also present a detailed experimental proposal.

In Chapter 4 we study and obtain original results on another Casimir system in an out of equilibrium condition. This system is composed of two lamellar dielectric gratings in an out of thermal equilibrium configuration. This means that the gratings have a temperature different from each other. Moreover, they are immersed in a thermal bath at a third temperature which in general is not the same of the two gratings temperatures. To study this problem, we use a formal approach already developed in literature that we present at the beginning of the chapter. This formalism makes use of the scattering operators of the bodies under scrutiny. To deduce these operators we use and develop a well-known method, the Fourier Modal Method (FMM). Finally, we present our numerical results on the Casimir force between two dielectric gratings in the out of thermal equilibrium configuration above
described. We investigate the possibility to observe a repulsive Casimir force (effect due to the out-of-thermal-equilibrium condition) and we show how such a system allows us to control and tune the force by varying the temperature and the geometry parameters.
From Quantum Electrodynamics it is known that the electromagnetic vacuum is equivalent to an infinite ensemble of ground-state harmonic oscillators [1, 2]. The so-called zero-point energy, i.e. the energy of the electromagnetic field when there are not real photons in the system is \( E_0 = \frac{1}{2} \sum_k \hbar \omega_k \) where \( \omega_k \) and \( \mathbf{k} \) are, respectively, the frequency and the wavevector of the photon while \( \lambda \) is its polarization. Since the sum is over an infinite set of possible wavevectors, it is evident that this zero-point energy is infinite. Nevertheless the zero-point energy and its fluctuations (which are related to the commutation rules of the electric and the magnetic fields predicted from Quantum Electrodynamics) are responsible for several observable effects, as example the Casimir forces and the Lamb shift.

Since the late nineteenth century, thanks to the work of van der Waals, it is well known that an attractive force between two neutral and non-polar molecules exists [3]. This force is not an electrostatic force because the molecules does not have neither a net charge nor a permanent multipolar moment. Later, works by Keesom, Debye and London confirmed the results of van der Waals obtaining the same characteristic dependence of the interaction from the intermolecule distance [4]. In 1948, with a fully quantum approach and including also retarded effects, Casimir and Polder studied the interactions between two neutral atoms giving a more fundamental explanation of the existence of these forces [5]. The conclusion
that follows is that vacuum fluctuations are responsible of the force since it is generated from the common interaction of the atoms/molecules with the zero-point electromagnetic field. In the same year, Casimir [6] found a related effect, which can be interpreted as a direct consequence of the vacuum fluctuations, describing an attractive force between two conducting neutral perfectly mirrors at zero temperature in the vacuum space. Successively, in 1956, the Casimir effect was generalized by Lifshitz to bodies having arbitrary optical properties and at finite temperature [7].

In this Chapter we present these effects, that we encase in the expression Casimir forces [8, 9]. In Section 1.1, we describe the expressions for the Casimir-Polder (retarded van der Waals) force between two atoms starting from the resonance interaction between two neutral atoms where one of the two atoms is in an excited state. Next we deal with the case of two atoms in the ground state at zero temperature and we distinguish the two limiting cases of near and far zone. We also consider the case of the thermal force. In Section 1.2, we present the Casimir forces when macroscopic bodies are considered. After a simple derivation of the atom-wall force, we introduce the Lifshitz formula and analyze the force between two perfectly conducting plate, giving an intuitive physical interpretation for this force. We conclude the Chapter giving in Section 1.3 an outline of the current situation of the experiments for measuring Casimir forces.

1.1 van der Waals force between neutral molecules

In this Section we focus on the van der Waals forces for atoms/molecules which do not have a permanent dipole moment (possible interactions due to quadrupole or higher multipole moments will be neglected) and we consider retardation effects (i.e. effects related to the finite speed of the light). We use the multipolar coupling formalism, which means that the interactions between the molecules are due to the exchange of transverse virtual photons. In Figure 1.1 typical Feynman diagrams relative to this case are shown. The diagram (i) of
1.1 van der Waals force between neutral molecules

Figure 1.2 – Typical Feynman diagrams describing the electrostatic interaction between molecules. The horizontal line denotes instantaneous photon exchange.

Figure 1.1 is not considered in our calculations because there is not any photon exchange between the molecules, it does not describe an interaction between them. Also the diagram (ii) of Figure 1.1 is neglected because no external electromagnetic field is supposed. As a consequence, we will focus on the diagrams like those in Figure 1.1(iii) and 1.1(iv). When also the electrostatic interactions are considered there are two more kinds of diagrams that describe the interaction between the two molecules (see Figure 1.2). These, in the electric dipole approximation, give the following interaction energy [10]

\[ V_{AB} = \frac{\mu_i^A \mu_j^B}{R^3} \left( \delta_{ij} - 3 \hat{R}_i \hat{R}_j \right) \]  

(1.1)

where \( \mu_i \) \( (i = A, B) \) are the electric dipole moments and \( R \) the intermolecular distance vector. A CGS system of units (where not otherwise specified) is used from now on. Equation (1.1) will be used in Chapter 3 to describe the interaction between a dipole and its image dipole.

1.1.1 Resonance interaction between molecules

We now consider the resonance interaction between atoms/molecules. As we already said, this is the electromagnetic interaction between two neutral polarizable atoms/molecules where one of the two atoms is not in the ground state. We label with \( A \) and \( B \) the two identical molecules having an energy \( E_g \) in the ground state \( |E_g\rangle \) and an energy \( E_e \) in the generic excited state \( |E_e\rangle \). As a consequence, the generic states of the system \( |E_g^A, E_e^B\rangle \) and \( |E_e^A, E_g^B\rangle \) are degenerate with energy \( E_g + E_e \). Let us suppose that in the initial condition the molecule \( A \) is in the excited state while the molecule \( B \) is in the ground state. In this system the excitation will oscillate from \( A \) to \( B \) and vice versa (see for example [11], [10] where a
two level system is analyzed). We can consider the following symmetric and antisymmetric states, where the excitation is delocalized between the two atoms,

$$|\Psi_\pm\rangle = \frac{1}{\sqrt{2}} \left( |E_A^{e}, E_B^g\rangle \pm |E_A^g, E_B^e\rangle \right) \tag{1.2}$$

We also consider the interaction Hamiltonian $H_{int}$ in the Coulomb gauge and in the multipolar coupling scheme [10], [12]. In the electric dipole approximation, we have

$$H_{int} = -\mathbf{\mu}(A) \cdot \mathbf{E}(R_A) - \mathbf{\mu}(B) \cdot \mathbf{E}(R_B) \tag{1.3}$$

where we used $\mathbf{E}$ instead of $\mathbf{D}_\perp$ because, outside the atoms, the transverse displacement field coincides with the total (longitudinal plus transversal) field. The explicit expression for the electric field operator is

$$\mathbf{E}(\mathbf{r}) = \sum_{k,l} i \left( \frac{2\pi \hbar c k}{V} \right)^{1/2} \left( \hat{\mathbf{\epsilon}}_{k,l} a_{k,l} e^{ik\cdot\mathbf{r}} - \hat{\mathbf{\epsilon}}_{k,l}^* a_{k,l}^\dagger e^{-ik\cdot\mathbf{r}} \right) \tag{1.4}$$

where $\hat{\mathbf{\epsilon}}_{k,l}$ is the polarization unit vector, while $a_{k,l}$ and $a_{k,l}^\dagger$ are, respectively, the annihilation and creation field operators. We want to calculate the resonance interaction with the help of the perturbation theory. As we can see from Feynman diagrams, the possible diagrams describing the resonance interaction have at least two vertices and then we need at least a second-order expansion in the perturbation theory ($M_{fi}$ is the second-order amplitude for the energy transfer between the two atoms)

$$M_{fi} = \sum_I \frac{\langle f|H_{int}|I\rangle \langle I|H_{int}|i\rangle}{E_i - E_I} \tag{1.5}$$

In the above equation, assuming the field in its vacuum state $|0\rangle$ with no photons, we denoted with $|i\rangle$ and $|f\rangle$ the following initial and final states

$$|i\rangle = |E_A^e, E_B^g; 0\rangle,$$
$$|f\rangle = |E_A^g, E_B^e; 0\rangle. \tag{1.6}$$

The intermediate states $|I\rangle$ are shown in Figure 1.3. The matrix elements of the interaction Hamiltonian related to the diagram (i) are

$$\langle I|H_{int}|i\rangle = \langle 1_{k,l}; E_B^g, E_A^e|H_{int}|E_A^e, E_B^g; 0\rangle = i \sum_{k,l} \left( \frac{2\pi \hbar c k}{V} \right)^{1/2} \hat{\mathbf{\epsilon}}_{k,l}^{e\gamma}(A) e^{-ik\cdot\mathbf{R}_A}, \tag{1.7}$$

$$\langle f|H_{int}|I\rangle = \langle 0; E_B^e, E_A^g|H_{int}|E_A^g, E_B^e, 1_{k,l}\rangle = -i \sum_{k,l} \left( \frac{2\pi \hbar c k}{V} \right)^{1/2} \hat{\mathbf{\epsilon}}_{j,k}^{e\gamma}(B) e^{ik\cdot\mathbf{R}_B} \tag{1.8}$$
Figure 1.3 – Feynman diagrams involved in the calculation of the resonance interaction in the dipole approximation.

where we have introduced, respectively, the electric dipole matrix elements $\mu_{ge}$ and $\mu_{eg} = \mu_{ge}^*$ between the excited states and the ground states and vice versa. Then, the contribution to $M$ given from the diagram (i) is

$$\sum_{k,\lambda} \left( \frac{2\pi\hbar ck}{V} \right) \hat{\epsilon}_{k,\lambda} \hat{\epsilon}^*_{k,\lambda} \mu_{i}^{ge}(A) \mu_{j}^{eg}(B) \frac{e^{ik\mathbf{R}}}{E_{eg} - \hbar ck}$$  \hspace{1cm} (1.9)

where $\mathbf{R} = \mathbf{R}_B - \mathbf{R}_A$ is the intermolecular distance and $E_{eg} = E_e - E_g$ is proportional to the atomic transition frequency. Proceeding similarly for the contribution of the diagram (ii), we finally get

$$M = \sum_{k,\lambda} \left( \frac{2\pi\hbar ck}{V} \right) \hat{\epsilon}_{i,k,\lambda} \hat{\epsilon}^*_{j,k,\lambda} \left[ \mu_{i}^{ge}(A) \mu_{j}^{eg}(B) \frac{e^{ik\mathbf{R}}}{E_{eg} - \hbar ck} + \mu_{j}^{ge}(A) \mu_{i}^{eg}(B) \frac{e^{-ik\mathbf{R}}}{-E_{eg} - \hbar ck} \right].$$  \hspace{1cm} (1.10)

Exploiting the following property of the polarization unit vectors

$$\sum_{\lambda} \hat{\epsilon}_{i,k,\lambda} \hat{\epsilon}^*_{j,k,\lambda} = (\delta_{ij} - \hat{k}_i \hat{k}_j)$$  \hspace{1cm} (1.11)

and transforming the sum over $k$ in an integral

$$\sum_{k} \rightarrow \int \frac{V}{(2\pi)^3} k^2 dk d\Omega,$$  \hspace{1cm} (1.12)

after some algebra and appropriate regularizations of the frequency integrals, we finally obtain

$$M = \mu_{i}^{ge}(A) \mu_{j}^{eg}(B) V_{ij}(K_s R).$$  \hspace{1cm} (1.13)
where $V_{ij}(K,R)$ is the retarded potential tensor (see [13])

$$
V_{ij}(K,R) = \frac{1}{R^3} \left[ (\delta_{ij} - 3\hat{R}_i\hat{R}_j) \left( \cos(K,R) + K_c R \sin(K,R) \right) - (\delta_{ij} - \hat{R}_i\hat{R}_j) K_c^2 R^2 \cos(K,R) \right]
$$

(1.14)

and $K_c = E_{eg}/\hbar c$. We want to stress that the equation (1.14) is formally identical to the classical interaction, averaged in an oscillation cycle, between two dipoles oscillating at the same frequency.

Let us analyze the resonance interaction energy given by (1.13). In the limit of small intermolecular distances (near zone), i.e. for $K_c R \ll 1$ we recover the Coulombian interaction (1.1) between two static dipoles with a dependence with $R^{-3}$ [14]. The opposite limit of large distance ($K_c R \gg 1$, far zone) the significant term in (1.14) has a dependence with $R^{-1}$. This is a quantum effect leading to a slower decreasing interaction between the atomic dipoles in the far zone, in the case of correlated states.

1.1.2 Dispersion interaction between molecules

We study in this subsection the dispersion interaction between two molecules both in their ground state. The result that we will now show takes into account the effects related to finite speed of light. The consequence of this is that, at relatively large distances, the interaction changes its dependence with the distance from $R^{-6}$ (van der Waals) to $R^{-7}$ (Casimir-Polder regime) [5].

Differently from the case of the resonance interaction we need a fourth-order expansion in the perturbative theory, as it is possible to see analyzing the Feynman diagrams. The second-order terms do not give contribution to the interatomic energy but only to the Lamb shift of the atoms and related effects [12], [15], [16]. The fourth-order interaction energy shift is given by

$$
\Delta E = \sum_{i,j,l,m} \frac{\langle 0|H_{int}|III\rangle\langle III|H_{int}|II\rangle\langle II|H_{int}|I\rangle\langle I|H_{int}|0\rangle}{(E_g - E_I)(E_g - E_{II})(E_g - E_{III})} - \sum_{i,l,m} \frac{\langle 0|H_{int}|II\rangle\langle II|H_{int}|0\rangle\langle 0|H_{int}|I\rangle\langle I|H_{int}|0\rangle}{(E_g - E_I)^2(E_g - E_{II})}.
$$

(1.15)

According to perturbation theory developed by Rayleigh and Schrödinger, the second term in the above equation does not give any contribution for non-polar molecules so we focus only to the first term. Again, we use the multipolar Hamiltonian (1.3) in the electric dipole approximation. Atoms $A$ and $B$, as mentioned, are both in their ground state. As an example, the states involved in the above equation are in the form

$$
|0\rangle = |E_g^A, E_g^B; 0\rangle,
|I\rangle = |E_g^A, E_g^B; 1k\rangle,
|II\rangle = |E_g^A, E_g^B; 1k_{\perp}, 1k_{\perp}'\rangle,
|III\rangle = |E_g^A, E_g^B; 1k_{\perp}', 1k_{\perp}\rangle.
$$
The unperturbed state denoted with $|0\rangle$ describes the state where both molecules are in the ground state $g$ and the electromagnetic field is in its vacuum state. The possible intermediate states are represented in Figure 1.4.
Figure 1.4 – Feynman diagrams involved in the calculation of the dispersion interaction between two ground-state molecules.
Let us consider, for example, the contribution to the energy shift given by the diagram (i) of Figure 1.4. Starting from

\[
\langle 0|H_{\text{int}}|III \rangle = -i \left( \frac{2\pi \hbar c k}{V} \right) \hat{e}_{\alpha,kj} \mu_{\alpha}^{gs} (B) e^{i k \cdot R_B},
\]

\[
\langle III|H_{\text{int}}|II \rangle = -i \left( \frac{2\pi \hbar c k}{V} \right) \hat{e}_{\beta,k'j'} \mu_{\beta}^{rs} (B) e^{i k' \cdot R_B},
\]

\[
\langle II|H_{\text{int}}|I \rangle = i \left( \frac{2\pi \hbar c k}{V} \right) \hat{e}_{\delta,k} \mu_{\delta}^{rg} (A) e^{-i k \cdot R_A},
\]

\[
\langle I|H_{\text{int}}|0 \rangle = i \left( \frac{2\pi \hbar c k'}{V} \right) \hat{e}_{\epsilon,k'} \mu_{\epsilon}^{rg} (A) e^{-i k' \cdot R_A}
\]

we obtain, using (1.11), the following contribution

\[
- \sum_{k,k'} \sum_{r,s} \left( \frac{2\pi \hbar c k}{V} \right) \left( \frac{2\pi \hbar c k'}{V} \right) \left( \delta_{\alpha r} - \hat{k}_i \hat{k}_a \right) \left( \delta_{\beta s} - \hat{k}'_{j} \hat{k}'_{b} \right) \times \\
\times \mu_{\alpha}^{gr} \mu_{\beta}^{rs} \mu_{\alpha}^{gs} \mu_{\beta}^{sg} e^{i \left( k + k' \right) \cdot R} e^{i \left( k \cdot k' \right) \cdot R} (E_{sg} + \hbar c k) (h c k + \hbar c k') (E_{rg} + \hbar c k')
\]

(1.16)

where we omitted the labels (A) and (B) for the electric dipoles \( \mu \) (this is because the states \( r \) and \( s \) are unequivocally related, respectively, to A and B). For the other contributions of the diagrams in Figure 1.4 the procedure is analogous. If we consider that making the substitution \( k \rightarrow -k \) and/or \( k' \rightarrow -k' \), the exponential remain \( e^{i \left( k + k' \right) \cdot R} \), the difference between the various terms are due only to the denominator in (1.17). These denominators \( D_l \) are listed in Table 1.1. For each diagram the contribution is

\[
- \sum_{k,k'} \sum_{r,s} \left( \frac{2\pi \hbar c k}{V} \right) \left( \frac{2\pi \hbar c k'}{V} \right) \left( \delta_{\alpha r} - \hat{k}_i \hat{k}_a \right) \left( \delta_{\beta s} - \hat{k}'_{j} \hat{k}'_{b} \right) \mu_{\alpha}^{gr} \mu_{\beta}^{rs} \mu_{\alpha}^{gs} \mu_{\beta}^{sg} e^{i \left( k + k' \right) \cdot R} D_l.
\]

(1.17)

It is worth to note that the energies of the intermediate states are higher than the energy of the ground state and so the energy shift is negative. This can be interpreted as the molecules take energy from the quantum vacuum for a short period related to the Heisenberg time-energy uncertainty principle \( \Delta E \Delta t \geq \hbar \), so generating an attractive interaction.

We now need to sum over all contributions (1.18). As in the resonance case, transforming the sum over \( k \) and \( k' \) into integrals and using (1.11), after some algebra the energy shift can be cast as

\[
\Delta E = -\frac{\hbar c}{\pi R^2} \int_{0}^{\infty} \alpha(A;iu) \alpha(B;iu) \left[ 1 + \frac{2}{uR} + \frac{5}{u^2 R^2} + \frac{6}{u^3 R^3} + \frac{3}{u^4 R^4} \right] u^4 e^{-2uR} du
\]

(1.19)

which is the result obtained by Casimir and Polder [5]. In the above equation we supposed that the molecules can rotate in every direction with the same probability and we
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Table 1.1 – The $D_l$ denominators appearing in (1.18).

<table>
<thead>
<tr>
<th>Diagram</th>
<th>Denominator</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i)</td>
<td>$(E_{sg} + \hbar c k) (\hbar c k + \hbar c k') (E_{rg} + \hbar c k')$</td>
</tr>
<tr>
<td>(ii)</td>
<td>$(E_{sg} + \hbar c k') (\hbar c k + \hbar c k') (E_{rg} + \hbar c k')$</td>
</tr>
<tr>
<td>(iii)</td>
<td>$(E_{sg} + \hbar c k) (E_{rg} + E_{eg}) (E_{rg} + \hbar c k')$</td>
</tr>
<tr>
<td>(iv)</td>
<td>$(E_{sg} + \hbar c k) (E_{rg} + E_{eg}) (E_{sg} + \hbar c k')$</td>
</tr>
<tr>
<td>(v)</td>
<td>$(E_{rg} + \hbar c k') (E_{rg} + E_{sg} + \hbar c k + \hbar c k') (E_{rg} + \hbar c k')$</td>
</tr>
<tr>
<td>(vi)</td>
<td>$(E_{sg} + \hbar c k') (E_{rg} + E_{sg} + \hbar c k + \hbar c k') (E_{sg} + \hbar c k')$</td>
</tr>
<tr>
<td>(vii)</td>
<td>$(E_{rg} + \hbar c k) (\hbar c k + \hbar c k') (E_{sg} + \hbar c k')$</td>
</tr>
<tr>
<td>(viii)</td>
<td>$(E_{rg} + \hbar c k) (\hbar c k + \hbar c k') (E_{sg} + \hbar c k')$</td>
</tr>
<tr>
<td>(ix)</td>
<td>$(E_{rg} + \hbar c k) (E_{rg} + E_{sg}) (E_{sg} + \hbar c k')$</td>
</tr>
<tr>
<td>(x)</td>
<td>$(E_{rg} + \hbar c k) (E_{rg} + E_{sg}) (E_{rg} + \hbar c k')$</td>
</tr>
<tr>
<td>(xi)</td>
<td>$(E_{rg} + \hbar c k) (E_{rg} + E_{sg} + \hbar c k + \hbar c k') (E_{sg} + \hbar c k')$</td>
</tr>
<tr>
<td>(xii)</td>
<td>$(E_{rg} + \hbar c k) (E_{rg} + E_{sg} + \hbar c k + \hbar c k') (E_{rg} + \hbar c k')$</td>
</tr>
</tbody>
</table>

introduced the isotropic dynamic polarizability

$$a(k) = \frac{2}{3 \hbar c} \sum_{\epsilon} \frac{k_{\epsilon}}{k_{\epsilon}^2 - k^2}. \quad (1.20)$$

We now analyze the dispersion interaction in the two limit cases of near zone and far zone.

For small distances $k_{\epsilon} R \ll 1$ (near zone) the virtual photons which significantly contribute to the energy shift are those with energy larger than the typical transition energies of the molecules of the system (that means high $k$ and $k'$). This statement can be understood by means of the energy-time uncertainty principle. In fact, from this principle it follows that high-energy virtual photons are related to short “life-time”; so these photons do not travel for large distances from the atoms before being reabsorbed; thus they are important for the interaction at small distances and negligible for larger distances. From this analysis we deduce that only some denominators $D_l$ (i.e. only some diagrams) contributes significantly. These denominators are the smaller ones. In particular the denominators which give relevant contribution to the interaction in near zone are $D_{ii}, D_{ii}, D_{ii}, D_{ii}$ because of the presence of the factor $(E_{rg} + E_{sg})$. In this way we can rewrite the shift energy obtaining

$$\Delta E \approx -4 \sum_{k,k'} \sum_{r,s} \left( \frac{2 \pi \hbar c k}{V} \right) \left( \frac{2 \pi \hbar c k'}{V} \right) \left( \delta_{ja} - \hat{k}_j \hat{k}_a \right) \left( \delta_{jb} - \hat{k}_j \hat{k}_b \right) \mu_{j}^{rg} \mu_{j}^{gs} \mu_{j}^{rg} \frac{e^{i(k+k') \cdot R}}{(\hbar c k)(\hbar c k') (E_{rg} + E_{sg})} \quad (1.21)$$
where the factor 4 is due to the fact that the four mentioned denominators under scrutiny give equal contributions. In the continuum limit we get

$$\Delta E \simeq -\frac{4}{\pi^2} \sum_{r,s} \frac{\mu_{gr} \mu_{sg}}{E_{rg} + E_{sg}} \int \left( \delta_{ia} - \hat{k}_i \hat{k}_a \right) \left( \delta_{jb} - \hat{k}'_j \hat{k}'_b \right) e^{i\mathbf{k} \cdot \mathbf{R}} e^{i\mathbf{k}' \cdot \mathbf{R}} \frac{d^3k}{4\pi} \frac{d^3k'}{4\pi}. \quad (1.22)$$

After the angular integration and the integration over $k$ and $k'$ we can write

$$\Delta E \simeq -\frac{1}{R^6} \sum_{r,s} \frac{\mu_{gr} \mu_{sg}}{E_{rg} + E_{sg}} \left( \delta_{ia} - \hat{R}_i \hat{R}_a \right) \left( \delta_{jb} - \hat{R}_j \hat{R}_b \right) \quad (1.23)$$

This result is identical to that deduced considering a second-order perturbative expansion of the interaction Hamiltonian (1.1) which describes the interaction between two static dipoles. If, for example, we consider that the molecules freely rotate in every direction, the equation (1.23) becomes

$$\Delta E = -\frac{2}{3R^6} \sum_{r,s} \frac{|\mu_{gr}|^2 |\mu_{sg}|^2}{E_{rg} + E_{sg}} \quad (1.24)$$

which has the typical $R^{-6}$ dependence of London/van der Waals forces.

A similar expression of the above equation but written in terms of atomic polarizabilities can be deduced using the following identity

$$\frac{1}{E_{rg} + E_{sg}} = \frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{E_{rg} E_{sg}}{\left(E_{rg}^2 + u^2\right)\left(E_{sg}^2 + u^2\right)} \, du. \quad (1.25)$$

As a consequence, using the definition of the dynamical polarizability in (1.20), introducing the imaginary frequency $u = -i\hbar\omega$, we finally get

$$\Delta E = -\frac{3\hbar c}{2\pi R^6} \int_{-\infty}^{+\infty} \alpha^A(iu) \alpha^B(iu) \, du. \quad (1.26)$$

Let us consider now the far zone case, i.e. $k_{eg}R \gg 1$. In this regime, with the same considerations done before for the near zone regime, the frequencies $k e k'$ of the virtual photons which contribute significantly to the energy shift are much smaller than the frequency involved in the molecule transitions. Analyzing the denominators in Table 1.1, only the diagrams (and then the relative denominators) (i), (ii), (vii), (viii) give a significant contribution to the energy shift in the far zone. The reason is that the presence of the factor $(\hbar c k + \hbar c k')$ implies a more important contribution to $\Delta E$ than the remaining terms. The denominators relative to these diagrams are rewritten as $E_{rg} E_{sg} (\hbar c k + \hbar c k')$. In this way we can get the energy shift

$$\Delta E \simeq -4 \sum_{k,k'} \sum_{r,s} \left( \frac{2\pi\hbar c k}{V} \right) \left( \frac{2\pi\hbar c k'}{V} \right) \left( \delta_{ia} - \hat{k}_i \hat{k}_a \right) \left( \delta_{jb} - \hat{k}'_j \hat{k}'_b \right) \mu_{gr}^r \mu_{sg}^s \mu_{ia}^{g^r} \mu_{ja}^{g^s} \times$$

$$\times \frac{e^{i(k+k') \cdot R}}{E_{rg} E_{sg} (\hbar c k + \hbar c k')} \quad (1.27)$$
where the factor 4 is due to the identical contribution given from each diagram considered. Again, we assume that the molecules are freely rotating, so

$$\Delta E = -\frac{4}{9} \sum_{\mathbf{k}, \mathbf{k}'} \sum_{r, s} \left( \frac{2\pi \hbar c k}{V} \right) \left( \frac{2\pi \hbar c k'}{V} \right) \left( 1 + (\mathbf{k} \cdot \mathbf{k}')^2 \right) \frac{\mathbf{\mu}^{(r)} \cdot \mathbf{\mu}^{(s)}}{E_{rg} E_{sg}} \frac{e^{i(\mathbf{k} + \mathbf{k}') \cdot \mathbf{R}}}{(\hbar c k + \hbar c k')}.$$ (1.28)

We introduce the isotropic static polarizability of the two atoms

$$\alpha(A) = \frac{2}{3} \sum_r \frac{|\mathbf{\mu}^{(r)}|^2}{E_{rg}},$$

$$\alpha(B) = \frac{2}{3} \sum_s \frac{|\mathbf{\mu}^{(s)}|^2}{E_{sg}}$$ (1.29)

and going to the continuum limit, the energy shift becomes

$$\Delta E \approx -\frac{\hbar c}{(2\pi)^d} \alpha(A) \alpha(B) \int \left( 1 + (\mathbf{k} \cdot \mathbf{k}')^2 \right) k^3 k'^3 \frac{e^{i(\mathbf{k} + \mathbf{k}') \cdot \mathbf{R}}}{(k + k')} \, dk \, dk' \, d\Omega \, d\Omega'. \quad (1.30)$$

After some standard algebraic calculation we finally obtain

$$\Delta E \approx -\frac{16 \hbar c}{\pi^2} \frac{\alpha(A) \alpha(B)}{R^7} \int_0^\infty \frac{1}{(\eta^2 + 1)^6} \left( 3\eta^4 - 2\eta^2 + 3 \right) \, d\eta$$

$$\approx -\frac{23 \hbar c}{4 \pi} \frac{\alpha(A) \alpha(B)}{R^7} \quad (1.31)$$

i.e. the standard attractive Casimir-Polder force having the well known $R^{-7}$ dependence. This shows that, at large distance, the potential decreases more rapidly with the distance compared to the van der Waals potential [5].

### 1.1.3 Casimir-Polder interaction between two atoms at nonzero temperature

In the previous sections we discussed the Casimir-Polder interaction between molecules at zero temperature. However, these interactions are also present when the atoms/molecules interact with thermal radiation at a temperature different from zero. This means that real thermal photons are present in addition to the virtual ones. Thus, considering the Feynman diagrams in Figure 1.1, we must analyze also processes like that depicted in the diagram of Figure 1.1(ii). Using the perturbative approach adopted in the previous sections we can again calculate the Casimir-Polder force and obtain the energy shift due to the atom-field interaction. A condition to obtain this is the preparation of the uncoupled system in an energy eigenstate. A possibility is an incoherent superposition of energy eigenstates $|\psi\rangle$ with probabilities $p_\psi$ described by the density matrix

$$\rho = \sum_\psi p_\psi |\psi\rangle \langle \psi|.$$ (1.32)
The energy shift is then defined as
\[
\langle \Delta E \rangle = \sum_p p \langle \psi | H_{\text{int}} | \psi \rangle + \sum_p \sum_{p \neq q} \frac{\langle \psi | H_{\text{int}} | I \rangle \langle I | H_{\text{int}} | \psi \rangle}{E_\psi - E_I} + \ldots
\] (1.33)

Starting from this energy shift it is possible to calculate the Casimir-Polder interaction between two atoms at nonzero temperature [17]. However, here we want to show another approach to perform this calculation. There are many alternative models to explain the dispersion forces (see for example [18]-[23]), but our choice in this section falls on a simple and intuitive model. The key idea of this approach is the following: the field fluctuations induce instantaneous dipole moments in the two atoms, which are correlated because vacuum fluctuations are spatially correlated; the Casimir-Polder potential energy then arises from the classical interaction between the oscillating dipoles of the atoms induced and correlated by the vacuum fluctuations [24].

The induced dipole moments in the atoms are related to the fluctuating quantum field by the following relation (assuming isotropic atoms)
\[
\mu_l(k, \lambda) = \alpha(k) E_l(k, \lambda, r)
\] (1.34)

where we used the dynamical polarizability \( \alpha(k) \) of the atoms introduced in (1.20). In the above equation \( E_l(k, \lambda, r) \) is the \( l \) component of the \( k \) Fourier component of the electric field operator defined in (1.4). In the multipolar coupling it coincides with the transverse displacement field \( D_l(k, \lambda, r) \) [12]. The Casimir-Polder interaction energy in this approach is the following
\[
W_{AB}(R) = \sum_{k, l} \langle \mu^A_l(k) \mu^B_m(k) \rangle V_{lm}(R)
\]
\[
\sum_{k, l} \alpha_A(k) \alpha_B(k) \langle E_l(k, \lambda, r_A) E_m(k, \lambda, r_B) \rangle V_{lm}(k, R)
\] (1.35)

where \( R = |r_B - r_A| \) is the interatomic distance while \( V_{lm}(k, R) \) is the classical electromagnetic potential tensor, identical to that obtained in (1.14), between two oscillating dipoles at frequency \( \omega = ck \).

As we can see in (1.35), we need to evaluate the spatial correlation function of the electric field \( \langle E_l(k, \lambda, r_A) E_m(k, \lambda, r_B) \rangle \), that should be calculated on the state of the field that we are analyzing, i.e. the equilibrium thermal state at temperature \( T \). This means that
\[
\langle a^\dagger_{k_l} a_{k_l} \rangle = \frac{1}{e^{\hbar c / k_B T} - 1}
\] (1.36)

where \( k_B \) is the Boltzmann constant. At this stage we have made the assumption \( k_B T \ll \hbar \omega_0 \), where \( \omega_0 \) is a typical transition frequency of the atoms. In fact, we are considering situations where the atomic excitation is negligible. In a way similar to the cases previously considered, we go to the continuum limit exploiting the equation (1.36), and after some algebraic calculations we have
\[
\sum_{k} \int d\Omega_k \langle E_l(k, \lambda, r_A) E_m(k, \lambda, r_B) \rangle = \frac{8\pi^2 \hbar c k}{V} \coth\left( \frac{\hbar c k}{2k_B T} \right) \tau_{lm}(k, R)
\] (1.37)
where we have introduced the tensor
\[
\tau_{lm}(kR) \equiv \frac{1}{4\pi} \int \left( \delta_{lm} - \hat{k}_l \hat{k}_m \right) e^{\pm i k R} d\Omega = \\
= \left( \delta_{lm} - 3 \hat{R}_l \hat{R}_m \right) \left( \frac{\cos(kR)}{k^2 R^2} - \frac{\sin(kR)}{k^3 R^3} \right) + \left( \delta_{lm} - \hat{R}_l \hat{R}_m \right) \frac{\sin(kR)}{kR}.
\] (1.38)

Finally, after some algebraic manipulations, we obtain the general expression for the Casimir-Polder interaction energy [25]
\[
W_{AB}(R) = -\frac{\hbar c}{\pi R^3} \int dk \, k^3 \alpha_A(k) \alpha_B(k) \coth\left(\frac{\hbar c k T}{2 k_B T}\right) \\
\times \left[ kR \sin(2kR) + 2 \cos(2kR) - \frac{5}{k^2 R^2} \cos(2kR) - \frac{6}{k^3 R^3} + \frac{3}{k^3 R^3} \right].
\] (1.39)

We notice that the temperature dependence of this interaction energy is inside the hyperbolic cotangent. Let us analyze this expression considering the two limiting cases of near and far zone.

In the near zone, since \(kR \ll 1\), equation (1.39) reduces to
\[
W_{AB}(R) = -\frac{3\hbar c}{\pi R^6} \int dk \, k^3 \alpha_A(k) \alpha_B(k) \coth\left(\frac{\hbar c k T}{2 k_B T}\right) \sin(2kR)
\] (1.40)
which is identical to the expression obtained, for example, in [26].

In the far-zone regime we can use the static polarizabilities \(\alpha_{AB} = \alpha_{AB}(0)\) introduced in (1.29) in place of the dynamical polarizabilities, and after the \(k\) integration we finally get
\[
W_{AB}(R) = \alpha_A \alpha_B k_B T D^6 \coth\left(\frac{2\pi k_B T R}{\hbar c}\right)
\] (1.41)
where we have defined the following differential operator
\[
D^6 \equiv -\frac{1}{16r^2} \frac{\partial^4}{\partial r^4} + \frac{1}{4r^3} \frac{\partial^3}{\partial r^3} - \frac{5}{4r^3} \frac{\partial^2}{\partial r^2} + \frac{3}{r^2} \frac{\partial}{\partial r} - \frac{3}{r^6}.
\] (1.42)

From this expression two additional regimes of the far zone can be considered. A low-temperature regime \(2\pi k_B T R/\hbar c \ll 1\) and an high-temperature regime \(2\pi k_B T R/\hbar c \gg 1\). This means that a new distance scale \(\lambda = \hbar c/2\pi k_B T\) appears when we consider the far zone case. For distance smaller than this distance scale, the Casimir-Polder energy in (1.41) has a distance-dependence as \(R^{-7}\), the same of the Casimir-Polder far-zone interaction at zero temperature; for distances larger than the new distance scale, the interaction energy has a \(R^{-6}\) dependence reproducing the same dependence of the Casimir-Polder near-zone interaction at zero temperature [27] - [29].
1.2 Macroscopic manifestation of the vacuum fluctuations

We have seen that when we consider the atom-field interaction, even in the absence of real photons in the system, interactions between neutral atoms/molecules are originated. Until now we have studied molecular interactions so we have restricted our analysis to a microscopic point of view. The natural macroscopic consequence of these microscopic interactions is the well known and startling Casimir effect [6], [30]. According to it, two perfectly conducting slabs, which have null net charge, placed in the vacuum feel an attractive force, as a consequence of the vacuum fluctuations. The Casimir effect was then considered as an evidence of the existence of the quantum vacuum and of the related zero-point energy. However, Milonni and Schwinger obtained the same Casimir results without explicitly using the assumption of the vacuum fluctuations, but from the source fields [31], [32], [33] (see also the references [34], [35]). The common conclusion is that these effects are strictly related to the quantum nature of the system, the quantum nature of the matter for the source-field picture and the quantum nature of the fields in the vacuum fluctuation picture. They are then important cornerstone of Quantum Mechanics. Another point worth stressing is that, even if the Casimir effect can be considered as a macroscopic manifestation of the microscopic Casimir-Polder forces, it cannot be simply obtained as a sum of the van der Waals forces acting on the atoms composing the macroscopic bodies. The reason is related to the non-additive property of the van der Waals and Casimir-Polder forces [1, 36, 37].

In this section we present two examples of Casimir forces involving macroscopic bodies: the atom-wall Casimir-Polder interaction and the Casimir force between two parallel plates.

1.2.1 The atom-wall Casimir-Polder interaction

Let us analyze the physical system of an atom in front of a perfectly conducting wall in the vacuum. In the regime of small atom-wall distance \( d \) (relative to a typical wavelength transition of the atom) the interaction can be simply obtained considering the dipole-dipole interaction between the dipole and its image on the other side of the wall. This because, when the distance is small, the interaction is instantaneous and the retardation effects are negligible. Using the potential introduced in (1.1), we find that the energy interaction has a \( d^{-3} \) dependence. In the far zone, i.e. large atom-wall distance, the distance dependence of the interaction is different and the retardation effects become relevant, as for the far zone case of the two-atom system.

A simple derivation of the interaction energy for this case can be easily deduced from the classical potential energy of an electric dipole \( U = -p \cdot E \). We denoted with \( p \) the electric dipole moment related to the electric field through the relation \( p = \alpha E \), where \( \alpha \) is the static polarizability. From this potential energy we can write the interaction energy

\[
W = -\frac{1}{2} \alpha E^2
\]

(1.43)

that found a formal quantum support in [38], [39]. We have inserted a factor 1/2 in the above equation because we are considering that the dipole moment is induced rather than permanent [14].
Equation (1.43) can be generalized to the Stark shift in the atom-wall system

\[ W = -\frac{1}{2} \sum_{k,l} \alpha(\omega) E_{k,l}^{2}(r_{A}). \]  

(1.44)

The quantities \( k \) and \( \lambda \) are, respectively, the wave vector and the polarization index and \( E_{k,l}(r_{A}) \) is the \( k,l \) Fourier component of the electric field evaluated at the position \( r_{A} \) of the atom. The presence of the perfect conducting wall in the system impose specific boundary conditions, thus changing the vacuum field. Let us consider first a rectangular box with perfectly conducting surfaces, located in the half space opposite to that where the atom is placed. The sides of this parallelepiped are \( L_{x} = L_{y} = L \) and \( L_{z} \). In this situation, the components of the electric field satisfying the specific boundary conditions are

\[ E_{x}(r) = \left( \frac{16\pi\hbar}{V} \right)^{1/2} \epsilon_{x} \cos(k_{x}x) \sin(k_{y}y) \sin(k_{z}z), \]

\[ E_{y}(r) = \left( \frac{16\pi\hbar}{V} \right)^{1/2} \epsilon_{y} \sin(k_{x}x) \cos(k_{y}y) \sin(k_{z}z), \]

\[ E_{z}(r) = \left( \frac{16\pi\hbar}{V} \right)^{1/2} \epsilon_{z} \sin(k_{x}x) \sin(k_{y}y) \cos(k_{z}z). \]

(1.45)

In the above equation we used that \( \epsilon_{x}^{2} + \epsilon_{y}^{2} + \epsilon_{z}^{2} = 1 \), quantization volume \( V = L^{2}L_{z} \) and

\[ k_{x} = \frac{l\pi}{L}, \quad k_{y} = \frac{m\pi}{L}, \quad k_{z} = \frac{n\pi}{L_{z}} \]

(1.46)

where \( l, m, n \in \mathbb{N} \). Since we are in far zone regime we can replace the dynamical polarizability in (1.44) with the static one \( \alpha(0) \). Then, calculating the electric field at the atom position \((L/2, L/2, d)\), (1.44) can be cast as

\[ W(d) = -\frac{1}{2} \alpha \sum_{k} \frac{16\pi\omega}{V} \left[ \epsilon_{x}^{2} \cos^{2} \left( \frac{k_{x}L}{2} \right) \sin^{2} \left( \frac{k_{y}L}{2} \right) \sin^{2}(k_{z}z) \right. \]

\[ + \epsilon_{y}^{2} \sin^{2} \left( \frac{k_{x}L}{2} \right) \cos^{2} \left( \frac{k_{y}L}{2} \right) \sin^{2}(k_{z}z) \]

\[ + \epsilon_{z}^{2} \sin^{2} \left( \frac{k_{x}L}{2} \right) \sin^{2} \left( \frac{k_{y}L}{2} \right) \cos^{2}(k_{z}z) \]. \]

(1.47)

In the limit \( L \to \infty \), the sinusoidal functions related to the components \( k_{x} \) and \( k_{y} \) can be replaced with their average value \( 1/2 \) because they are rapidly oscillating. Then

\[ W(d) = -\frac{2\pi\hbar}{V} \sum_{k} \omega_{k} \left[ (\epsilon_{x}^{2} + \epsilon_{y}^{2}) \sin^{2}(k_{z}d) + \epsilon_{z}^{2} \cos^{2}(k_{z}d) \right]. \]

(1.48)

We can define the interaction potential \( V(d) \) as

\[ V(d) = W(d) - W(\infty). \]

(1.49)
In the limit $d \to \infty$, also the $k_z$ component in the sinusoidal functions in (1.48) can be replaced with their average value, obtaining

$$W(\infty) = -\frac{2\pi\hbar}{V} \sum_k \omega_k \left[ \frac{1}{2} \left( \epsilon_x^2 + \epsilon_y^2 + \epsilon_z^2 \right) \right] = -\frac{2\pi\hbar}{V} \sum_k \frac{1}{2} \omega_k. \quad (1.50)$$

We deduce then the potential energy

$$V(d) = -\frac{2\pi\hbar}{V} \sum_k \omega_k \left[ \sin^2(k_z d) - \frac{1}{2} \left( \epsilon_x^2 + \epsilon_y^2 - \epsilon_z^2 \right) \right] = \frac{\pi\hbar}{V} \sum_k \frac{2k_z^2}{k^2} \cos(2k_z d). \quad (1.51)$$

In the continuum limit of allowed $k$, we finally get

$$V(d) = \frac{2\pi\hbar}{V} \frac{V}{8\pi^3} \int d^3k \frac{k_z^2}{k^2} \cos(2k_z d)$$

$$= \frac{\alpha\hbar c}{2\pi} \int_0^{+\infty} dk \int_0^{2\pi} d\theta \sin \theta \cos^2 \theta \cos(2k \cos \theta d)$$

$$= -\frac{3\alpha\hbar c}{8\pi d^4}. \quad (1.52)$$

This is the same identical result obtained originally by Casimir in the far zone [6]. From (1.52), we notice that in the far zone, because of retardation effects, the distance-dependence of the atom-wall Casimir-Polder potential is as $d^{-4}$ while in the near zone it is as $d^{-3}$. The atom-wall force can then be obtained by taking the derivative of $V(d)$ with respect to $d$, changed of sign.

1.2.2 The Casimir effect

We now consider the Casimir effect, originally obtained for the first time by Casimir in [6], consisting in an attractive force between two perfectly conducting metallic plates. In this subsection, however, we want to present a more general formula analyzing a more general problem, studied for the first time by Lifshitz [7], of two dielectric half-spaces, in thermal equilibrium at a finite temperature, placed in the vacuum and separated from a distance $d$. The Casimir effect for ideal metallic plates can be obtained as a limiting case dielectric $\to$ metal.

The Lifshitz calculation start from the Maxwell equations in the Fourier space

$$\nabla \times E = i\frac{\omega}{c} B \quad (1.53)$$

$$\nabla \times B = -i\frac{\omega}{c} \varepsilon(\omega) E - i\frac{\omega}{c} K \quad (1.54)$$

where nonmagnetic dielectric media are considered. The dielectric constant considered in the two Maxwell equations above is in general complex, $\varepsilon(\omega) = \varepsilon'(\omega) + i\varepsilon''(\omega)$. This
means that both absorption and dispersion are possible. Moreover, we introduced a random fluctuating current $K$. These two quantities are strictly related. In fact the use of a complex dielectric permittivity in Lifshitz’s theory requires a random current $K$. This is due to the fluctuation-dissipation theorem. From this theorem when an absorbing medium is considered, the dissipative nature of the medium requires a balancing coming from a fluctuating source in a way such that the correlations of the fluctuating field $K$ are related to the dissipation. The correlation function that Lifshitz assumed is the following

$$\langle K_i(r, \omega)K_j(r', \omega) \rangle = 2\hbar \epsilon''(\omega)\delta_{ij}\delta^3(r-r').$$

(1.55)

The above correlation function was used by Lifshitz to perform the calculation of $\langle g_i(k)g_j(k') \rangle$ where $g_i(k)$ are the Fourier components of $K$ and was used to write the solutions of the Maxwell equations for the field. After some calculations Lifshitz obtained the following formula for the Casimir force

$$\frac{F(d)}{A} = -\frac{\hbar}{2\pi^2 c^3} \int_1^{+\infty} dp \int_0^{+\infty} d\xi \times$$

$$\times \left[ \left( \frac{s_1 + \epsilon_1 p s_2 + \epsilon_2 p e^{2i\omega \xi}}{s_1 - \epsilon_1 p s_2 - \epsilon_2 p e^{2i\omega \xi}} - 1 \right)^{-1} + \left( \frac{s_1 + p s_2 + p e^{2i\omega \xi}}{s_1 - p s_2 - p e^{2i\omega \xi}} - 1 \right)^{-1} \right]$$

(1.56)

where $\epsilon_j = \epsilon_j(i\omega)$ and $s_j = \sqrt{p^2 - 1 + \epsilon_j}$ for $j = 1, 2$, being 1 and 2 the label for the two slabs. Taking the limit $\epsilon_1, \epsilon_2 \rightarrow +\infty$, i.e. perfect conducting plates, the well known Casimir force obtained in [6] is recovered. The power of the formula (1.56) also allows to deduce the Casimir-Polder force between two atoms making the assumption of very rarefied media and exploiting the expression for the dielectric permittivity $\epsilon(\omega) = 1 + 4\pi N\alpha(\omega)$ (where $N$ denotes the number of atoms per unit volume).

We want to discuss briefly a different approach than the Lifshitz one, which allows us to write a more general expression compared to the Lifshitz formula [8]. It is well known from classical electromagnetism that the force density $f$ in a medium, when electromagnetic fields are present, is related to the electromagnetic stress tensor $T_{ij}$

$$f_i = \partial_j T_{ij}, \quad T_{ij} = \frac{1}{4\pi} \left[ E_i D_j + H_i H_j - \frac{1}{2} (E \cdot D + H \cdot H) \delta_{ij} \right] \Rightarrow$$

$$f_i = \frac{1}{8\pi} \left[ (\partial_i E_j) D_j - E_j (\partial_i D_j) \right]$$

(1.57)

where we assume

$$\frac{1}{4\pi c} \frac{\partial}{\partial t} (D \times H) = 0$$

(1.58)

i.e. that, under appropriate equilibrium conditions, the time variation of the momentum density of the field can be considered zero, and we suppose an isotropic media so that the stress tensor $T_{ij}$ is symmetric. From a quantum point of view, we have to promote $E_i$ and $D_i$ to operators. Using the Fourier components of the field, symmetrizing and taking the
We introduce, the dyadic Green function such that

$$f_i(r) = \frac{1}{8\pi} \text{Re} \int_{-\infty}^{+\infty} d\omega \int_{-\infty}^{+\infty} d\omega' \left\{ \left[ \partial_i E_j(r, \omega) \right] D_j(r, \omega') - \left[ \partial_i D_j(r, \omega) \right] E_j(r, \omega') \right\}. \tag{1.59}$$

If we consider the Maxwell equations used by Lifshitz in (1.53) and (1.54), the Fourier component of the transverse displacement field is $D(r, \omega) = \varepsilon(r, \omega)E(r, \omega) + K(r, \omega)$, that means

$$\langle E_j(r, \omega) D_j(r', \omega') \rangle = \varepsilon(r, \omega)\langle E_j(r, \omega) E_j(r', \omega') \rangle + \langle E_j(r, \omega) K_j(r', \omega') \rangle. \tag{1.60}$$

We introduce, the dyadic Green function such that

$$-\nabla \times \nabla \times G(r, r', \omega) + \frac{\omega^2}{c^2} \varepsilon(r, \omega) G(r, r', \omega) = -\frac{4\pi}{c^2} \frac{\omega^2}{c^2} \delta^3(r - r'), \tag{1.61}$$

and we introduce in the first term of the right side of (1.60) the following form for the correlators [40]

$$\langle E_j(r, \omega) E_j(r', \omega') \rangle = \frac{\hbar}{\pi} \Im \left[ G_{jj}(r, r', \omega) \delta(\omega - \omega') \right]. \tag{1.62}$$

where

$$E_j(r, \omega) = \frac{1}{4\pi} \int d^3 r'' G_{jj}(r, r'', \omega)K_j(r'', \omega). \tag{1.63}$$

We also assume that, similarly to (1.55), the operator $K(r, \omega)$ has the following property, as a consequence of the fluctuation-dissipation theorem,

$$\langle K_j^+(r, \omega)K_j^+(r', \omega') \rangle = 0 \tag{1.64}$$

$$\langle K_j(r, \omega)K_j^+(r', \omega') \rangle = 4\hbar \varepsilon''(\omega) \delta_j\delta(\omega - \omega')\delta^3(r - r'), \tag{1.65}$$

where we denoted with $\varepsilon''(\omega)$ the imaginary part of $\varepsilon(\omega)$. Then we have

$$\text{Re}\langle E_j(r, \omega) D_j(r', \omega') \rangle = \frac{\hbar}{\pi} \Im \left[ \varepsilon(r', \omega) G_{jj}(r, r', \omega) \delta(\omega - \omega') \right] \tag{1.66}$$

and finally the density force reads

$$f_j(r) = -\frac{\hbar}{8\pi^2} \Im \int_0^{+\infty} d\omega \left\{ \partial_j \varepsilon(r, \omega) \right\} G_{jj}(r, r', \omega). \tag{1.67}$$

This is a more general formula for the Casimir force and in the case of two half-space dielectrics, it has been used to deduce the Lifshitz formula (1.56). It also allows, for example, to calculate the force when a third dielectric material is placed between the two half-spaces [31], [41] - [43].

Many other methods have been developed over the years to calculate the Casimir force between macroscopic objects and in particular, in this thesis, in Chapter 4 we will use a very general method, based on the scattering operators, which allows us to derive the force between arbitrary objects with generic optical properties even in out of thermal equilibrium conditions.
1.2.3 A physical insight about the Casimir effect

Casimir, for the eponymous effect, deduced the force between two perfectly conducting slabs calculating the zero-point energy difference between the case of slabs at infinite distance and the case when they are at finite distance. In this subsection we will deduce the same expression for the force using an alternative simple model which gives a more intuitive insight about the physical origin of the Casimir effect [44], [1]. In this model, the Casimir force is a consequence of the radiation pressure due to the quantum vacuum.

The system is composed by two parallel slabs whose positions are, respectively, $z = 0$ and $z = d$ (see Figure 1.5). The photons of the vacuum can be considered as if they carry a linear momentum which is $\frac{1}{2} \hbar k$ for each virtual photon. With simple heuristic considerations we can state that the virtual photons in the zone external to the two slabs ($z < 0, z > d$) generate a radiation pressure which pushes the slabs to get close, while the virtual photons in the inside region ($0 < z < d$) tend to push away the slabs. If the surface density of photons “impinging” on the slabs were equal in the internal and external region the attraction and repulsion effects will compensate and no force would act on the slabs. However, in our case, we have, roughly speaking, that the virtual photons in the internal region are fewer than those in the external region due to the boundary conditions to the fields. This is because we are considering perfectly conducting slabs and then the photon density in the zone $0 < z < d$ is modified from the boundary conditions. For this reason we
can guess that the attractive effects exceed the repulsive ones.

To obtain a quantitative evaluation we should analyze the radiation pressure due to a perpendicular plane wave impinging on a slab. This will be twice the energy density \( u \). More precisely, if we consider an incidence angle \( \theta \) the radiation pressure under study is \( P = 2u \cos^2 \theta \). The square-cosine dependence is related to the fact that we have a factor \( \cos \theta \) deriving from the momentum dependence on the incidence angle, and another factor derives because the surface element \( A \) and incidence angle are not perpendicular, so that factor \( (\cos \theta)^{-1} \) arise. Each frequency mode \( \omega = ck \) contributes to the radiation pressure

\[
2 \left( \frac{1}{2V} \right) \cos^2 \theta = \frac{\hbar \omega}{2V} k_z^2
\]

where \( V \) represents the quantization volume. In the above equation we have also added a factor 1/2 which takes into account that for each mode \( k \) we can have incoming and outgoing propagation from the slabs and the energy is equal for each of these modes. If the slabs have infinite surfaces, we have a continuum spectrum for the \( x \) and \( y \) components of \( k \) while the values of \( k_z \) are discrete

\[
k_z = \frac{n\pi}{d}
\]

with \( n \in \mathbb{N} \). Taking all the possible modes and summing each contribution to radiation pressure from the virtual photons in the internal region, we get the pressure acting on each slab

\[
P_{\text{int}} = \frac{\hbar c}{\pi^2 d} \sum_{n=1}^{\infty} \int_0^{\infty} dk_x \int_0^{\infty} dk_y \left( \frac{n\pi}{d} \right)^2 \frac{1}{\sqrt{k_x^2 + k_y^2 + (n\pi/d)^2}}.
\]

In (1.70) we have added a factor 2 due to the two different polarizations. The pressure \( P_{\text{int}} \), as we mentioned, generates a repulsive force while the pressure \( P_{\text{ext}} \), from the external virtual photons, generates an attraction between the slabs. In the external region all the components of \( k \) of the virtual photons have a continuous spectrum

\[
P_{\text{ext}} = \frac{\hbar c}{\pi^2} \int_0^{\infty} \int_0^{\infty} \int_0^{\infty} dk_x dk_y dk_z \frac{k_z^2}{\sqrt{k_x^2 + k_y^2 + k_z^2}}.
\]

We notice that both \( P_{\text{int}} \) and \( P_{\text{ext}} \) are infinite but only their difference has a physical meaning (i.e only the difference is measurable), so we obtain

\[
P_{\text{int}} - P_{\text{ext}} = \frac{\pi^2 \hbar c}{4d^4} \left[ \sum_{n=1}^{\infty} n^2 \int_0^{\infty} dx \frac{1}{\sqrt{x^2 + n^2}} - \int_0^{\infty} du u \int_0^{\infty} dx \frac{1}{\sqrt{x^2 + u^2}} \right].
\]

With the help of the Eulero-Maclaurin formula [45], [46], after some algebra, we finally get the famous result originally obtained by Casimir for the force per unit area

\[
P_{\text{int}} - P_{\text{ext}} = -\frac{\pi^2 \hbar c}{240 d^4}.
\]
It must be said that, even if this approach allow us to give a simple and intuitive explanation of the Casimir effect, it gives good results only when rectangular plates are considered. For some other geometries the force deduced by this approach is not satisfactory or even wrong [47] - [50].

1.3 Casimir forces and Experiments

In this section we discuss and outline the experiments done to measure the Casimir forces. Accurate measures of the Casimir forces in different realistic situations are still under study. In fact, these effects are quite small when realistic conditions are considered and so the Casimir forces are very difficult to detect experimentally.

The situation is even more difficult when microscopic objects are involved in the experiment. In fact, the control of position, velocity, external forces acting on the atoms, etc... are all conditions that, when dealing with a microscopic system, are extremely difficult to obtain. Then is evident that there exists an intrinsic issue which makes extremely difficult the direct measurement of the van der Waals/Casimir-Polder forces. However indirect manifestations of these forces can be found in the measurement of macroscopic quantities, as for example suggested by van der Waals himself when he studied the modifications induced by his eponymous force in the equation of state of a gas.

One research field where accurate measurements of the van der Waals force has been obtained is about scattering experiments. There are two simple groups of experiments that can be made. In the first it is studied one atomic beam that is scattered from a a stationary gas which serves as target. For this case, the van der Waals interactions between the atoms deflect the atomic beam when this pass through the target gas and an attenuation of the beam is detected [51] - [53]. In the second case the scattering experiment concern two crossed atomic beams. Also in this case, the van der Waals interaction between the atoms of the two beams influences the scattering and the scattering spectrum of the incident beam as a function of the angle [54], [55].

The Casimir-Polder forces between an atom and a generic macroscopic body can be detected alternatively using scattering techniques. The main experimental configurations used deal with classical scattering and quantum scattering. In the classical scattering the experimental configuration is similar to that described above for an atomic beam and a target. In this case the target is a macroscopic body and the atomic beam is directed near the target body and its deflection, due to the Casimir-Polder interaction is observed and analyzed [56], [57]. The experimental setup based on quantum scattering exploits the property, which follows from the de Broglie hypothesis, that the matter can have a wave-like behavior. Then, for sufficiently small speeds, the reflection against a body of this matter-wave is studied. This reflection is certainly influenced by the Casimir-Polder interactions which can be then measured [58, 59]. The matter-wave behavior is also the basis for measuring the Casimir-Polder force by studying the diffraction of these matter-waves by gratings [60] - [62].

Another effective way to measure the Casimir-Polder forces is to consider trapped
atoms. When the atom is trapped it still has a motion, in particular an oscillatory motion. When a surface is near to the trapped atom this motion is modified by the Casimir-Polder interaction and the latter can be revealed in appropriate experiments. Using this configuration the Casimir-Polder have been measured, as well as its temperature modification or the possible repulsion force in an out of thermal equilibrium situation [63] - [66].

Many other methods to detect and observe indirectly the Casimir-Polder forces have been developed, for example spectroscopy, and we refer to [67] and the references therein for more details.

We now discuss the situation about experiments for the measurement of the Casimir force on macroscopic objects. A simple estimation of the magnitude of the Casimir force between two perfectly conducting slabs gives

$$\frac{F(d)}{A} = \frac{\pi^2 \hbar c}{240 d^4} = \frac{0.013}{d^4} \text{dynes/cm}^2.$$  

(1.74)

This result gives a force of $10^{-2}$ dyn ($10^{-7}$ N in SI units) for plates of area $A = 1 \text{ cm}^2$ at distance $d = 1 \mu m$ and the smallness of this values indicates why it is so difficult to measure such effects. However, the Casimir effect was detected for the first time by Sparnaay, in 1958 [68], only a few years later the theoretical prediction by Casimir. Sparnaay detected an attractive force between the two slabs at a distance between 0.5 $\mu m$ and 2 $\mu m$. The experimental setup was very simple. It was made of a plate attached to a cantilever spring. Another plate was approached to the first one with the help of fine screws. The Casimir force was deduced by measuring the bending of the spring via a capacitor connected with the plates. However, because of residual electrostatic forces, the large experimental errors did not allow him to state that the Casimir effect was demonstrated but, as he said, the attractive force measured by him did not contradict the effect predicted by Casimir. After that experiment many other attempts was made to demonstrate the Casimir effect in the subsequent years.

Only in 1997 the Casimir effect was experimentally demonstrated and accurately measured, almost 50 years later the theoretical prediction! The measurement was given thanks to Lamoreaux and his work [69]. In this experiment Lamoreaux used an electromechanical system based on a torsion pendulum made of a slab and a sphere which reciprocal distances was in the range between 0.6 $\mu m$ and 6 $\mu m$ (the plate–sphere geometry was used because it avoids the need for a perfect parallel alignment). He was able to measure the Casimir force achieving a declared accuracy of 5%. The experimental results were in excellent agreement with the theoretical prediction by Casimir.

Just one year later, Mohideen and Roy [70] with an experimental setup based on an Atomic Force Microscope (AFM) measured the Casimir force between a slab and a sphere in a distance range between 0.1 $\mu m$ and 0.9 $\mu m$, achieving a measurement accuracy of 1%.

The measurement of the Casimir effect in the configuration (parallel plates) proposed by Casimir himself was obtained only in relatively recent years. The reason is that the required perfect parallelism between the two slabs is very hard to achieve with good accuracy, particularly when the two plates are very close each other. In 2001, Bressi and collaborators [71] solved this issue aligning the slabs by means of microresonator with an accuracy un-
der the micron. In this way they were able to measure the Casimir force between parallel metallic plates with an accuracy of 15% in a distance range of the slabs of 0.5-3.0 µm.

Measurement of the Casimir forces concerning various geometries have been done. In recent years, for example, the configuration with gratings has been considered. For example in Reference [72] Chan and collaborators measured the Casimir force between a gold sphere and a silicon nanostructured surface (rectangular grating). In this case, in a range of distances between 150 nm and 500 nm, it has been shown that the attractive force is significantly different from the pairwise additive approximation (the latter approximation is a simple geometric approximation which calculates the modification of the force, due to the presence of “imperfections” of the surface, exploiting the force of the slab-slab configuration). This result demonstrates the strong dependence of the Casimir force on the shape of the interacting bodies.

In another example of sphere-grating configuration [73], the strong dependence from geometry of the Casimir force is also more interesting. In fact, using a setup made of a gold sphere in front of a metallic grating instead of a dielectric grating, the Casimir force, at distance scales below the plasma wavelength, shows a new unexpected regime. When a deep metallic lamellar grating, with sub-100 nm features, is considered then, for large inter-surfaces separations, it was found that the force is reduced beyond what would be expected by any existing theoretical prediction.

Also in view of the studies about the measurement of the Casimir force in realistic systems keeps on, going hand in hand with the possible technological applications which are, nowadays, always more concrete thanks to the micro-electromechanical (MEMS) devices. An important work concerning the Casimir force in these devices has been done by Chan, Aksyuk, Kleiman, Bishop and Capasso in [74] where they have showed that, when the distance between two surfaces is relatively small, the quantum effects acting on these devices becomes relevant and not negligible for the proper functioning of the device. The experimental setup is similar to that of Lamoreaux and, also in this case, there is a system made of a sphere in front of a slab. The sphere can rotate because of the Casimir force, thus acting as a torsion pendulum.
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After having introduced the Casimir forces in the previous chapter, we consider some quantum electrodynamic effects related to the uniform acceleration of atoms in vacuum and show original results that we obtained on Casimir-Polder forces for accelerating atoms. The aim of this chapter is to understand how the dynamical out-of-equilibrium-condition, dictated from the uniform acceleration of the atoms, can modify the Casimir-Polder forces (or equivalently van der Waals forces). The class of physical systems that we are going to analyze are strictly related with one of the most intriguing phenomena in quantum field theory, the so-called Unruh effect [1, 2, 3, 4]. According to this effect, a uniformly accelerated detector in the Minkowski quantum vacuum experiences a thermal bath at a temperature proportional to its acceleration. In qualitative terms, as we will see forward in a dedicated section, this phenomenon originates from time-dependent Doppler shifts of the field detected by the accelerated detector [5]. Unfortunately, this effect is very tiny, and there is not yet an experimental evidence of it. In fact, an acceleration of the order of $10^{22} \text{cm/s}^2$ would be necessary to obtain Unruh radiation corresponding to the temperature of 1 K [4]. The question of the perception of the quantum vacuum in accelerated frames remains a widely debated problem. In this chapter, after discussing briefly the physics behind the Unruh effect, we discuss some effects related to a uniform acceleration of atoms in the vacuum space, in the framework of quantum electrodynamics. After considering the radiative level shifts of a uniformly accelerated atom in vacuum, we focus on the atom-wall Casimir-Polder interaction for an accelerated atom, as well as on the van der Waals/Casimir-Polder interaction between two accelerating atoms. Also, we will discuss in detail the possibility of detecting the Unruh effect through these phenomena. Since the Lamb-shift and the Casimir-Polder interactions are directly related to vacuum field fluctuations [6, 7, 8], we are particularly interested to investigate if thermal effects due to the acceleration may produce observable effects in such physical systems. These effects can suggest new possibilities to detect the Unruh effect through a measurement of the Casimir-Polder interactions for atoms accelerating in the vacuum space.

The chapter is organized as follows. In the introductory Sections 2.1 and 2.2, we present and give a simple physical insight of the Unruh effect and shortly review some electrodynamic effects due to accelerated atoms. In Section 2.3 we start to show our results investigating the atom-atom van der Waals/Casimir-Polder force between two accelerating atoms through a physical model based on the spatial correlations of vacuum electromagnetic field and source field. In Section 2.4 we discuss and develop in detail a general statistical procedure for the calculation of the Casimir-Polder forces, extending to the fourth-order a method introduced by Dalibard, Dupont-Roc and Cohen-Tannoudji for second order effects. In Section 2.5 we exploit the new procedure that we developed in Section 2.4 to examine more rigorously the Casimir-Polder force between two ground-state atoms uniformly accelerating in the vacuum space. Finally in Section 2.6 we analyze the resonance interaction for two accelerated atoms, interacting with relativistic scalar field or with the electromagnetic field.
2.1 The Unruh effect

We start briefly presenting the Unruh effect, which plays a fundamental role in our original work presented in the following sections.

It is well known, in the literature, that a detector uniformly accelerating in the vacuum space behaves as an identical static detector immersed in a thermal radiation at temperature $T$ proportional to its acceleration. Before Unruh’s work, other works in astrophysical problems had suggested thermal effects of accelerating particles [9] - [12]. Hawking, in his studies on the black holes [13] - [14], predicted that a black hole radiates at a temperature $T = \frac{\hbar g}{2\pi k_B c}$ where $g$ is the gravitational acceleration of the black hole and $k_B$ is the Boltzmann constant. To find this result Hawking considered the effect of the gravity on the vacuum scalar field. Before the work of Hawking, Fulling had introduced an approach to deal with the quantum field theory in curved spaces [2]. However Unruh and Davies, with their independent works [1]-[3], were the first who directly showed the thermal effects due to acceleration in the background of the quantum field theory. They found that an observer moving with a uniform acceleration and interacting with the vacuum of the scalar field in the Minkowski space-time, feels a temperature given by the following expression

$$T = \frac{\hbar a}{2\pi c k_B}$$

(2.1)

where $a$ is the observer’s acceleration. Here $a$ replaces the gravitational acceleration $g$ in the analogous expression found by Hawking. This acceleration/temperature effect is called the Unruh effect or the Unruh-Davies effect or also the Fulling-Unruh-Davies effect. This effect is a striking manifestation of the fact that the quantum vacuum, and its particle content, is observer dependent.

A more general result of the Unruh effect, concerning not only with the scalar field but also to more generic spinor and vector field in a space-time of dimension $d$, has been found by Takagi [15]. When we will refer to (2.1) we will mean the Hawking-Unruh temperature because the results of Hawking and Unruh are identical on the basis of the equivalence principle and they differ only for the interpretation. In the first case we have a stationary detector on the event-horizon of a black hole with gravitational acceleration $g$, while in the second case we have an accelerated detector with uniform acceleration $a$ in the vacuum space.

The methods usually used to deduce (2.1) are not particularly intuitive (see, for example, [1] - [4], [9] - [14], [16] - [18]). The reason is that these works use a formalism related to the quantization of the field in curved spaces. In this subsection we want to show the same famous result of Unruh using a simple and intuitive method proposed by Milonni and Alsing [5]. The key idea of this method is obtaining the Unruh effect from considerations on the Doppler shift of the vacuum field seen by an accelerated observer.

Let us suppose to have a plane wave with frequency $\omega_k$ and wave vector $k$ which propagates along the $\pm x$ direction. We also suppose that the uniformly accelerated Rindler observer moves along the positive direction $x$. In the latter statement we mean with Rindler observer an observer which is comoving with the particle in an instantaneously inertial
reference frame. Since the observer is instantaneously inertial he will perceive the plane wave as having frequency $\omega'_k$ related to $\omega_k$ through the Lorentz transformation

$$\omega'_k(\tau) = \gamma(\tau) (\omega_k - k v(\tau))$$

(2.2)

where we have assumed that the plane wave propagates along the positive $x$ direction. Considered the motion of the observer we have

$$v(\tau) = c \tanh \left( \frac{a \tau}{c} \right), \quad \gamma(\tau) = \cosh \left( \frac{a \tau}{c} \right)$$

(2.3)

and this means that

$$\omega'_k(\tau) = \cosh \left( \frac{a \tau}{c} \right) \left( \omega_k - k c \tanh \left( \frac{a \tau}{c} \right) \right).$$

(2.4)

Since $\omega_k = c k$, the above equation reads

$$\omega'_k(\tau) = \omega_k e^{-a \tau/c}. \quad (2.5)$$

For a wave propagating along $-x$ the sign of $kv(\tau)$ in (2.2) changes and we get

$$\omega'_k(\tau) = \omega_k e^{a \tau/c}. \quad (2.6)$$

We notice that if we assume $a \tau/c \ll 1$, i.e non-relativistic motion, and we expand to first order the exponential in (2.5), (2.6) we obtain

$$\omega'_k(\tau) \approx \omega_k \left( 1 \pm \frac{a \tau}{c} \right).$$

(2.7)

which coincides with the non-relativistic Doppler effect ($a \tau \approx v$). We want to stress the time-dependence of (2.5), (2.6) which implies, for the accelerated observer, a Doppler effect which is explicitly dependent on time.

Thus, because of the time-dependent Doppler effect, at each time, the Rindler observer see the wave oscillating with a different time-dependent frequency. Then, the accelerated observer will see the spectrum frequency proportional to

$$\left| \int_{-\infty}^{+\infty} e^{i \Omega \tau} e^{i \varphi(\tau)} d\tau \right|^2$$

(2.8)

where

$$\varphi(\tau) = \int_{0}^{\tau} \omega'_k(\tau') d\tau'.$$

(2.9)

From equations (2.5) and (2.6) it follows that $\varphi(\tau)$ reads

$$\varphi_{\pm}(\tau) = \int_{0}^{\tau} \omega'_k(\tau') d\tau' = \left( \frac{\omega_k c}{a} \right) e^{a \tau/c} \quad (2.10)$$
(the symbol $\pm$ denotes the two different cases where the wave propagates along $-x$ or $x$).

The frequency spectrum $S(\Omega)$ is then proportional to

$$
\left| \int_{-\infty}^{+\infty} e^{i\Omega \tau} \exp \left[ i \left( \frac{\omega k c}{a} \right) e^{\pm \alpha \tau/c} \right] d\tau \right|^2
$$

(2.11)

The same spectrum (2.11) can be obtained considering that the plane waves ($\propto e^{i(k \pm \omega t)}$), in the laboratory frame, are seen by the Rindler observer as

$$
e^{i\varphi_\pm(\tau)} \equiv e^{i(k \pm \omega t)} = \exp \left[ i \left( \frac{\omega k c}{a} \left( e^{\pm \alpha \tau/c} - 1 \right) \right) \right].
$$

(2.12)

where we used

$$
x(\tau) = \frac{c^2}{a} \left[ \cosh \left( \frac{a \tau}{c} \right) - 1 \right], \quad t(\tau) = \frac{c}{a} \sinh \left( \frac{a \tau}{c} \right).
$$

(2.13)

Thus, the spectrum $S(\Omega)$ is proportional to the squared module of the Fourier transform of (2.12). The term $e^{-i\omega k c/a}$ in (2.12) is independent from $\tau$, and in the Fourier transform integral gives only a proportionality factor. So we obtain again Eq. (2.11).

After some straightforward algebra we can evaluate the integral (2.11) and we finally get

$$
\left| \int_{-\infty}^{+\infty} e^{i\Omega \tau} \exp \left[ i \left( \frac{\omega k c}{a} \right) e^{\pm \alpha \tau/c} \right] d\tau \right|^2 = \frac{2\pi c}{\Omega a} \frac{1}{e^{2\pi c/\alpha a} - 1}.
$$

(2.14)

This result shows the Unruh-Hawking effect. In fact, we have obtained the Planck factor relative to the Bose-Einstein distribution for particles at temperature $T = \hbar a/2\pi k_B c$, which is indeed the Hawking-Unruh temperature. This simple, not formal, method gives us an intuitive physical insight on the origin of the Unruh effect. Despite its conceptual importance for connections with Hawking radiation [13, 14] and for its impact on cosmology, black hole physics, particle physics, and relativistic quantum information [19] - [21], experimental detection of the Unruh effect remains elusive, since an acceleration of the order of $10^{20}$ m/s$^2$ would be required in order to measure a temperature of 1K. Many experimental proposals for its measurements in circular accelerators [22], as well as in analogue models of condensed matter physics [23] have been also discussed. Other proposals concern, for example, detecting spin depolarization of accelerated electron [24], or accelerating particles by ultraintense laser pulses [25, 26] or laser filaments [27, 28]. However, despite the intense efforts the problem of detection of Unruh effect remains an open question because very high accelerations are required to obtain a Unruh temperature of some kelvin. On the other hand, a direct verification of the effect could allow a deeper understanding of some persisting controversies about the interpretation of this effect [29, 30, 31]. In this direction, it has been recently argued that interatomic van der Waals interactions between two uniformly accelerated atoms could be good candidates for detecting the Unruh effect, for reasonable values of the acceleration [32].

Among the large number of open fundamental challenges in this field, a long-standing question concerns whether the effect of a relativistic acceleration is strictly equivalent to a
thermal field [33]. It has been recently shown, for example, that nonthermal features associated with uniform acceleration manifest on the radiative properties of single accelerated atoms [34] - [40],[AN3]. Also, recent works on entanglement generation or Casimir-Polder interactions between uniformly accelerated atoms, have shown that non-thermal effects of accelerations arise in a system of two or many particles [41, 42, 40],[AN3].

In this context, we have recently shown that the Casimir-Polder (CP) force between two uniformly accelerating atoms in their ground state exhibits a cross-over from a short distance thermal behavior to a long distance non-thermal behavior, with respect to a reference length identified with $z_0 = \frac{c^2}{a}$, the characteristic scale for a breakdown of a local approximate description of the two-body system in terms of a Minkowskian space-time [40],[AN3]. Indeed, Casimir-Polder forces between neutral atoms arise from the retarded interaction among the dipoles induced and correlated by the zero-point quantum field fluctuations, and quanta mediating the interaction between the two atoms cannot disregard, for large distances, the non-inertial character of relativistic acceleration [32, 40],[AN1],[AN3]. All these consequences will be presented and discussed in detail in the next sections of this chapter.

2.2 Some known effects of uniform acceleration in quantum electrodynamics

In this Section, we introduce some physical configurations related to our study concerning with effects of a uniform acceleration in quantum electrodynamics [38],[AN2]. This will be the basis for our original work on this subject, which will be exposed in the next sections. We consider two different physical systems that are already studied in the literature. We first consider a hydrogen atom moving with a uniform acceleration and interacting with the quantum electromagnetic field in the vacuum state. We then consider the atom-wall Casimir-Polder interaction when the atom is uniformly accelerated. These two systems are good examples showing physical implications of the acceleration in quantum electrodynamics.

Let us now consider the physical system of a hydrogen atom uniformly accelerated in the quantum electromagnetic vacuum. The Hamiltonian describing the atom-field interaction in the instantaneous inertial frame of the atom, in the multipolar coupling scheme is [35, 34]

$$H(\tau) = H_A(\tau) + H_F(\tau) + H_I(\tau),$$

(2.15)
with

\[ H_A(\tau) = \hbar \sum_n \omega_n \sigma_{mn}(\tau), \] (2.16)

\[ H_F(\tau) = \hbar \sum_{k_j} \omega_k a_k^\dagger a_k \frac{dt}{d\tau}, \] (2.17)

\[ H_I(\tau) = -e \sum_{mn} r_{mn} \cdot E(x(\tau)) \sigma_{mn}(\tau), \] (2.18)

where \( \tau \) is the proper time and \( \sigma_{mn} = |\ell\rangle \langle m|, |n\rangle \) being a complete set of atomic states with energy \( \omega_n \). \( \mu = e \mathbf{r} \) is the atomic electric dipole moment. Also, \( x = (t, \mathbf{x}) \) is the space-time coordinate of the atom and \( k_j \) the wave vector \((j = 1, 2 \text{ is the polarization index})\). We are interested in investigating the energy level shifts of the uniformly accelerated atom. Exploiting the general procedure in [43, 44, 46], that we will discuss and use in the following Section 2.4, we can split the energy shift of the atomic level of the accelerated atom in two parts, separating the contributions of vacuum fluctuations and radiation reaction field (indicated respectively with the subscripts \( vf \) and \( rr \)). These quantities, at second order in \( e \), are [46]

\[ (\delta E_a)_{vf} = \frac{ie^2}{\hbar} \int_{\tau_0}^{\tau} d\tau' C_{tm}(x(\tau), x(\tau')) (\chi_{tm}^A)_{a}(\tau, \tau'), \] (2.19)

\[ (\delta E_a)_{rr} = \frac{ie^2}{\hbar} \int_{\tau_0}^{\tau} d\tau' \chi_{tm}^F(x(\tau), x(\tau')) (C_{tm}^A)_{a}(\tau, \tau'), \] (2.20)

where \( C_{tm}^F \) and \( \chi_{tm}^F \) are the symmetric correlation function and the linear susceptibility of the field (atom), respectively. Using the appropriate statistical functions of atom and field [15], after some algebra, we have [35]

\[ (\delta E_a)_{vf} = \frac{e^2}{3 \pi c^3} \sum_b \langle a|\mathbf{r}(0)|b\rangle^2 \int_0^{\infty} d\omega \omega^3 \left( 1 + \frac{a^2}{c^2 \omega^2} \right) \times \coth \left( \frac{\pi c \omega}{a} \right) P \left( \frac{1}{\omega + \omega_{ab}} - \frac{1}{\omega - \omega_{ab}} \right), \] (2.21)

\[ (\delta E_a)_{rr} = \frac{e^2}{3 \pi c^3} \sum_b \langle a|\mathbf{r}(0)|b\rangle^2 \int_0^{\infty} d\omega \omega^3 \times P \left( \frac{1}{\omega + \omega_{ab}} + \frac{1}{\omega - \omega_{ab}} \right), \] (2.22)

where the index \( a \) and the relative ket indicate a generic atomic state, \( \omega_{ab} = \omega_a - \omega_b \), \( a \) is the acceleration of the atom, and the limit \( \tau - \tau_0 \) to infinity has been taken.

We first note from (2.22) that the radiation reaction contribution to the energy level shift does not depend on the atomic acceleration; it is identical to that obtained in the inertial frame. This result is expected on a physical ground: in fact, the field emitted by the atom propagates with the velocity of light, and it can act back on the atom only at the same time it is emitted. Thus, radiation reaction contribution is not influenced by the atomic motion.
Chapter 2 - Effects of uniform acceleration on atom-field interactions

As we shall discuss later in this section, the situation radically changes in the presence of a boundary, such as a reflecting mirror. On the other hand, the contribution of vacuum fluctuations depends explicitly on the acceleration, through the presence of the thermal term \( \coth(\frac{\pi c \omega}{a}) \), linked to the Unruh temperature \( T = \frac{\hbar a}{2\pi c k_B} \), and of an extra term proportional to \( a^2 \). This result indicates that the atomic acceleration induces observable effects in the energy shifts.

The appearance of a nonthermal term proportional to \( a^2 \) is related to a similar term appearing in the correlation function of the electric field in the accelerated frame. It is possible to show that, for a ground-state hydrogen atom, thermal and non-thermal terms are comparable for \( a \sim 10^{25} \text{ cm/s}^2 \) [35]. This is also the typical acceleration required to detect the Unruh effect by measuring atomic level shifts.

The same physical arguments given above indicate that also the Casimir-Polder interaction between a uniformly accelerated atom and a perfectly reflecting plate could manifest the Unruh effect. Corrections to the atom-wall Casimir-Polder force due to the acceleration of the atom, have been calculated in the scalar field case [36]. It has been shown that such corrections are relevant only for accelerations of the order of \( 10^{24} \text{ cm/s}^2 \), confirming the necessity of extremely high accelerations for a detection of the Unruh effect. This calculation has been extended to the more realistic case of a uniformly accelerated hydrogen atom interacting with the quantum electromagnetic field, in the presence of a perfectly reflecting mirror [37, 39]. Let us consider an atom moving with uniform acceleration in a direction parallel to the mirror at a distance \( z_0 \) from the mirror. In analogy with the case of an atom at rest near a plate, the atom-wall Casimir-Polder interaction can be obtained considering the \( z_0 \)-dependent terms in the expression of the energy level shift. As before, we evaluate the contribution of vacuum fluctuations and of the radiation reaction field to the energy shift of the atomic level, in the presence of a conducting plate. After some lengthy algebra, it is found [39]

\[
(\delta E_a)^{(b.c.)}_{\text{vf}} = -\frac{1}{8\pi^2 c^3} \sum_b \left( \mu_{tt}^{ab} \mu_{mm}^{ab} \right) \frac{1}{(2z_0)^3} P \int_0^\infty d\omega K_{lm}(\omega; z_0, a) \times \coth\left( \frac{\pi c \omega}{a} \right) \left( \frac{1}{\omega + \omega_{ab}} - \frac{1}{\omega - \omega_{ab}} \right),
\]

(2.23)

and

\[
(\delta E_a)^{(b.c.)}_{\text{rr}} = \frac{1}{8\pi^2 c^3} \sum_b \left( \mu_{tt}^{ab} \mu_{mm}^{ab} \right) \frac{1}{(2z_0)^3} P \int_0^\infty d\omega \times K_{lm}(\omega; z_0, a) \left( \frac{1}{\omega + \omega_{ab}} + \frac{1}{\omega - \omega_{ab}} \right),
\]

(2.24)

where the superscript \( (b.c.) \) stands for boundary conditions, \( z_0 \) is the atom-wall distance and \( K_{lm}(\omega; z_0, a) \) is a function containing a combination of sinusoidal functions, which takes into account the presence of the conducting plate [39].

We now briefly comment the results obtained. Equation (2.23) clearly shows that the contribution of vacuum fluctuations contains not only a thermal correction due to the factor
coth(\pi c \omega/a), but also an extra term proportional to the function $K_{\ell m}(\omega; z_0, a)$. This function modulates the Casimir-Polder interaction as a function of the atom-plate distance $z_0$ and of the atomic acceleration $a$. On the other hand, Equation (2.24) shows that the radiation reaction term is sensitive to the atomic acceleration. This behavior is not surprising. When a boundary is present, the field emitted by the atom can act back on the atom after a reflection on the conducting plate. Since the atom accelerates, in the time-interval between the emission and the subsequent absorption of the reflected field, the atom has moved from its position of a distance depending on its acceleration. This gives rise to a dependence of the radiation reaction contribution on the atomic acceleration. The expression for the total atom-wall Casimir-Polder interaction for the accelerated atom, is obtained by summing (2.23) and (2.24). It is easy to show that in order to reveal effects of acceleration on the atom-wall Casimir-Polder interaction, accelerations of the order of $10^{24}$ cm/s$^2$ are necessary, as in the case of the energy shift of an atom in the unbounded space [38],[AN2]. This makes very difficult to observe the effects of the acceleration through the Lamb shift or the atom-wall Casimir-Polder interactions. As we shall show with the results we obtained in the next sections, the situation seems different when we consider the van der Waals/Casimir-Polder interaction between two accelerated atoms.

### 2.3 van der Waals interaction energy between two accelerated atoms

As we have already seen van der Waals dispersion forces between two neutral atoms in the vacuum are related to fluctuations of the zero-point electromagnetic field, and thus they could be a good candidate for detecting an accelerated motion of the atoms and the Unruh effect. So in this section we will consider the effect of the acceleration on the dispersion interaction between two atoms, and we will show that new phenomena are present in this case, namely a change of the distance-dependence of the interaction energy and its explicit time-dependence [32],[AN1]. Using a simple model, some hints were already obtained on the effect of the acceleration on the dispersion force between accelerating atoms, exploiting the relation between acceleration and temperature given by the Unruh effect [47].

We consider the effect of a uniform acceleration on the van der Waals interaction energy between two ground-state atoms moving in the vacuum space with uniform acceleration. In particular, we are interested to investigate whether the (uniform) acceleration of the atoms yields a qualitative change of the properties of the force. The two atoms/molecules A and B move, in the laboratory system, with the same uniform acceleration $a$ in the $x$ direction, perpendicular to their distance, so that their separation is constant (see Figure 2.1). In order to obtain their van der Waals interaction, both in the near zone and in the far zone (Casimir-Polder regime) we use the following physical model: the interaction energy arises from the dipolar interaction between the (instantaneous) oscillating dipole moments of the atoms, induced and correlated by zero-point electromagnetic field fluctuations. In this model the dipolar fields are classical fields, and the quantum properties of the radiation are included in the spatial correlations of the electric field associated to vacuum fluctuations.
This model has been used and proved valid in many cases: atoms at rest [8, 48], three-body dispersion forces [62], when boundary conditions are present [49] or in the presence of external radiation [50]. In the present case we need to generalize this model to the case of accelerating atoms, expressing the field generated by the atomic dipoles in the accelerated reference frame. An advantage of our method is that, even if the interaction energy is calculated for the accelerating atoms in their co-moving frame (the system in which the atoms are instantaneously at rest), all physical quantities relative to the atoms are given in terms of their known values in the laboratory frame.

We now obtain an explicit expression of the interaction energy and discuss in detail the near- and far-zone limits. Our results show that in the near zone a new term proportional to $R^{-5}$ adds to the usual $R^{-6}$ behavior, and in the far zone a term proportional to $R^{-6}$ adds to the usual $R^{-7}$ behavior, making the interaction of a longer range. We also find that the interaction energy has an explicit time dependence. In particular, we show that acceleration-dependent corrections to the $R^{-7}$ (far zone) and $R^{-6}$ (near zone) terms, proportional to $a^2 t^2 / c^2$, are present. This suggests that significant changes to the interaction between the two atoms could be obtained if sufficiently long times are considered, even for reasonable values of the acceleration, contrarily to other known manifestations of the Unruh effect, such as Lamb shift and atom-wall interaction for accelerated atoms previously discussed, which require extremely high accelerations. Although Lamb shift and atom-wall interactions have the same physical origin of the atom-atom interaction, the van der Waals interaction seems more sensitive to the acceleration because of the time-dependence of the interaction in this case.

In Subsection 2.3.1 we first introduce our physical model for the van der Waals interaction energy for the accelerating atoms, based on the method of correlated induced dipole moments, and evaluate the dipole fields of the accelerating atoms; we also introduce the important concept of effective interaction distance. After appropriate Lorentz transformation to the co-moving reference frame, we evaluate the interaction energy between the two atoms in the accelerated frame, in terms of physical quantities calculated in the laborat-
ory frame. Finally, Subsection 2.3.2 is devoted to the discussion of our results and some concluding remarks.

### 2.3.1 The model for the van der Waals interaction in the accelerated frame

We first generalize the method of induced dipole moments, originally introduced for the calculations of van der Waals interactions between atoms at rest [8, 48], to the case of accelerated atoms. In this model, the interatomic interaction energy originates from the interaction of the instantaneous dipole moments of the two atoms. These dipoles are induced and correlated by the spatially correlated zero-point fluctuations of the quantum electromagnetic field. In this model the quantum nature of the dispersion interaction enters in the correlation function of zero-point fluctuations of the electric field, while the dipole fields are treated classically.

\[ \tilde{\mathcal{E}}_i(k_\lambda, k^r) \] indicates the Fourier component \((k_\lambda)\) of the electric field at position \(k^r\), generated by atom A whose position is \(R_A\). This field, evaluated in the moving reference frame where atom B is instantaneously at rest (i.e. the co-moving frame), depends on the instantaneous (fluctuating) dipole moment of atom A in the laboratory reference frame at the retarded time \(t_r = t - \rho(t_\text{r})/c\). \(\rho(t_\text{r})\) is an effective interaction distance given by the distance traveled by a light signal from its emission by atom A at time \(t_\text{r}\) to the time \(t\) when it is received by atom B. We shall evaluate this distance for the specific case of uniformly accelerated atoms at the end of this Section. In this model, the atoms are assumed having instantaneous oscillating dipole moments and their van der Waals interaction arises from the interaction between the field emitted by the fluctuating dipole of one atom with the dipole moment induced on the second atom. This field can be expressed as (summation over a repeated index is understood),

\[ \tilde{\mathcal{E}}_i(k_\lambda, R_B, t) = -\tilde{\mu}^A_i \tilde{V}'_{ij}(k, R, t_r), \]  

(2.25)

where \(R_B\) is the position of atom B, \(R = R_B - R_A\) and \(\mu^A_i\) is the dipole moment of atom A. \(\tilde{V}'_{ij}(k, R, t_r)\) is a tensor potential that will be defined explicitly in the next Subsection. From now onwards, a tilde indicates that the corresponding quantity is evaluated in the co-moving reference frame, where the atoms are instantaneously at rest. In the co-moving frame, the interaction of this field with the induced dipole moment of atom B is given by

\[ -\tilde{\mu}^B_i \tilde{\mathcal{E}}_i(k_\lambda, R_B, t) = \tilde{\mu}^B_i \mu^A_j \tilde{V}'_{ij}(k, R, t_r), \]  

(2.26)

where \(\tilde{\mu}^B_i\) is the dipole moment of atom B in the accelerated frame. Summation over \((k_\lambda)\) yields the interaction energy.

The Fourier \((k_\lambda)\) component \(E(k_\lambda, r)\) of the electric field, given by

\[ E_j(k_\lambda; r) = i \left( \frac{2\pi\hbar c k}{V} \right)^{1/2} \left( \hat{e}_j(k_\lambda) a_{k_\lambda} e^{ik \cdot r} - \hat{e}_j^*(k_\lambda) a_{k_\lambda}^* e^{-ik \cdot r} \right) \]  

(2.27)
\( \hat{e}_j(\mathbf{k}, \lambda) \) is the polarization unit vector, induces a dipole moment in the atom at position \( \mathbf{r} \) given by

\[
\mu^{\text{ind}}(\mathbf{k}, \lambda; \mathbf{r}) = \alpha(k) \mathbf{E}(\mathbf{k}, \lambda; \mathbf{r}),
\]

where we are assuming an isotropic atom with dynamic polarizability \( \alpha(k) \). As mentioned, the instantaneous dipole moment induced in one atom, let us say atom A, generates an electric field that then interacts with the other atom (B). This electric field is the field generated by atom A with position \( \mathbf{R}_A \) at the retarded time \( t_r = t - \rho(t)/c \), evaluated at the position of atom B. Because in our case both atoms are accelerating, we need the expression of the electric field generated by an oscillating dipole in motion. This expression, as well as that of the magnetic field, is known and it is usually separated in the two components \( \mathbf{E}(\text{pol}) \) and \( \mathbf{E}(\text{Roe}) \), called the polarization and Röntgen components, respectively. Because we are interested in the interaction between the two accelerating atoms in their co-moving system, that is a locally inertial frame, the electric field must be Lorentz-transformed to the co-moving system: thus, electric and magnetic fields are both necessary, because Lorentz transformations mix electric and magnetic fields. In the laboratory frame, these fields, for a dipole moving along an arbitrary trajectory \( \mathbf{x}(t) \), are given in Ref. [51, 52] in terms of the retarded time \( t_r = t - r/c \). We use the general expressions in [51, 52] for the polarization and Röntgen components of the electric and magnetic fields in our case of a uniformly accelerated trajectory along \( x \) given by [53]

\[
x(t) = \frac{c^2}{a} \left( \sqrt{\frac{a^2 t^2}{c^2} + 1} - 1 \right),
\]

\[
x(\tau) = \frac{c^2}{a} \left( \cosh \frac{a \tau}{c} - 1 \right),
\]

where time \( t \) is related to the proper time \( \tau \) by the relation

\[
t = \frac{c}{a} \sinh \left( \frac{a \tau}{c} \right).
\]

We also assume \( \mathbf{x}(0) = 0, \dot{\mathbf{x}}(0) = 0 \), and take into account that the two atoms are moving in a direction orthogonal to their distance, so that their distance does not change with time. We thus obtain the polarization and Röntgen components of the electric and magnetic fields for the uniformly accelerating dipole, evaluated at the position of the other dipole,
\[ E^{(\text{pol})}_i(r, t) = -\left( \frac{1}{\rho^3} \hat{T}_{ij}(t)\hat{\mu}_j(t) + \frac{1}{c^3 \rho^2} \hat{T}_{ijkl}(t)\hat{\mu}_j(t)\hat{\mu}_k(t)\hat{\mu}_l(t) + \frac{1}{c^3 \rho^3} \hat{S}_{ij}(t)\hat{\mu}_j(t)\right), \]

\[ E^{(\text{Roe})}_i(r, t) = -\left( \frac{1}{c^2 \rho^2} \hat{\chi}_i(t)\hat{\mu}_j(t) + \frac{1}{c^3 \rho^2} \hat{\chi}_i(t)\hat{\mu}_j(t)\hat{\mu}_k(t) + \frac{1}{c^3 \rho^3} \hat{\chi}_i(t)\hat{\mu}_j(t)\hat{\mu}_k(t)\hat{\mu}_l(t) + \frac{2}{c^3 \rho} \hat{\chi}_i(t)\hat{\mu}_j(t)\right), \]

\[ B^{(\text{pol})}_i(r, t) = -\frac{\epsilon_{ijk}}{c^2 \rho} \hat{\rho}_k\hat{\mu}_j(t) - \frac{\epsilon_{ijk}}{c^2 \rho} \hat{\rho}_k\hat{\mu}_j(t), \]

\[ B^{(\text{Roe})}_i(r, t) = -\frac{1}{c^3 \rho} \hat{S}_{ijkl}(t)\hat{\mu}_j(t)\hat{\mu}_k(t)\hat{\mu}_l(t) + \frac{2}{c^3 \rho} \hat{\mu}_k(t)\hat{\chi}_i(t) + \hat{\mu}_k(t)\hat{\chi}_i(t)), \]

where \( t_r = t - r/c \) is the retarded time, \( \rho(t) = r - x(t) \) and \( \epsilon_{ijk} \) is the totally antisymmetric tensor. We have also defined the following tensors

\[ \hat{T}_{ij} = \delta_{ij} - 3\hat{\rho}_i\hat{\rho}_j, \]

\[ \hat{S}_{ij} = \delta_{ij} - \hat{\rho}_i\hat{\rho}_j. \]

Before obtaining the dispersion interaction energy for the two accelerating atoms, we need some considerations about the retarded time and the distance between the atoms to be used in the expressions above for the fields. The “effective interaction distance” \( \rho(t_r) \) is the distance traveled by a light signal from one atom to the other one. For atoms at rest, it coincides with the interatomic distance \( \rho \), while in the case of atoms moving at a constant velocity \( v \), it is easy to show that \( \rho(t_r) = y \rho \). In our case the atoms are in an accelerated motion: this makes evident that we should expect an explicit time-dependence of the interaction distance because \( \gamma = (1 - v^2/c^2)^{-1/2} \) depends on time. By assuming that at \( t = 0 \) the atoms are at rest and have a uniform acceleration \( a \), using (2.29) and simple geometrical considerations, it is possible to show that

\[ \rho(t_r) = \rho + c \left( t - \frac{c \arctan(at/c)}{a} \right), \]

showing that indeed \( \rho(t_r) \) depends on time and, as expected, it grows with time.

We now evaluate the interaction energy between the fluctuating atomic dipoles in accelerated motion. We assume a nonrelativistic motion for the atoms; because their acceleration is given, this assumption limits the timescale of validity of our results, as we shall discuss in more detail in the next Subsection. The potential energy will be evaluated in the co-moving frame of the accelerating atoms. All relevant physical quantities will be however expressed in terms of quantities measured in the laboratory reference frame and thus directly measurable; this makes our approach different with respect to results in the literature concerning other radiative processes in accelerated frames (such as Lamb shift, atom-wall interactions,
etc), which are expressed in terms of physical quantities measured in the co-moving frame [35, 37, 39, 47].

In our approach, each Fourier component of vacuum field fluctuations induces an oscillating dipole in the atoms, that is, in the laboratory frame is of the form (in the k space)

\[ \mathbf{\mu}^{(A,B),\text{ind}}(\mathbf{k}, \lambda, t) = \mathbf{\mu}^{(A,B),\text{ind}}(\mathbf{k}, \lambda) \cos(\omega t) \]  

(2.38)

with \( \omega = ck \). Using (2.26), the van der Waals interaction energy can be expressed as

\[ \Delta E = \sum \sum \hat{\mu}^{B,\text{ind}}_i(\mathbf{k}, \lambda) \mu^{A,\text{ind}}_j(\mathbf{k}', \lambda') \tilde{V}_{ij}(\mathbf{R}, t). \]  

(2.39)

We stress that in (2.39) the dipole moment of atom A is in the laboratory frame while that of atom B is still in the co-moving frame. We shall now transform the latter in the laboratory frame, in order to express the energy shift only in terms of quantities in this frame. Under a Lorentz transformation, the dipole moment transforms as a length; because the atoms move along the x direction, we have

\[ \tilde{\mathbf{\mu}} = \gamma \mu_x \hat{i} + \mu_y \hat{j} + \mu_z \hat{k}, \]  

(2.40)

that shows that only the x component is different in the two reference frames.

Using the relation (2.28) between the induced dipole moment and the fluctuating vacuum field, we get

\[ \Delta \tilde{E} = \sum \sum \alpha(A, k') \alpha(B, k) \mathcal{E}_i(\mathbf{k}', \lambda'; \mathbf{R}_A) \mathcal{E}_j(\mathbf{k}, \lambda; \mathbf{R}_B) \tilde{V}_{ij}(\mathbf{R}, t). \]  

(2.41)

The Fourier components of the electric field operator in (2.41) are in the laboratory frame, because they come from relation (2.28) with the induced dipole moment in the laboratory frame. The tensor \( \tilde{V}_{ij}(\mathbf{R}, t) \) in (2.41) differs from the tensor \( \tilde{V}_{ij}'(\mathbf{R}, t) \) in (2.39) because the \( \gamma \) factor in (2.40) has been included in it, that is

\[ \tilde{V}_{ij}(\mathbf{R}, t) = \gamma \tilde{V}_{ij}'(\mathbf{R}, t), \quad \tilde{V}_{ij}(\mathbf{R}, t) = \tilde{V}_{ij}'(\mathbf{R}, t), \quad \tilde{V}_{ij}(\mathbf{R}, t) = \tilde{V}_{ij}'(\mathbf{R}, t). \]  

(2.42)

In (2.41) a factor 2 should be added, taking into account that we should also consider an equal interaction energy obtained by exchanging the role of the two atoms. We shall include this factor 2 in the expression of the potential tensor \( \tilde{V}_{ij}(\mathbf{R}, t) \) given in the following of this Section. We now take the vacuum expectation value of (2.41), taking into account that the electric field operators are in the laboratory frame. Thus we have

\[ \langle 0 | \mathcal{E}_i(\mathbf{k}', \lambda'; \mathbf{R}_A) \mathcal{E}_j(\mathbf{k}, \lambda; \mathbf{R}_B) | 0 \rangle = \frac{2\pi \hbar c k}{V} \tilde{e}_i(\mathbf{k}, \lambda) \tilde{e}_j^*(\mathbf{k}, \lambda) e^{-i(\mathbf{k} \cdot \mathbf{R}_A - \mathbf{k} \cdot \mathbf{R}_B)} \delta_{kk} \delta_{\lambda \lambda}. \]  

(2.43)

In the continuum limit, \( V \to \infty, \sum_k \to V/(2\pi)^3 \int k^2 dk d\Omega; \) performing polarization sum and angular integration,

\[ \sum \tilde{e}_i(\mathbf{k}, \lambda) \tilde{e}_j^*(\mathbf{k}, \lambda) = \delta_{ij} - \hat{k}_i \hat{k}_j, \]  

(2.44)
Using these transformations, the potential tensor \( \tilde{\omega} \) we Lorentz-transform the fields according to the well-known relations

\[
\frac{1}{4\pi} \int (\delta_{ij} - \hat{k}_i \hat{k}_j) e^{+ikR} d\Omega = (\delta_{ij} - \hat{R}_i \hat{R}_j) \left( \frac{\sin(kR)}{kR} + (\delta_{ij} - 3\hat{R}_i \hat{R}_j) \left( \frac{\cos(kR)}{k^2R^2} - \frac{\sin(kR)}{k^3R^3} \right) \right),
\]

we obtain

\[
\langle \Delta \tilde{E} \rangle = 2 \frac{\hbar c}{\pi} \int \left\{ \frac{\hat{S}_{ij}}{R} \left( \frac{\sin(kR)}{kR} + \frac{\cos(kR)}{k^2R^2} - \frac{\sin(kR)}{k^3R^3} \right) \hat{\omega} \right\} V_{ij}(R, t) k^3 dk.
\]

In the approximation of a nonrelativistic motion, we have \( \dot{x}(t) = at, \dot{x}(t) = a \) and \( \dot{x}(t) = 0 \). Using these expressions in (2.31-2.34), we obtain the electric and magnetic fields generated by the uniformly accelerating dipole in the laboratory frame. In order to obtain the expression of the tensor \( V_{ij}(R, t) \) in (2.46), we need the electric field in the co-moving frame. Thus we Lorentz-transform the fields according to the well-known relations

\[
\tilde{E}_x = E_x,
\tilde{E}_y = \gamma(E_y - \beta B_z),
\tilde{E}_z = \gamma(E_z + \beta B_y).
\]

Using these transformations, the potential tensor \( \tilde{V}_{ij}(R, t) \) in (2.46) is obtained as

\[
\tilde{V}_{1j}(R, t) = -\frac{2\gamma(t)}{R} \left\{ \frac{\dot{T}_{ij}}{R} \left[ \frac{1}{R} \mathcal{A}(R, t) + \frac{\omega}{c} \mathcal{B}(R, t) \right] + \hat{R}_j \frac{\omega^2}{c^2} \mathcal{A}(R, t) + \frac{\omega}{c} \mathcal{B}(R, t) \right\},
\]

\[
\tilde{V}_{2j}(R, t) = -\frac{2\gamma(t)}{R} \left\{ \frac{\dot{T}_{ij}}{R} \left[ \frac{1}{R} \mathcal{A}(R, t) + \frac{\omega}{c} \mathcal{B}(R, t) \right] - \frac{\beta(t)}{c} \hat{R}_j \mathcal{E}_{3ij} \omega \left( \frac{\omega}{c} \mathcal{A}(R, t) + \frac{1}{R} \mathcal{B}(R, t) \right) \right\},
\]

\[
\tilde{V}_{3j}(R, t) = -\frac{2\gamma(t)}{R} \left\{ \frac{\dot{T}_{ij}}{R} \left[ \frac{1}{R} \mathcal{A}(R, t) + \frac{\omega}{c} \mathcal{B}(R, t) \right] + \frac{\beta(t)}{c} \hat{R}_j \mathcal{E}_{3ij} \omega \left( \frac{\omega}{c} \mathcal{A}(R, t) + \frac{1}{R} \mathcal{B}(R, t) \right) \right\},
\]

where \( \beta(t) = v(t)/c, \gamma(t) = (1 - \beta^2(t))^{-1/2} \). We have used (2.35) and (2.36) with \( R \) in place of \( \rho \), and defined the functions

\[
\mathcal{A}(R, t) = \cos(\omega t) \cos \left[ \omega \left( t - \frac{R}{c} \right) \right],
\]

\[
\mathcal{B}(R, t) = \cos(\omega t) \sin \left[ \omega \left( t - \frac{R}{c} \right) \right].
\]
Some considerations about the time-dependence of the potential tensor $\tilde{V}_{ij}(\mathbf{R}, t)$ are now necessary. In the case of atoms at rest in the laboratory system, discussed in [8], the potential tensor is calculated, for each mode $(k, \lambda)$, after a time average on an oscillation period $2\pi/\omega$ of the dipoles. In that case, this is equivalent of taking a time-average of the quantities $\mathcal{A}(R, t)$ and $\mathcal{B}(R, t)$ in (2.51) and (2.52), respectively. In our case of accelerating atoms, extra time dependence is contained in the factors $\beta(t)$ and $\gamma(t)$ appearing in equations (2.48-2.50). We take the time-average of $\tilde{V}_{ij}(\mathbf{R}, t')$ on a time $t$ much larger than $\omega^{-1}$ (that is we take $\omega t \gg 1$ for a given $\omega$) and keep the leading term in $t$ only, which gives the main contribution to the time average. We thus consider the quantity

$$\langle \tilde{V}_{ij}(\mathbf{R}, t) \rangle = \frac{1}{t} \int_{0}^{t} V_{ij}(\mathbf{R}, t') dt'.$$  \hspace{1cm} (2.53)

We take a nonrelativistic approximation; then

$$\beta(t) \simeq \frac{at}{c}; \quad \gamma(t) \simeq 1 + \frac{a^2 t^2}{2c^2}$$  \hspace{1cm} (2.54)

and keep only terms up to the second order in $at/c$. In order to evaluate (2.53) we need to calculate integrals of $\mathcal{A}(R, t')$ and $\mathcal{B}(R, t')$ and integrals of these functions multiplied by $t'$ or $t'^2$, keeping only leading terms in $t$. After lengthy straightforward algebraic calculations, we finally obtain

$$\langle \tilde{V}_{ij}(\mathbf{R}, t) \rangle = \left(1 + \frac{a^2 t^2}{6c^2}\right) \frac{1}{R^3} \left\{ \hat{T}_{ij} [\cos(kR) + kR \sin(kR)] \hat{S}_{ij} k^2 R^2 \sin(kR) \right\} + Z_{ij},$$  \hspace{1cm} (2.55)

where $\mathbf{R} = (0, 0, R)$ is along the $z$ axis, and $\hat{T}_{ij} = \text{diag}(1, 1, -2)$ and $\hat{S}_{ij} = \text{diag}(1, 1, 0)$ are diagonal $3 \times 3$ matrices. The $3 \times 3$ matrix $Z_{ij}$ is defined below. Substituting (2.55) into (2.46), we obtain the van der Waals interaction energy shift of the two accelerating atoms

$$\langle \Delta \tilde{E} \rangle = \left(1 + \frac{a^2 t^2}{6c^2}\right) \frac{\hbar c}{\pi} \int \left\{ \hat{S}_{ij} \frac{\sin(kR)}{kR} + \hat{T}_{ij} \left( \frac{\cos(kR)}{k^2 R^2} - \frac{\sin(kR)}{k^3 R^3} \right) \right\} Z_{ij} k^3 dk$$  \hspace{1cm} (2.56)

where

$$\Delta E' = -\frac{\hbar c}{\pi R^3} \int_{0}^{\infty} k^3 dk \alpha(A; k) \alpha(B; k)$$

$$\times \left[ kR \frac{\sin(2kR)}{kR} + 2 \cos(2kR) - 5 \frac{\sin(2kR)}{kR} - 6 \frac{\cos(2kR)}{k^2 R^2} + 3 \frac{\sin(2kR)}{k^3 R^3} \right]$$

$$= -\frac{\hbar c}{\pi R^2} \int_{0}^{\infty} du \alpha(A; iu) \alpha(B; iu) \left[ 1 + \frac{2}{uR} + \frac{5}{u^2 R^2} + \frac{6}{u^3 R^3} + \frac{3}{u^4 R^4} \right] u^8 e^{-2\alpha R}$$  \hspace{1cm} (2.57)

is the well-known van der Waals potential energy for two atoms at rest [7, 8]. In our result (2.56), $t$ is the observation time and $\langle \Delta \tilde{E} \rangle$ is the interaction energy averaged between times 0 and $t$, as it follows from our averaging in (2.53); however, for sake of simplicity, we shall call it as the interaction energy at time $t$. 


The result in (2.56) clearly shows that one effect of the uniform acceleration of the atoms is a correction to the potential energy proportional to \(a^2 t^2/c^2\) and a new term (that with the \(k\) integral), that we are now going to evaluate explicitly. We will show that this new term gives also a change of the \(R\)-dependence of the van der Waals potential energy when the two atoms are subjected to a uniform acceleration. From (2.56) and taking into account that \(\hat{T}_{ij}\) and \(\hat{S}_{ij}\) are diagonal matrices, we notice that only diagonal elements of the matrix \(Z_{ij}\) appearing in (2.55) are relevant. Their values are

\[
Z_{11} = 0
\]

\[
Z_{22} = \hat{T}_{33} \left[ \frac{a^2 t^2}{2c^3 R^2} \cos(kR) + \frac{a^2 t^2}{3c^3 R^3} \cos(kR) + \frac{a^2 t^2}{3c^3 R^2} k \sin(kR) \right],
\]

\[
Z_{33} = \hat{T}_{22} \left[ \frac{a^2 t^2}{2c^3 R^2} \cos(kR) + \frac{a^2 t^2}{3c^3 R^3} \cos(kR) + \frac{a^2 t^2}{3c^3 R^2} k \sin(kR) \right]
+ \hat{S}_{22} \left[ \frac{a^2 t^2}{c^3 R} k \sin(kR) - \frac{a^2 t^2}{3c^3 R} k^2 \cos(kR) \right].
\]

Substitution of (2.58-2.60) into (2.56), finally yields

\[
\langle \Delta \tilde{E} \rangle = \Delta E' + \frac{a^2 t^2}{2c^3 \pi R^3} \int_0^\infty \alpha(A;iu)\alpha(B;iu) \left( 3 + \frac{4}{uR} + \frac{2}{u^2 R^2} \right) u^2 e^{-2\alpha R} \, du +
+ \frac{a^2 t^2}{6c^2 \pi R^2} \int_0^\infty \alpha(A;iu)\alpha(B;iu) \left( -1 + \frac{4}{uR} + \frac{8}{u^2 R^2} + \frac{8}{u^3 R^3} + \frac{4}{u^4 R^4} \right) u^4 e^{-2\alpha R} \, du
\]

The equation (2.61) is our main result for the van der Waals/Casimir-Polder interaction energy between uniformly accelerating atoms. It shows two terms correcting the van der Waals potential energy due to the atomic uniform acceleration: both are proportional to the square of the acceleration, and they explicitly depend on time as \(t\) and \(t^2\), within our approximations. Because the potential for inertial atoms \(\Delta E'\) is negative (attractive interaction), Equation (2.61) shows that the effect of the acceleration is to reduce the interaction energy, and this reduction grows with time. This is consistent with the fact that the “effective interaction distance” \(\rho(t_o)\) in (2.37) grows as time goes on, yielding a decrease of the interaction energy between the accelerating atoms. However, as we shall discuss in more detail in Subsection 2.3.2, these corrections cannot turn the potential energy from attractive to repulsive, at least within our approximations.

We can consider two limiting cases of the van der Waals dispersion energy, the so-called near zone and far zone.

In the near zone, the interaction energy \(\Delta E'\) for atoms at rest is as \(R^{-6}\). In this zone, we can approximate \(uR \ll 1\) in (2.61), obtaining

\[
\langle \Delta \tilde{E} \rangle \simeq - \left( 1 - \frac{4a^2 t^2}{9c^2} \right) \frac{3\hbar c}{2\pi R^6} \int_0^\infty \alpha(A;iu)\alpha(B;iu) \, du + \frac{a^2 t^2}{c^3 R^2} \int_0^\infty \alpha(A;iu)\alpha(B;iu) \, du.
\]
In the far zone we can approximate the atomic dynamical polarizabilities to their static value \(\alpha^A(0), \alpha^B(0)\), obtaining

\[
\langle \Delta \tilde{E} \rangle = \Delta E^r - \alpha^A(0)\alpha^B(0) \frac{\hbar c}{\pi R^3} \int_0^{\infty} \left\{ \frac{a^2 t^2}{2c^3 k} \left[ 3 \sin(2kR) + 4 \frac{\cos(2kR)}{k R} - 2 \frac{\sin(2kR)}{k^2 R^2} \right] + \frac{a^2 t^2}{6c^2} \left[ kR \sin(2kR) - 2 \cos(2kR) + 3 \frac{\sin(2kR)}{k R} + 2 \frac{\cos(2kR)}{k^2 R^2} - \frac{\sin(2kR)}{k^3 R^3} \right] \right\} k^3 dk,
\]

(2.63)

where in this case (far zone) the dispersion energy \(\Delta E^r\) behaves as \(R^{-7}\). Performing the \(k\) integrals, we finally get

\[
\langle \Delta \tilde{E} \rangle \simeq -\frac{\hbar c}{\pi} \frac{\alpha^A(0)\alpha^B(0)}{R^7} \left( \frac{23}{4} - \frac{7}{24} \frac{a^2 t^2}{c^2} \right) + \frac{11\hbar}{8\pi} \frac{\alpha^A(0)\alpha^B(0)}{c^2 R^6}.
\]

(2.64)

These results clearly show the two new main features of the van der Waals interaction energy for accelerating atoms: a change of the dependence on the distance and an explicit time-dependence. In fact, from Equation (2.64) we can see that in the far zone an effect of the acceleration is to add a new (time-dependent) term behaving as \(R^{-6}\), which has a longer range than the usual \(R^{-7}\) van der Waals energy in the Casimir-Polder regime for atoms at rest. A \(R^{-6}\) term in the atom-atom dispersion energy is known to occur when the interaction is calculated for atoms at rest at finite temperature [55], and this indicates the deep connection between our results and the Unruh effect. The near-zone result (2.62) also shows corrections giving an explicit time-dependence of the interaction energy proportional to the acceleration squared, and a new term proportional to acceleration and time, and decreasing as \(R^{-5}\). The explicit time dependence as \(a^2 t^2/c^2\) in the first line of equations (2.62) and (2.64), for the near and far zone respectively, gives corrections to the interaction energy which grows with time and may become significant even for a reasonable value of the acceleration. In fact, it is possible to find time intervals such that, from one side the nonrelativistic approximation is still valid \((a^2 t^2/c^2 \ll 1)\), and on the other side the corrective term, although relatively small, is not negligible. For example, if \(a^2 t^2/c^2 \approx 0.2\), we can still consider reasonable our approximation of a nonrelativistic motion of the atoms, and the correction to the van der Waals interaction energy from (2.62) and (2.64) is around ten percent in the near zone and one percent in the far zone. These changes are small, but not negligible. Because only the product of acceleration and time is relevant for our correction to the dispersion energy (and not the absolute value of the acceleration, as in the correction to the Lamb shift or the atom-wall interaction energy [35, 37, 39, 56]), this should be achievable even with reasonable accelerations, provided a sufficiently long time is taken. Also, the corrections as \(R^{-6}\) and \(R^{-5}\) in the second lines of (2.62) and (2.64), respectively, give a change to the van der Waals interaction of a few percent, using the same value of the acceleration considered above and an interatomic distance \(R\) such that \(aR/c^2 \sim 0.1\), for which our use of a locally inertial system is valid (see also the discussion at the end of next Subsection). These new results we found suggest a new possibility for detecting the Unruh effect, or in general effects related to accelerated motion in quantum electrodynamics, without neces-
2.3 van der Waals interaction energy between two accelerated atoms

Sivity of extremely high accelerations as in the case of other quantum-electrodynamic effects recently discussed in the literature [4, 35, 37, 39].

2.3.2 Concluding remarks on the results

In the previous subsection we have considered the van der Waals interaction energy between two ground-state atoms (or polarizable bodies) moving in the vacuum with the same uniform acceleration. The acceleration is assumed orthogonal to the separation between the atoms, so that their distance is constant. We have shown that the main effects of the acceleration are twofold: an explicit time-dependence of the interatomic interaction and a qualitative change of its dependence from the interatomic distance, which depends on the acceleration squared, making the interaction of longer range. In particular, in the near zone a new term as $R^{-5}$ adds to the usual $R^{-6}$ behavior, while in the far zone a $R^{-6}$ term adds to the usual $R^{-7}$ van der Waals energy in the Casimir-Polder regime.

We now discuss some physical consequences of our results as well as the limits of our approximations.

Our result (2.61) for the van der Waals dispersion interaction energy for two uniformly accelerating atoms, and approximated in (2.62) and (2.64) for the near- and far-zone respectively, clearly shows how the accelerated motion of the atoms affects the interaction energy and changes its distance dependence. The latter is an important point showing that the effect of the accelerated motion is not only a correction to the strength of the potential energy, but also a qualitative change of its properties. This also suggests, in perspective, the intriguing possibility of detecting signatures of the Unruh effect in interacting atomic systems, in particular when their properties, even at the macroscopic level, may critically depend on the form of the interaction among the atoms. The time dependence of the interaction in (2.61) is related to the effective interaction distance given by (2.37), which grows with time for the accelerated atoms, making larger the “effective distance” traveled by the virtual photons exchanged between the atoms, as time goes on. A similar effect is not present in cases previously considered for the Lamb shift of an accelerated hydrogen atom [56, 35] or the atom-surface Casimir-Polder interaction for an atom accelerating parallel to an infinite conducting plate [39]: in these cases, the field fluctuations perceived by the atom are time-independent and the atom-surface “effective distance” is constant, and thus a time-dependence is not expected and the corrections depend on the absolute value of the acceleration only. We have also shown that taking appropriate values of the product of acceleration and time, the relative change of the van der Waals interaction, with parameters such that all our approximations are valid, can be in the range 1-10 percent, and thus not negligible.

In our model, we have neglected the possibility that the atoms are excited due to their acceleration. It is known that accelerated atoms have a finite probability of being spontaneously excited [56, 57, 58]. In principle, this could add another source of change of the distance dependence of the dispersion interaction between the atoms, because this interaction behaves differently if one or both atoms are excited [59]. The excitation probability, however, behaves as $1/(e^{2\pi c\omega_0/a} - 1)$, $\omega_0$ being a main atomic transition frequency [56, 57, 58]. It
is thus very small (exponentially) when \( a \ll c \omega_0 \). Taking a typical value for \( \omega_0 \sim 10^{15} \text{s}^{-1} \), we expect that this contribution be negligible for \( a \ll 10^{23} \text{m/s}^2 \). Since we can obtain a significant change of the van der Waals energy for much smaller accelerations (making negligible the excitation probability, which decreases exponentially with decreasing accelerations), provided we consider a sufficiently long time (see discussion above), atomic excitation induced by acceleration can be neglected in our case. Moreover, the contribution of the atomic excitation to the interatomic potential energy is a higher-order effect. In fact, the van der Waals interaction is a fourth-order effect, both for ground- and excited-state atoms [59]. Because the atomic excitation probability due to acceleration is a second-order effect, its contribution to the van der Waals interaction starts from sixth-order in the atom-field interaction.

Finally, we wish to make some considerations on the sign of the interaction energy of the accelerated atoms, which determines the attractive or repulsive character of the electric van der Waals force between two ground-state atoms (for atoms at rest it is always attractive). Equations (2.62) and (2.64) show that the accelerated motion reduces the potential energy between the atoms; this reduction grows with time, in agreement with the increasing effective interaction distance given by (2.37). One interesting question is to investigate whether the terms related to the acceleration in (2.62) and (2.64) can turn the van der Waals force to a repulsive character, thus making the interaction energy positive. In the near zone, analyzing equation (2.62), we see that the \( R^{-6} \) term changes sign when \( at/c \) is of the order of one; however, this is not compatible with our nonrelativistic approximation. On the other hand, the new (positive) \( R^{-5} \) term becomes comparable with the usual (negative) \( R^{-6} \) term for an interatomic distance \( R \sim c^3/(a^2 t) \) and, due to our nonrelativistic approximation \( at/c \ll 1 \), this would require \( R \gg c^2/a \). This situation, however, would require a different treatment of our problem, by quantizing the field in a curved space-time; in fact, our use of a locally inertial system for the accelerated atoms is valid only when the dimension of the system is much less than \( c^2/a \) [17, 60, 61]. In other words, an interatomic distance larger than \( c^2/a \) cannot thus be considered by adopting the locally inertial frame we have used. Similar considerations hold for the far-zone potential energy in (2.64), too. We can then conclude that, within our approximations, the attractive character of the van der Waals interaction is preserved also for the accelerated atoms. However, our results show that the van der Waals interaction between the two atoms is significantly affected by their uniformly accelerated motion and the time-dependence of the interaction energy could allow to detect the accelerated motion without necessity of the extremely high accelerations. As a possible future perspective it could be very interesting analyze if the same effects can rise for atoms at rest under the influence of gravity and then if the equivalence principle can be invoked.
2.4 A fourth order method for the calculation of the Casimir-Polder force

In this section we present and extend a more rigorous approach to study the same problem faced in the previous section. As for the works presented in Section 2.2 we exploit the general procedure by Dalibard, Dupont-Roc and Cohen-Tannoudji (DDC) [43, 44]. However here we develop and extend, for the first time, the method up to order four in the coupling constant [45], [AN6]. This allows us to calculate the interaction energy between two atoms separating it into vacuum fluctuations and radiation reaction field contributions. These general equations then can be used to several physical situations and, in particular, we will use them to evaluate the interaction energy between the atoms in three very different cases: atoms at rest, atoms at rest in a thermal bath and atoms accelerated in the same direction in the vacuum.

Let us start describing the general method. The total Hamiltonian of a physical system interacting with a reservoir (see Figure 2.2) can be simply written as

\[ H = H_S + H_R + V \]  

where \( H_S \) and \( H_R \) are, respectively, the Hamiltonian of the system and of the reservoir. The system and the reservoir interact through a coupling potential that we indicated with \( V \) and it can be written in the form

\[ V = g \sum_i R_i S_i. \]  

In this equation \( g \) is a coupling constant and \( S_i \) (\( R_i \)) are Hermitian operators of the system (reservoir). Using the Heisenberg equations we can calculate the rate of variation of an arbitrary observable \( G \) and in particular the contribution given by the coupling is

\[ \left( \frac{dG(t)}{dt} \right)_{\text{coupling}} = \frac{i}{\hbar} g \sum_i [R_i(t) S_i(t), G(t)] \]

\[ = \frac{i}{\hbar} g R_i(t) \sum_i [S_i(t), G(t)]. \]  

(2.67)

Let us now write the operator of the reservoir \( R_i(t) \) as sum of a free part and a source part \( R_i(t) = R^f_i(t) + R^s_i(t) \) where \( R^f_i(t) \) represents its free evolution between time \( t_0 \) to time \( t \)

\[ R^f_i(t) = e^{i(t-t_0)H_R(t_0)/\hbar} R_i(t_0) e^{-i(t-t_0)H_R(t_0)/\hbar}. \]  

(2.68)

It is the solution of the Heisenberg equation for \( R_i \) to zeroth-order in \( g \). \( R^s_i(t) \) is instead the solution of the Heisenberg equation for \( R_i \) to order 1 and higher in \( g \). Splitting the operator \( R_i(t) \) in this way and following the procedure suggested in [44], based on the chosen operator ordering which is symmetric in our case, we get two contributions to the
variation rate of the observable $G$

\[
\left( \frac{dG}{dt} \right)_{rf} = \frac{ig}{2\hbar} \sum_i \left\{ [S_i(t), G(t)], R_i^f(t) \right\},
\]

\[
\left( \frac{dG}{dt} \right)_{sr} = \frac{ig}{2\hbar} \sum_i \left\{ [S_i(t), G(t)], R_i^s(t) \right\}.
\]

(2.69)

The first equation is the reservoir fluctuations contribution that can be interpreted as due to the fluctuations of the reservoir; only the free part of $R_i$ give a contribution to this term. The second equation is the self reaction contribution due to the influence of the system on the reservoir which reacts back on the system itself (this term depends on the reservoir operators only through the source part).

If we consider the following identity

\[
\{Z_i, [S_i, G]\} = \left[ \frac{1}{2} \{Z_i, S_i\}, G \right] + \frac{1}{2} \left\{ [Z_i, S_i], G \right\} + S_i G Z_i - Z_i G S_i
\]

(2.70)

we can write the rates in (2.69) as the sum of a term linked to an effective Hamiltonian $H_{eff}$ and a term relative to relaxation. The latter is the non Hamiltonian part of the evolution of $G(t)$ [44]. Then, for the two effective Hamiltonians, we have

\[
H_{eff}^{rf}(t) = \frac{g}{4} \sum_i \left\{ R_i^f(t), S_i(t) \right\}
\]

\[
H_{eff}^{sr}(t) = \frac{g}{4} \sum_i \left\{ R_i^s(t), S_i(t) \right\}.
\]

(2.71)
We are interested, in this section and in the following ones, to calculate the Casimir-Polder interaction energy between atoms. To obtain it we will make an average of the two effective Hamiltonians in the reservoir state. If the coupling constant $g$ is relatively small we can perform a perturbative expansion in $g$. In our case we need a perturbative expansion up to fourth-order in the coupling constant. We thus need to extend this method to the fourth-order because the van der Waals/Casimir-Polder interaction is a fourth-order effect [59] (in [44] the rates are calculated up to order two in the coupling constant).

2.4.1 Perturbative calculation of the variation rates

We are interested to evaluate the average of the two rates of an arbitrary system observable, given by (2.69), using a perturbative expansion. At first we suppose that the reservoir and the system start to interact at time $t_0$. In mathematical terms, this means that the density operator at $t = t_0$ is factorized in a part relative to the system and in a part relative to the reservoir.

Considering the general Hamiltonian (2.65), let us write the Heisenberg equation for an arbitrary operator $O(t)$:

$$
\frac{d}{dt} O(t) = \frac{i}{\hbar} [H(t), O(t)]
= \frac{i}{\hbar} [H_S(t) + H_R(t), O(t)] + \frac{i}{\hbar} [V(t), O(t)].
$$

(2.72)

Since the interaction term $V$ depends on the coupling constant we can use this equation for our perturbative expansion in $g$. Let $|\alpha\rangle$ and $\langle \beta | (|a\rangle, \langle b|)$ indicate eigenstates of $H_R (H_S)$ with eigenvalues $E_\alpha, E_\beta (\varepsilon_a, \varepsilon_b)$. A basis of operators for the spaces of $R$ and $S$ is

$$Q_{\alpha\beta} = |\alpha\rangle\langle \beta|$$

(2.73)

$$q_{ab} = |a\rangle\langle b|.$$  

(2.74)

These operators have a free evolution Bohr frequency given by $\Omega_{\alpha\beta} = (E_\alpha - E_\beta)/\hbar$ for $Q_{\alpha\beta}$ and $\omega_{ab} = (\varepsilon_a - \varepsilon_b)/\hbar$ for $q_{ab}$. For example, the Heisenberg equation for the operator $Q_{\alpha\beta}$ is

$$
\frac{d}{dt} Q_{\alpha\beta}(t) = i\Omega_{\alpha\beta} Q_{\alpha\beta}(t)
+ \frac{ig}{\hbar} \sum_i S_i(t)[R_i(t), Q_{\alpha\beta}(t)].
$$

(2.75)

We can write the general solution of this equation as

$$Q_{\alpha\beta}(t) = Q_{\alpha\beta}^f(t) + Q_{\alpha\beta}^s(t)$$

(2.76)

where

$$Q_{\alpha\beta}^f(t) = Q_{\alpha\beta}(t_0)e^{i\Omega_{\alpha\beta}(t-t_0)}$$

(2.77)
is the part of $Q_{\alpha\beta}(t)$ having a free evolution (zeroth-order in $g$), while

$$Q_{\alpha\beta}^s(t) = \frac{ig}{\hbar} \int_{t_0}^t dt' e^{iQ_{\alpha\beta}[t-t']} \times \sum_i S_i(t')[R_i(t'), Q_{\alpha\beta}(t')]$$

(2.78)

is the source part; it is of first order or higher in the coupling constant $g$. An analogous solution can be written for the operator $q_{ab}(t)$:

$$q_{ab}^s(t) = \frac{ig}{\hbar} \int_{t_0}^t dt' e^{i\lambda_{ab}[t-t']} \times \sum_i R_i(t')[S_i(t'), q_{ab}(t')]$$

(2.79)

Now, starting from (2.78) we can perform our perturbative expansion in $g$ by iteration. In fact, if we replace in (2.78) each operator with its free part, we get the first-order approximation of $Q_{\alpha\beta}(t)$. In a similar way we get the expansion of the operator $q_{ab}(t)$.

$$Q_{\alpha\beta}(t) \simeq \frac{ig}{\hbar} \int_{t_0}^t dt' \sum_i S_i^f(t')[R_i^f(t'), Q_{\alpha\beta}^f(t')]$$

(2.80)

$$q_{ab}(t) \simeq \frac{ig}{\hbar} \int_{t_0}^t dt' \sum_i R_i^f(t')[S_i^f(t'), q_{ab}^f(t')]$$

(2.81)

Where we have used (2.77) and an analogous expression for $q_{ab}^f(t)$.

The expansion can be generalized to any reservoir (system) operator $R(S)$, by exploiting its expansion in terms of $Q_{\alpha\beta}(t)$ ($q_{ab}(t)$). In fact, we can write

$$R(t) = \sum_{\alpha\beta} Q_{\alpha\beta}(t)\langle \alpha | R | \beta \rangle = R^f(t) + R^s(t),$$

$$S(t) = \sum_{ab} q_{ab}(t)\langle a | S | b \rangle = S^f(t) + S^s(t),$$

(2.82)

where

$$R^f(t) = \sum_{\alpha\beta} Q_{\alpha\beta}^f(t)\langle \alpha | R | \beta \rangle,$$

$$R^s(t) = \sum_{\alpha\beta} Q_{\alpha\beta}^s(t)\langle \alpha | R | \beta \rangle,$$

$$S^f(t) = \sum_{ab} q_{ab}^f(t)\langle a | S | b \rangle,$$

$$S^s(t) = \sum_{ab} q_{ab}^s(t)\langle a | S | b \rangle.$$

(2.83)

Thus, at first order we have

$$R^s(t) \simeq \frac{ig}{\hbar} \int_{t_0}^t dt' \sum_i S_i^f(t')[R_i^f(t'), R^f(t')]$$

(2.84)

$$S^s(t) \simeq \frac{ig}{\hbar} \int_{t_0}^t dt' \sum_i R_i^f(t')[S_i^f(t'), S^f(t)].$$

(2.85)
After we have found the expansion for each reservoir and system operator at the first order, we can use it to find the higher-order terms of the perturbative expansion by a recursive calculation.

### 2.4.2 The vacuum fluctuations contribution

The equation obtained in (2.71) and (2.83) are very general and can be used for many physical systems. Because we are interested in the Casimir-Polder interaction energy between two accelerating atoms, for the sake of simplicity, we will first consider a pair of two-level atoms (with the same transition frequency $\omega_0$) interacting with the massless scalar field in its vacuum state. Then the free Hamiltonians of the two-level atoms $A$ and $B$, that evolve with respect to the proper time $\tau$, are (from now on in this section we use units such that $c = \hbar = 1$)

$$H_A = \omega_0 \sigma^A_3(\tau), \quad H_B = \omega_0 \sigma^B_3(\tau)$$  \hspace{1cm} (2.86)

where we introduced the operator $\sigma^{A/B}_3 = (1/2)(|e_{A/B}\rangle\langle e_{A/B}| - |g_{A/B}\rangle\langle g_{A/B}|)$ (Dicke notation [66]).

The free Hamiltonian of the quantum scalar field is

$$H_F(\tau) = \int d^3k \omega_k a_k^\dagger a_k d\tau$$  \hspace{1cm} (2.87)

where $a_k$ and $a_k^\dagger$ are the bosonic annihilation and creation operators of the scalar field $\phi(x)$. The atoms and the field are coupled in a linear way through the following interaction Hamiltonian

$$H^{\text{int}}_A = \lambda \sigma^A_2(\tau)\phi[x_A(\tau)], \quad H^{\text{int}}_B = \lambda \sigma^B_2(\tau)\phi[x_B(\tau)]$$  \hspace{1cm} (2.88)

where $\lambda$ is the atom-field coupling constant and we have introduced the operators $\sigma^{A/B}_2 = (i/2)(\sigma^A_2 - \sigma^B_2)$, indicating with $\sigma^A_2 = |g_{A/B}\rangle\langle e_{A/B}|$ and $\sigma^B_2 = |e_{A/B}\rangle\langle g_{A/B}|$ the atomic lowering and raising operators.

We now want to expand the effective Hamiltonian previously introduced up to order four in $\lambda$. Let us start calculating the vacuum fluctuations contribution. The vacuum fluctuations Hamiltonian as a function of the proper time $\tau$ relative to atom $A$ is (see equation (2.71))

$$H^{\text{vf}}_A(\tau) = \frac{\lambda}{4} \left\{ \phi'[x_A(\tau)], \sigma^A_2(\tau) \right\}$$  \hspace{1cm} (2.89)

(we get the same term for the atom $B$ by interchanging the label $A$ and $B$). To expand this vacuum fluctuations term up to order four, we must expand the operator $\sigma^A_2(\tau)$ up to order three. Since in the physical problem we are considering the system $S$ is composed by two subsystems, that relative to atom $A$ and that relative to atom $B$, we have $S = S_A \otimes S_B$. Then
we define two basis for the operators relative to the system \( S \), one for the subsystem \( S_A \) and one for the subsystem \( S_B \), in a way similar to (2.74)

\[
q_{aa'} = |a\rangle\langle a'|
\]

\[
q_{bb'} = |b\rangle\langle b'|.
\]

Now we expand \( \sigma^A_2 \). Let us first write \( q^A_{sa}(\tau) \):

\[
q^A_{sa}(\tau) = i\lambda \int_{\tau_0}^\tau d\tau' \phi[x_A(\tau')][\sigma^A_2(\tau'), q^A_{sa}(\tau)].
\]  

(2.92)

Using the (2.83) we can write for \( \sigma^A_2(\tau) \)

\[
\sigma^A_2(\tau) = i\lambda \int_{\tau_0}^\tau d\tau' \phi[x_A(\tau')][\sigma^A_2(\tau'), \sigma^A_2(\tau)].
\]  

(2.93)

We can find a similar expression for \( \sigma^B_2(\tau) \) exchanging the label \( A \) with the label \( B \) in (2.93) while for the field operator we can write

\[
\phi^f[x_{AB}(\tau)] = i\lambda \int_{\tau_0}^\tau d\tau' \phi[x_A(\tau')][\sigma^A_2(\tau'), \phi^f[x_{AB}(\tau)]]
\]

\[
+ \sigma^B_2(\tau')[\phi[x_B(\tau')], \phi^f[x_{AB}(\tau)]]
\]

(2.94)

Looking at (2.93), we have three possibilities to work out the third-order term of \( \sigma^A_2(\tau) \). We can use \( \sigma^A_2(\tau') \) with his second-order term and replace the free part for the field operator; we can replace the two operator, \( \sigma^A_2(\tau') \) and \( \phi[x_A(\tau')] \), with their respective first-order term; we can replace the field operator in (2.93) with his second-order term and use the free part for \( \sigma^A_2(\tau') \).

Let us start with the first case mentioned. Keeping in mind the (2.82) and using recursively the (2.93) we can write the following contribution

\[
\lambda T(\tau) + \lambda^2 \int_{\tau_0}^\tau d\tau' T'(\tau') + O(\lambda^3).
\]  

(2.95)

where \( T(\tau) \) is a function of free operators only (so the first term on the right side of (2.95) is a term at first order in \( \lambda \)) and

\[
T'(\tau') \propto \int_{\tau_0}^{\tau'} d\tau' d\tau'' \phi[x_A(\tau')]\phi[x_A(\tau'')]
\]

\[
\times \left[ [\sigma^A_2(\tau''), \sigma^A_2(\tau')], \sigma^A_2(\tau) \right].
\]  

(2.96)

As we already said, the Casimir-Polder interaction is a fourth-order effect then we can neglect the term with \( T(\tau) \) in (2.95). For this reason, from now on, we will neglect all the terms such that the effective Hamiltonian is of order different from the fourth.
Then, to expand the term in \(2.95\) of \(\sigma^2_A(\tau)\) up to third order we have to take the first-order expansion of \(T'(\tau')\). Since we will average the Hamiltonian \(2.89\) in the ground state of the atoms A and B we have to keep in mind that

\[
\langle g_{a/b} | [\sigma^2_{A/B}(\tau)]^{2n+1} | g_{a/b} \rangle = 0
\]

(2.97)

\[
\langle g_{a/b} | [\sigma^2_{A/B}(\tau)]^{2n} | g_{a/b} \rangle \neq 0
\]

(2.98)

where \(n \in \mathbb{N}\) and \(|g_{a/b}\rangle\) is the ground state of the atom A (B). Also considering that we are interested to calculate an interaction energy between the atoms A and B our expression for the energy must have an interatomic-distance dependence and contain both operators relative to atom A and atom B. Terms which have atomic operators relative only to one of the two atoms could be considered as describing Lamb shift. So any expansion up to first-order of \(2.96\) will not give a contribution for the interaction energy.

We consider now the second case. That is we take the two operators at first order. Let us first consider the first-order expansion of \(\sigma^2_A(\tau')\). We can obtain it similarly to what we have done in \(2.81\), i.e. replacing all the operators in the integral with the respective free operators. In this way we can easily see that the contribution given in \(2.93\) by this term would have three operators \(\sigma^2_A\) (at three different times) and therefore it is zero. This because of the average on the ground states of the atoms given by \(2.97\).

We now consider the third case where we do an expansion up to order two of the field operator and show that it gives a nonzero contribution. Using \(2.94\), we can cast the equation \(2.93\) as follows

\[
\sigma^2_A(\tau) = (i\lambda)^2 \int_{\tau_0}^{\tau} d\tau' d\tau'' \sigma^2_B(\tau'') \left[ \phi[x_A(\tau')], \phi[x_A(\tau'')], \phi[x_B(\tau'')], \phi[x_B(\tau)] \right].
\]

(2.99)

where we have neglected a term containing three operators \(\sigma^2_A\) for the reasons before discussed. Analyzing \(2.99\), we have three possible expansions to get the third-order term. We start expanding \(\sigma^2_B(\tau'')\) and using their free part for the other operators, to obtain the contribution

\[
(i\lambda)^3 \int_{\tau_0}^{\tau} \int_{\tau_0}^{\tau'} d\tau' d\tau'' d\tau'''
\times \phi'[x_B(\tau'')] [\sigma^2_B(\tau''), \sigma^2_B(\tau''), \phi'[x_B(\tau''), \phi'[x_A(\tau)]], \phi'[x_A(\tau')]]
\left[ \sigma^2_A(\tau'), \sigma^2_A(\tau) \right].
\]

(2.100)

Considering the Hamiltonian \(2.89\), we must calculate the following expectation value of the energy shift relative to the term in \(2.100\)

\[
\langle \left[ \phi'[x_A(\tau)], \phi'[x_B(\tau'')], \phi'[x_B(\tau'')], \phi'[x_A(\tau')] \right] \rangle.
\]

(2.101)

In order to compute expectation values as that in \(2.101\), Wick’s theorem is very useful. According to this theorem it can be shown that, in our case, if we have four operators \(\hat{A}\),
\( \hat{B}, \hat{C}, \hat{D} \), the expectation value for the product of the four operators on a state \( |\psi\rangle \) can be expressed as

\[
\langle \psi | \hat{A} \hat{B} \hat{C} \hat{D} |\psi\rangle = \langle \psi | \hat{A} \hat{B} |\psi\rangle \langle \psi | \hat{C} \hat{D} |\psi\rangle + \langle \psi | \hat{A} \hat{C} |\psi\rangle \langle \psi | \hat{B} \hat{D} |\psi\rangle + \langle \psi | \hat{A} \hat{D} |\psi\rangle \langle \psi | \hat{B} \hat{C} |\psi\rangle
\]

\[
-2 \langle \psi | \hat{A} |\psi\rangle \langle \psi | \hat{B} |\psi\rangle \langle \psi | \hat{C} |\psi\rangle \langle \psi | \hat{D} |\psi\rangle.
\]  

(2.102)

From this expression we can easily deduce the following identities

\[
\langle [\hat{A}, \hat{B}] |\hat{C} \hat{D}\rangle = \langle \hat{C} \hat{D}\rangle \left( \langle \hat{A} \hat{B}\rangle - \langle \hat{B} \hat{A}\rangle \right),
\]

\[
\langle \hat{A} [\hat{B}, \hat{C}] \hat{D}\rangle = \langle \hat{A} \hat{D}\rangle \left( \langle \hat{B} \hat{C}\rangle - \langle \hat{C} \hat{B}\rangle \right),
\]

\[
\langle \hat{A} \hat{B} [\hat{C}, \hat{D}]\rangle = \langle \hat{A} \hat{B}\rangle \left( \langle \hat{C} \hat{D}\rangle - \langle \hat{D} \hat{C}\rangle \right).
\]  

(2.103)

With the help of the identities (2.103), we can then write the expression in (2.101) as follows

\[
\langle \phi^f [x_a(\tau)], \phi^f [x_b(\tau'')] | \phi^f [x_b(\tau')], \phi^f [x_a(\tau')]| \rangle
\]

\[
= 2 C_{AB}^F(\tau, \tau')(2.104)
\]

where we have introduced, respectively, the field symmetric correlation function and the field susceptibility

\[
C_{AB}^F(\tau, \tau') = \frac{1}{2} \langle 0 | \phi^f [x_a(\tau)], \phi^f [x_b(\tau')] | 0 \rangle,
\]

(2.105)

\[
\chi_{AB}^F(\tau', \tau') = \frac{1}{2} \langle 0 | \phi^f [x_a(\tau)], \phi^f [x_b(\tau')] | 0 \rangle.
\]

(2.106)

The other possible contributions given by (2.99) can be obtained doing the expansion up to order one of the field operator \( \phi [x_b(\tau'')] \) and replacing the others operators with their free part, or expanding the field operator \( \phi [x_a(\tau')] \) at first order and substituting the others operators with their free part. In this way we obtain the following two contributions

\[
\langle \phi^f [x_a(\tau)], \phi^f [x_b(\tau'')] | \phi^f [x_b(\tau')], \phi^f [x_a(\tau')]| \rangle.
\]

(2.107)

It is easy to see that, using the identities (2.103), the terms above vanish. We are thus able to write the fourth-order energy shift given by vacuum fluctuations contribution

\[
\left( \delta E_a^A \right)_{\text{ef}} = 4i \lambda^4 \int_{\tau_0}^{\tau} d\tau' \int_{\tau_0}^{\tau'} d\tau'' \int_{\tau_0}^{\tau''} d\tau''' C_{AB}^F(\tau, \tau'') \chi_{AB}^F(\tau', \tau'') \chi_{AB}^A(\tau, \tau')
\]  

(2.108)

where we introduced the linear susceptibilities of the two atoms

\[
\chi_{a}^A(\tau, \tau') = \frac{1}{2} \langle a | \sigma_a^{Af}(\tau), \sigma_a^{Af}(\tau') | a \rangle,
\]

\[
\chi_{b}^B(\tau, \tau') = \frac{1}{2} \langle b | \sigma_b^{Bf}(\tau), \sigma_b^{Bf}(\tau') | b \rangle.
\]  

(2.109)
Let us analyze the physical meaning of the expression (2.108) that we have obtained. The physical origin of the interaction energy generated by the vacuum fluctuations term can be thought in the following way: the field has nonlocal fluctuations, represented by the \( C^F \) function expressed in (2.105), which polarize the atoms inducing and correlating their dipole moments (expressed by \( \chi^{A/B} \) in (2.106)); finally, these induced dipole moments polarize the field \( (\chi^{A/B}) \) causing the interatomic interaction (see Figure 2.3). This physical picture is also consistent with the paradigmatic interpretation of Casimir-Polder forces by Power and Thirunamachandran in [8], and often used to calculate also many-body Casimir-Polder forces [62, 63, 64].

### 2.4.3 The radiation reaction contribution

We now consider the radiation reaction contribution to the interaction energy. The radiation reaction Hamiltonian relative to atom \( A \) is

\[
H^A_{rr}(\tau) = \frac{\lambda}{4} \{ \phi^A[x_A(\tau)], \sigma^A_2(\tau) \}. \tag{2.110}
\]

We get a similar term for the atom \( B \) simply changing the label \( A \) with \( B \). To obtain the fourth-order expansion of (2.110), our starting point is equation (2.94) which allows us to write

\[
H^A_{rr}(\tau) = \frac{\lambda}{4} (i\lambda) \int_{\tau_0}^{\tau} d\tau' \{ \{ \sigma^A_2(\tau), \sigma^B_2(\tau') \} \{ \phi[x_A(\tau)], \phi^B[x_A(\tau)] \} \\
+ \{ \sigma^A_2(\tau), \sigma^B_2(\tau') \} \{ \phi[x_B(\tau')], \phi^B[x_A(\tau)] \} \}. \tag{2.111}
\]

Analyzing this equation, we can split its calculation in two parts: a first part from the term containing \( \sigma^A_2 \) and a second part from the term containing \( \sigma^B_2 \). Then let us start by calculating of the first term.

At first sight, we have many possible contributions for the first addend of (2.111). However, taking into account (2.93) and by considerations similar to those made before, we can
deduce that the operators $\sigma_a^4$ in the first addend of (2.111) can be replaced with their relative free parts. Thus to obtain the contribution of the first part of (2.111) we must expand $\phi[x_A(\tau')]$ to order two. Using (2.94), we can write

$$
H_{tr}^{A,1}(\tau) = \frac{\lambda}{4} (i \lambda)^2 \int_{\tau_0}^{\tau} d\tau' \langle \sigma_{A}^{\Lambda}(\tau), \sigma_{A}^{\Lambda}(\tau') \rangle \langle \sigma_{B}^{\Lambda}(\tau'''), \phi[x_B(\tau'')], \phi'[x_A(\tau')], \phi'[x_A(\tau)] \rangle
$$

(2.112)

where we have neglected the part of (2.94) with $\sigma_2^4$ because it would give Lamb shift terms or vanishing terms, due to (2.97). Now, to obtain the fourth-order expansion we have two possibilities, expanding $\sigma_2^B$ or expanding $\phi(x_B)$. When we expand $\phi[x_B(\tau'')]$, it is easy to show that for the field operators we have two terms of the form

$$
\left[[\hat{A}, \hat{B}], \hat{C} \right] \hat{D} - \hat{D} \left[[\hat{A}, \hat{B}], \hat{C} \right].
$$

(2.113)

With the help of the identities (2.103) we obtain that the two addends in (2.113). This means that only the expansion of $\sigma_2^{B}(\tau'')$ gives a nonzero term for equation (2.112). So, using (2.103), we finally get

$$
\left(\delta E_{tr}^{A,1}\right)_{r r} = 4i \lambda^2 \int_{\tau_0}^{\tau} d\tau' \int_{\tau_0}^{\tau'} d\tau'' \int_{\tau_0}^{\tau''} d\tau''' C_{tr}^{A}(\tau, \tau') \chi_{tr}^{B}(\tau, \tau'', \tau''') C_{tr}^{A}(\tau, \tau')
$$

(2.114)

where we have introduced the symmetrical correlation functions for the atom $A/B$

$$
C_{tr}^{A}(\tau, \tau') = \frac{1}{2} \langle a | [\sigma_2^{A}(\tau), \sigma_2^{A}(\tau')] | a \rangle, \quad (2.115)
$$

$$
C_{tr}^{B}(\tau, \tau') = \frac{1}{2} \langle b | [\sigma_2^{B}(\tau), \sigma_2^{B}(\tau')] | b \rangle. \quad (2.116)
$$

We should remember that (2.114) is only one contribution from the radiation reaction Hamiltonian (2.111). We still must compute the terms given by the expansion of $\sigma_2^B$ in (2.111). However, the procedure is very similar to the previous ones yielding the vacuum fluctuation energy shift and (2.114). After lengthy but straightforward algebra, we can obtain this second contribution of the radiation reaction Hamiltonian. Adding the two contributions of $H_{tr}^{A,1}$, we can finally write the complete radiation reaction energy shift

$$
\left(\delta E_{tr}^{A}\right)_{r r} = 4i \mu^4 \int_{\tau_0}^{\tau} d\tau' \int_{\tau_0}^{\tau'} d\tau'' \int_{\tau_0}^{\tau''} d\tau''' C_{tr}^{A}(\tau, \tau') \chi_{tr}^{B}(\tau', \tau'', \tau''') C_{tr}^{A}(\tau, \tau')
$$

$$
-4i \mu^4 \int_{\tau_0}^{\tau} d\tau' \int_{\tau_0}^{\tau'} d\tau'' \int_{\tau_0}^{\tau''} d\tau''' C_{tr}^{A}(\tau''', \tau) \chi_{tr}^{B}(\tau', \tau''', \tau''') \chi_{tr}^{B}(\tau', \tau)
$$

$$
-4i \mu^4 \int_{\tau_0}^{\tau} d\tau' \int_{\tau_0}^{\tau'} d\tau'' \int_{\tau_0}^{\tau''} d\tau''' C_{tr}^{B}(\tau', \tau''') \chi_{tr}^{A}(\tau', \tau''') \chi_{tr}^{A}(\tau', \tau)
$$

$$
+4i \mu^4 \int_{\tau_0}^{\tau} d\tau' \int_{\tau_0}^{\tau'} d\tau'' \int_{\tau_0}^{\tau''} d\tau''' C_{tr}^{B}(\tau''', \tau''') \chi_{tr}^{A}(\tau, \tau') \chi_{tr}^{B}(\tau', \tau'') \chi_{tr}^{A}(\tau'', \tau). \quad (2.117)
$$
2.4 - A fourth order method for the calculation of the Casimir-Polder force

Figure 2.4 – A schematic figure that gives a possible intuitive interpretation of the equation (2.117) giving the radiation reaction contribution to the Casimir-Polder interaction.

For general symmetrical functions of the field as the following one

\[
C_{AB}^F(\tau, \tau') = \int d\omega f(\omega) \left( e^{-i\omega(\tau-\tau')} + e^{i\omega(\tau-\tau')} \right)
\]

the last term of the (2.117) is null. This can be easily proved performing first the integral on \(d\tau''\) and then the integral on \(d\omega\). Symmetrical functions assume a form like that in (2.118) for many commons physical systems, for example the case of two atoms at rest.

As we did for the vacuum fluctuation term (2.108), we can now give a physical interpretation of the radiation reaction contribution that we have obtained in (2.117). One of the two atoms fluctuates \((C_A^A/C_B^B)\) and polarizes the field \((\chi_{AB}^F)\). This produces a polarization of the other atom \((C_B^B/C_A^A)\), the field reacts to this change and is polarized \((\chi_{AB}^F)\), generating the interaction between the two atoms (see Figure 2.4).

2.4.4 The van der Waals force between two atoms at rest

Now we can use the equations (2.108) and (2.117) to calculate, as example, the van der Waals/Casimir-Polder interaction energy for two identical two-level atoms at rest interacting with the scalar field. As a first step, we need to evaluate the statistical functions of the
field in a particular trajectory. In this section, to show the utility of the method we have developed and of our results (2.108) and (2.117) we study the van der Waals force between two atoms at rest. The atom A is fixed at the origin while the B atom is placed at a distance \( z \). In this physical system, the statistical functions of the field can be calculated starting from (2.105) and (2.106); we get

\[
C_{AB}^F(\tau, \tau') = \frac{1}{8\pi^2z} \int d\omega \sin(\omega z) \left( e^{-i\omega(\tau-\tau')} + e^{i\omega(\tau-\tau')} \right),
\]

\[
\chi_{AB}^F(\tau, \tau') = \frac{1}{8\pi^2z} \int d\omega \sin(\omega z) \left( e^{-i\omega(\tau-\tau')} - e^{i\omega(\tau-\tau')} \right). \tag{2.119}
\]

For the statistical functions of the atoms instead we have

\[
C_a^A(\tau, \tau') = \frac{1}{8} \left( e^{-i\omega(\tau-\tau')} + e^{i\omega(\tau-\tau')} \right),
\]

\[
\chi_a^A(\tau, \tau') = \frac{1}{8} \left( e^{i\omega(\tau-\tau')} - e^{-i\omega(\tau-\tau')} \right) \tag{2.120}
\]

where we assume for simplicity that the atoms A and B are identical.

We first evaluate the vacuum fluctuations contribution. Using equations (2.119) and (2.120) we can cast equation (2.108) as follows

\[
(\delta E_a^A)_{vf} = -\frac{i\lambda^4}{1024\pi\lambda z^2} \int_0^\infty d\omega \int_0^\infty d\omega' \sin(\omega z) \sin(\omega' z) \int_0^T d\tau' \int_0^{T-\tau'} d\tau'' \int_0^{T-\tau''-\tau'} d\tau'''
\]

\[
\times \left( e^{i\omega\tau'} - e^{-i\omega\tau'} \right) \left( e^{i\omega(\tau''+\tau'''+\tau')} + e^{-i\omega(\tau''+\tau'''+\tau')} \right) \left( e^{i\omega(\tau''''+\tau')} - e^{-i\omega(\tau''''+\tau')} \right) \left( e^{i\omega\tau''} - e^{-i\omega\tau''} \right) \left( e^{i\omega\tau'''} - e^{-i\omega\tau'''} \right) \tag{2.121}
\]

where we did the substitutions

\[
u''' = \tau'' - \tau''',
\]

\[
u'' = \tau' - \tau'',
\]

\[
u' = \tau - \tau',
\]

\[
T = \tau - \tau_0. \tag{2.122}
\]

Moreover, we will consider the limits \( \tau \to +\infty \) and \( \tau_0 \to -\infty \), so that \( T \to +\infty \). We start performing the integration over \( d\tau''' \). All time integrands are integrals of exponential functions of the form

\[
\lim_{\eta \to 0} \int_0^D du \ e^{\pm(\Omega \pm i\eta)u} = \left( e^{\pm(\Omega \pm i\eta)D} - 1 \right) \left( \pm \frac{1}{i\Omega \pm i\eta} \right) \tag{2.123}
\]

where \( \Omega \) is in general sum of two of the three frequencies \( \omega, \omega', \omega_0 \), and \( D \) is one of the three values \( T, T-u', T-u'-u'' \). We added a pure imaginary part \( \eta \) in the argument of the exponentials; we will let it go to zero after the integration. The sign of \( \eta \) is such that when the \( u \) goes to infinity we have a decaying exponential that regularizes our integral.
This allows to easily deal with the poles in the frequency integration. Using (2.123), after the first time integration we get

\[ e^{-i\omega(\omega + \omega')} \left( \frac{1}{i(\omega - \omega_0 - i\eta)} - \frac{1}{i(\omega + \omega_0 - i\eta)} \right) + e^{i\omega(\omega + \omega')} \left( \frac{1}{i(\omega - \omega_0 + i\eta)} - \frac{1}{i(\omega + \omega_0 + i\eta)} \right). \]  

(2.124)

In the equation above we neglected the terms coming from the exponentials in the right hand side of (2.123), because in the integrand of (2.121) they yield the exponential factor \( \exp(\pm i\omega T) \). Thus, making the integration over \( \omega \) and considering that \( T \) goes to \( \infty \), from the Riemann-Lebesgue lemma we can assert that these terms are vanishing. We can do the same analysis for the integrations over \( \tau'' \) and \( \tau' \) getting the expression

\[ \left( \frac{1}{i(\omega - \omega_0 - i\eta)} - \frac{1}{i(\omega + \omega_0 - i\eta)} \right)^2 \left( \frac{1}{i(\omega - \omega' - i\eta')} - \frac{1}{i(\omega + \omega' - i\eta')} \right) + \left( \frac{1}{i(\omega - \omega_0 + i\eta)} - \frac{1}{i(\omega + \omega_0 + i\eta)} \right)^2 \left( \frac{1}{i(\omega - \omega' + i\eta')} - \frac{1}{i(\omega + \omega' + i\eta')} \right). \]  

(2.125)

We can now work out the \( \omega' \) integral in the above equation. Analyzing the poles of the integrand we can use the two integration contours in Figure 2.5, respectively for the term in the first row and for the second row of (2.125), and then the limit of \( \eta' \to 0 \). The path is chosen according to the sign of \( \eta' \) which suggests how avoid the pole. The integral over \( \omega' \) is

\[ \int_{0}^{\infty} d\omega' \sin(\omega'z) \frac{2\omega'}{\omega^2 - \omega'^2} = \frac{1}{2i} \int_{-\infty}^{\infty} d\omega' e^{i\omega'z} \frac{2\omega'}{\omega^2 - \omega'^2} = \pi \cos(\omega z) \quad \text{for } z > 0 \]  

(2.126)

where we have exploited the parity of the function that multiply \( \sin(\omega'z) \) and the residue theorem.
Figure 2.6 – Integration contour in the complex plane used to calculate the frequency integral in (2.127).

For the last integral over $d\omega$ we have to deal with the poles at $\pm \omega_0$. These poles are closely related to the dynamic polarizability of the two atoms $\alpha(\omega) \propto 1/(\omega_0^2 - \omega^2)$. When we consider the generalization that includes the possibility of absorption we can see that a linewidth parameter appears in the definition of the polarizability [65]. This means that the poles of the polarizability are always in the lower complex plane (the imaginary part is always negative). When we perform our integrations and the limit $\eta \to 0$ we must take into account that the poles have a negative imaginary part. So the energy shift for the vacuum fluctuations contribution becomes

$$E_{CP}^{(vf)} = \frac{\lambda^4}{1024 \pi^3 z^2} \int_0^{+\infty} d\omega \sin(2\omega z) \frac{4\omega_0^2}{(\omega^2 - \omega_0^2)^2} = \frac{\lambda^4}{1024 \pi^3 z^2} \Im \left( i \int_0^{+\infty} d\omega e^{i2\omega z} \frac{4\omega_0^2}{(\omega^2 - \omega_0^2)^2} \right).$$

(2.127)

To calculate the integral above it is useful to transform it in an integration in the complex plane with the path shown in Figure 2.6. It is simple to see that the integral over $I_3$ is null. Since there are not singularities inside our closed integration contour, we have $I_2 = -I_1$. Thus we calculate only the integral over $I_1$ (that is done by the substitution $\omega = i u$ in (2.127)).

We will evaluate this integral in the two regimes of near and far zone, introduced in Chapter 1. In the far zone we know that only photons with low frequency ($\omega \ll \omega_0$) contributes significantly to the interaction and then we simply get

$$E_{CP}^{(vf)} \approx -\frac{1}{512 \pi^3} \frac{\lambda^4}{\omega_0^2 z^3}. \quad (2.128)$$

In the near zone case, we know that only the high frequency photons are relevant for the interaction ($\omega \gg \omega_0$), so

$$I_1 = \int_0^{+\infty} d\omega e^{-2\omega z} \frac{4\omega_0^2}{(\omega^2 - \omega_0^2)^2} \approx \int_0^{+\infty} d\omega \frac{4\omega_0^2}{(\omega^2 - \omega_0^2)^2} \quad (2.129)$$
and we obtain
\[ E_{\text{CP}}^{(vi)} \approx -\frac{1}{1024\pi^3} \frac{\lambda^4}{\omega_0 z^2}. \tag{2.130} \]

To compute the complete interaction energy it remains to work out the radiation reaction contribution in (2.117). We have already seen that the last row vanishes for symmetrical statistical correlation functions of the field and this is our case. The term in the first row is pretty similar to that from vacuum fluctuations that we have already calculated. After analogous analysis and time integrals calculations, we can cast this term as follows

\[
\frac{i\lambda^4}{1024 \pi^4 z^2} \int_0^{\omega_0} d\omega \int_0^\infty d\omega' \sin(\omega z) \sin(\omega' z) \times \left[ \frac{1}{(\omega + \omega_0 - i\eta)^2} - \frac{1}{(\omega - \omega_0 - i\eta)^2} \right] \frac{1}{i(\omega + \omega' - i\eta')} - \frac{1}{i(\omega - \omega' - i\eta')} \right] + \\
+ \frac{1}{(\omega + \omega_0 + i\eta)^2} - \frac{1}{(\omega - \omega_0 + i\eta)^2} \left[ \frac{1}{i(\omega + \omega' + i\eta')} - \frac{1}{i(\omega - \omega' + i\eta')} \right]. \tag{2.131} \]

The integral over \( \omega' \) is the same in (2.126). Considering again that the poles of the polarizability are in the lower complex plane and performing the integral over \( \omega \) in the complex plane using the contour of Figure 2.6, we get

\[
\int_0^{\infty} d\omega \sin(2\omega z) \frac{\omega \omega_0}{(\omega^2 - \omega_0^2)^2} = \mathfrak{I} \left( \int_0^{\infty} d\omega e^{2i\omega z} \frac{\omega \omega_0}{(\omega^2 - \omega_0^2)^2} \right) = \mathfrak{I} \left( \int_0^{\infty} i du e^{-2iuz} \frac{u \omega_0}{(u^2 - \omega_0^2)^2} \right) = 0. \tag{2.132} \]

The last integral above is zero because the integrand is a real function so the imaginary part of the integral will be null. It means that the first term in (2.117) is zero.

We still need to calculate the other two remaining terms of the radiation reaction contribution in equation (2.117). Their calculation is similar and for brevity we will show only the computation for the term in the second row of (2.117). Starting with the integration over \( \tau''' \) we get terms of the following form

\[
e^{i\omega_0(\tau''+\tau')} \left( \frac{2\omega}{\omega^2 - \omega_0^2} \right), \quad e^{-i\omega_0(\tau''-\tau')} \left( \frac{e^{\pm i\omega_0 T}}{i(\omega \mp \omega_0)} \right) \left( e^{\mp i(\omega+\omega_0)\tau''} - e^{\pm i(\omega-\omega_0)\tau''} \right), \quad e^{i\omega_0(\tau''-\tau')} \left( \frac{e^{\pm i\omega_0 T}}{i(\omega \pm \omega_0)} \right) \left( e^{-i(\omega-\omega_0)\tau''} - e^{-i(\omega+\omega_0)\tau''} \right). \tag{2.133} \]

For terms as the first in (2.133), using previous considerations on the poles of the polarizability, it is possible to perform the integration over \( \omega \) without performing the time integrations first. Hence we have

\[
\int_0^{\infty} d\omega \sin(\omega z) \frac{2\omega}{\omega^2 - \omega_0^2} = \mathfrak{I} \left( \int_0^{\infty} d\omega e^{i\omega z} \frac{2\omega}{\omega^2 - \omega_0^2} \right) = \mathfrak{I} \left( \int_0^{\infty} i du e^{-iuz} \frac{2u}{u^2 - \omega_0^2} \right) = 0. \tag{2.134} \]
For the other terms in (2.133), the ones contain the parameter $T$, after the time integrations, we obtain expressions containing $e^{\pm i\omega T}$, $e^{\pm i\omega' T}$ and other terms proportional to

$$
\pm \frac{\sin(\omega z) \sin(\omega' z)}{(\omega \pm \omega_0)^2} \left( \frac{2\omega'}{\omega'^2 - \omega_0^2} \right).
$$

Terms containing $e^{\pm i\omega T}$ and $e^{\pm i\omega' T}$ vanish because of the Riemann-Lebesgue lemma, while the others are null when we integrate over $\omega'$ (see equation (2.134)). Thus the second and third terms of (2.117) are zero.

We can finally conclude that in the case considered here the radiation reaction contribution to the Casimir-Polder interaction energy is zero. The interaction energy is given exclusively by the vacuum fluctuations contributions; in the regimes of far and near zone the expressions of this energy are, respectively, the (2.128) and (2.130). This last result it is not too surprising if we think to the physical interpretation of Casimir-Polder forces given by Power and Thirunamachandran in [8] (equivalent to that given for the vacuum contribution in (2.108)), and often used to calculate consistently the Casimir-Polder forces for many physical situations.

2.5 Thermal and non-thermal signatures of the Unruh effect in Casimir-Polder forces

In this Section, we present our original results aiming at bridging the Casimir forces and the Unruh effect, showing that both thermal and non-thermal features associated to a relativistic uniformly accelerated motion can be probed through the Casimir-Polder force between two accelerating atoms. In order to inspect the hallmarks of relativistic accelerations on Casimir-Polder forces, we start using the general formula (2.71), which allows for the computation of Casimir-Polder forces in generic stationary conditions from first principles, extended to fourth order in perturbation theory (see equations (2.108) and (2.117)) [45],[AN6]. In particular, we consider the interaction energy, arising from quantum vacuum fluctuations, among two atoms moving with a uniform proper acceleration $a$ in the same direction and separated by a constant distance $z$, perpendicular to their trajectories, and linearly coupled to a scalar field [40],[AN3]. We show that the Casimir-Polder force between the two accelerating atoms displays a novel transition in its distance dependence at a new length scale, $z_a$, given by the inverse of the atomic acceleration (hereafter we use natural units $\hbar = c = k_B = 1$). Such a transition is a cross-over in the interaction energy, from a Casimir-Polder potential for $az \ll 1$, where the static zero-temperature interaction (as $z^{-2}$ and $z^{-3}$ in the nonretarded and retarded regimes, respectively) receives a small thermal-like correction due to acceleration at the Unruh temperature $T_U = a/2\pi$, to a non-thermal interaction energy for $az \gg 1$, characterized by a $z^{-4}$ power law decay. This result should be compared with the Casimir-Polder force between two static atoms interacting with the scalar field at temperature $T$, where at the thermal wavelength $\lambda_T \sim 1/T$ the interaction shows a transition from the $z^{-3}$ quantum regime to the $z^{-2}$ thermal classical regime. The new characteristic length $z_a \sim 1/a$ is associated with the breakdown of the
approximate description of the system in terms of a local inertial frame, and it indicates that the Casimir-Polder interaction is strongly reshaped by the presence of the non-inertial space-time background, associated to the relativistic accelerated motion of the two atoms. This phenomenology is a non-trivial extension of the Unruh thermal response detected by a single accelerated observer to a system of two accelerated particles [40],[AN3].

2.5.1 Thermal Casimir-Polder interactions

We consider the same Hamiltonian of a pair of two-level atoms (A,B), interacting with the scalar field, that we introduced in Section 2.4, characterized by the same transition frequency \( \omega_0 \) and linearly coupled to a massless scalar field \( \phi(x) \) by the coupling constant \( \lambda \). This Hamiltonian, in the Dicke notation [66] and in natural units (\( \hbar = c = 1 \)), is

\[
H = \omega_0 \sigma^A_3(\tau) + \omega_0 \sigma^B_3(\tau) + \int d^3k \omega_k a_k^+ a_k \frac{dt}{d\tau} + \lambda \sigma^A_2(\tau)\phi(x^A(\tau)) + \lambda \sigma^B_2(\tau)\phi(x^B(\tau)),
\]

(2.136)

where \( \sigma_i \) (\( i = 1, 2, 3 \)) are the Pauli matrices, \( a_k, a_k^+ \) are the annihilation and creation operators of the massless scalar field \( \phi(x) \) with the linear dispersion relation \( \omega_k = |k| \). The Hamiltonian (2.136) is expressed in terms of the same proper time \( \tau \) of the two atoms (assuming a background flat spacetime), and the interaction term is evaluated on a generic stationary trajectory \( x(\tau) \) of the two atoms. The distance \( z \) between the atoms, perpendicular to their acceleration, is constant. Quantum fluctuations of the field, as well as radiation source fields, can induce an effective interaction among the two atoms at fourth order in the atom-field interaction. Following the procedure developed in the previous section, we use (2.108) and (2.117) as our starting point.

Since we want to focus on the relation between Casimir-Polder interactions and Unruh effect and to consider the connection between the latter and thermal effects we start our analysis calculating the Casimir-Polder energy in the case of a finite temperature \( T \). For the thermal Casimir-Polder interaction, following procedures and considerations analogous to that done in Section 2.4.4, it is possible to show that the radiation reaction contribution is negligible compared to the vacuum fluctuation contribution for all the cases considered in this section. Specifically, at small temperatures, i.e. for \( T \ll \omega_0 \), or, in the case of two uniformly accelerating atoms, for \( a \ll \omega_0 \). Thus we concentrate on the vacuum fluctuations contribution only.

A simple generalization of (2.108) allows us to obtain the scalar Casimir-Polder force at finite temperature \( T \), in terms of the thermal correlation function and susceptibility for a scalar field

\[
C_{th}^{F}(\phi^f(x_A(\tau)), \phi^f(x_B(\tau'))) = \frac{1}{8\pi^2 z} \int_0^{\infty} d\omega \sin(\omega z) \coth \left( \frac{\omega}{2T} \right) (e^{-i\omega(\tau-\tau')} + e^{i\omega(\tau-\tau')}),
\]

\[
\chi_{th}^{F}(\phi^f(x_A(\tau)), \phi^f(x_B(\tau'))) = \frac{1}{8\pi^2 z} \int_0^{\infty} d\omega \sin(\omega z)(e^{-i\omega(\tau-\tau')} - e^{i\omega(\tau-\tau')}).
\]

(2.137)

The explicit computation is performed in the limit of small temperatures, \( T \ll \omega_0 \), following a general method originally introduced by Lifshitz [68, 69, 70]. In view of the comparison
with the Casimir-Polder force between two accelerated atoms, which is the main point of this section, it is important to stress that at finite temperatures, the massless thermal wavelength $\lambda^\text{th} \sim 1/T$ separates a quantum regime from a classical thermal regime. Indeed, for distances $z \ll \lambda^\text{th}$ we find the expression for the static scalar Casimir-Polder force in near and far zone plus subleading thermal corrections proportional to $-\lambda^4 T^2 / \omega_0^2 z^2$; on the other hand, for distances larger than the typical length scales associated to quantum effects, i.e. for $z \gg \lambda^\text{th}$, the Casimir-Polder force manifests again a classical thermal behavior similar to that in the near zone

$$E^\text{th}_{CP} = -\frac{1}{512\pi^3} \frac{\lambda^4 T}{\omega_0^2 z^2},$$

(2.138)

as it has been already noticed for the electromagnetic case [55, 70].

### 2.5.2 Unruh corrections to Casimir-Polder interactions

We now apply the method we have developed in Section 2.4 to the case of two atoms moving with the same uniform acceleration, perpendicular to their separation. In this case, a modification of their Casimir-Polder interaction is expected, because the two atoms perceive modified vacuum fluctuations, as the Unruh effect would suggest [47, 32][AN1]. It is important to stress that for the accelerated case here analyzed we will focus our attention only on vacuum fluctuations contribution because it can be shown, with a calculation similar to that performed in Section 2.4.4 that the radiation reaction contribution is negligible compared to the vacuum fluctuations contribution.

An atom moving with uniform relativistic acceleration $a$ in the $\hat{x}$ direction follows the worldline (we remember that we are using natural units $\hbar = c = k_B = 1$)

$$t(\tau) = \frac{1}{a} \sinh(a\tau) \quad x(\tau) = \frac{1}{a} \cosh(a\tau) \quad y(\tau) = z(\tau) = 0.$$  

(2.139)

We are now going to show how interatomic Casimir-Polder interactions allow to distinguish the effect of a relativistic acceleration from a thermal behavior. Even if such a thermal character have been envisaged in a large number of situations [4, 56, 71, 72], departures from thermal predictions for accelerating atoms have been shown in the Lamb shift and in the spontaneous excitation of accelerating atoms, coupled to the electromagnetic field, in vacuum space [15, 35] or in front of a conducting plate [36, 39, 57, 73].

In such a situation it is convenient to introduce a new set of coordinates, necessary to cover the Minkowski spacetime $(t, x)$ accessible to accelerated observers. They are defined in two regions, the Rindler wedges, which are causally disconnected, and where a Rindler metric can be defined accordingly [4, 16].

We consider two uniformly accelerating atoms, moving along the worldlines (2.139) with the same uniform acceleration $a \ll \omega_0$, and separated by a distance $z$ orthogonal to the acceleration direction $\hat{x}$. We now show that, at short distances, Casimir-Polder interactions can probe thermal Unruh-like effects, while at larger distances they reveal a non-thermal behavior due to the intrinsically non-inertial nature of the Rindler metric. As done
in (2.137) for the thermal Casimir-Polder force, we first obtain the correlation function and susceptibility of the scalar field in the accelerated background

\[ C_{\text{acc}}^F(\phi_f(x_A(\tau)), \phi_f(x_B(\tau'))) = \frac{1}{8\pi^2} \frac{1}{N(z, a)} \int_0^\infty d\omega f(\omega, z, a) \coth(\frac{\pi\omega}{a}) \left( e^{-i\omega(\tau-\tau')} + e^{i\omega(\tau-\tau')} \right), \]

\[ \chi_{\text{acc}}^F(\phi_f(x_A(\tau)), \phi_f(x_B(\tau'))) = \frac{1}{8\pi^2} \frac{1}{N(z, a)} \int_0^\infty d\omega f(\omega, z, a) (e^{-i\omega(\tau-\tau')} - e^{i\omega(\tau-\tau')}), \]

(2.140)

where \( f(\omega, z, a) = \sin(\frac{\omega^3}{a} \sinh^{-1}(\frac{\omega}{a})) \) and \( N(z, a) = z \sqrt{1+(az/2)^2} \). A close comparison between (2.140) and (2.137) shows that for \( az \ll 1 \) the correlation function (2.140) has a thermal-like behavior set by the Unruh temperature \( T_U \). Hence, the vacuum fluctuations contribution (2.108) to the Casimir-Polder interaction exhibits, at the lowest order in \( az \), the same thermal-like correction \( \sim -\frac{\lambda^4}{z} \left( \frac{T_U}{\omega} \right)^3 \), found for the Casimir-Polder interaction at finite temperature. At higher orders in \( az \) equation (2.140) shows that the correction due to the accelerated atomic motion starts to differ significantly from a thermal-like correction. (A similar behavior of the correlation functions (2.140) can be extrapolated from the Lamb shift and spontaneous emission corrections of an accelerated atom near a conducting plate obtained in [36, 39, 73]) This discrepancy suggests a strong breakdown of the common analogy between acceleration and finite temperature for the Casimir-Polder potential at distances \( z \gg z_a \sim 1/a \) \( (z_a \sim c^2/a \) when units with \( c \neq 1 \) are considered), resulting in a novel power law behavior of the Casimir-Polder interaction,

\[ E_{\text{CP}}^{\text{acc.}} = -\frac{1}{512\pi^4} \frac{\lambda^4 z_a}{\omega_0^2 z^4}. \]

(2.141)

Our result (2.141) shows that the Casimir-Polder interaction energy between two accelerated atoms decreases faster with the distance than in both near and far zones [40],[AN3]. This can be guessed from the following heuristic argument: since both atoms are accelerating, the distance traveled by a scalar photon emitted by one atom to reach the other atom increases with time, and this results in an overall decrease of the interaction strength among them (see Section 2.3). A more precise comparison between our result in (2.141) and the results obtained in 2.3 is not straightforward because in the latter case the interaction energy is time-dependent and valid in a well-defined time interval, while the present result involves a time average of the interaction energy, as it is evident from (2.108).

We can consider the behavior described by (2.141) as a new quantum regime, as opposed to the classical thermal regime given by (2.138) which, on the contrary, destroys the quantum retarded distance Casimir-Polder interaction. Also, we wish to stress that the distance \( z_a \) is the characteristic length scale for the breakdown of the local inertial frame approximation [60]: for distances smaller than \( z_a \), it is possible to find a local inertial frame where the correlation functions of the scalar field are fairly well described by the their thermal Minkowski analogue, and the only net effect of acceleration is embodied in the Unruh thermal analogy; on the other hand, signals spreading over distances larger than \( z_a \) must take into account the non-inertial character of relativistic acceleration, encoded in
Figure 2.7 – Comparison between the Casimir-Polder interaction between two atoms (scalar case) moving with relativistic uniform acceleration $a$ and constant separation $z$ (red continuous line), and the static interaction for atoms at rest at temperature $T = a/2\pi$ and same distance (blue dashed line), in far zone, $z \gg 1/\omega_0$. While for short distances, $z \ll 1/a$, both potentials display the same thermal-like behavior, at distances larger than the characteristic length scale $1/a$, the thermal and the accelerated Casimir-Polder potentials exhibit a sharply different power law decay with the interatomic distance.

the non-Minkowskian metric. Consequently, field quantization in Rindler spacetime will strongly affect the nature of vacuum fluctuations ($C_F$) and field susceptibility ($\chi_F$), ultimately leading to the novel power law behavior of the Casimir-Polder potential (2.141). This phenomenology is in sharp contrast with the classical effect outlined above for the Casimir-Polder interaction at finite temperature (see equation (2.138)) and it is summarized in Fig. 2.7. It should be noted that such an effect cannot be detected by a single uniformly accelerated point-like detector in the unbounded space, as in [4, 56], since in this case it is always possible to find a local set of Minkowski coordinates in the neighborhood of a point-like detector. With this respect, our result can be seen as a non-trivial extension of the Unruh thermal response detected by a single accelerating observer, to a system of two relativistic accelerated systems. Finally, we wish to point out that the qualitative change of Casimir-Polder force described by equation (2.141) is ultimately grounded on the non-inertial character of the accelerated background and it is expected to manifest ubiquitously also for other fields, as well as for multi-level atoms.

In conclusion, we have shown how Casimir-Polder forces among two uniformly accelerating atoms can probe non-thermal effects beyond the Unruh analogy between uniform acceleration and finite temperature. We have shown that for interatomic distances above the characteristic length scale associated to a local inertial description of the system, the Casimir-Polder energy shows a different power law dependence with the distance, compared to the corresponding potential at finite temperature [40],[AN3].

A qualitative change of the interatomic potential may also affect some macroscopic properties of an accelerated many-atoms system, as the following example would suggest (analogous ideal experiments were envisaged in [74] for an accelerating box filled with
2.6 - The resonance interaction between two uniformly accelerated identical atoms

In this section we show our results obtained in the investigation of the resonance interaction between two uniformly accelerated identical atoms, one excited and the other in its ground state, prepared in a correlated (symmetric or antisymmetric) state [79],[AN7]. We show that this interaction exhibits, similarly to the ground-state accelerated atoms considered in the previous section, a pure non-thermal behavior, carrying no signature of Unruh thermal fluctuations on the interatomic force. Nevertheless, we show that the relativistic acceleration still causes a qualitative change of the distance-dependence of the interaction between the two atoms, as a consequence of the metric effects associated to relativistic accelerations.

We have seen in Chapter 1 that resonant interactions between atoms occur when one or more atoms are in their excited state and an exchange of real photons between the atoms is involved [80, 81]. If the two atoms are prepared in an uncorrelated state, resonant Casimir-Polder interaction requires a fourth-order perturbation theory. In this case, the interaction scales as $R^{-2}$ for large interatomic separations, $R \gg \lambda$ ($R$ being the interatomic distance and $\lambda$ the wavelength associated to the atomic transition). These effects have been recently discussed in the literature mainly focusing on the spatially oscillating behavior of the force [82, 83, 84]. On the other hand, resonant interactions can occur also when the two atoms are prepared in a correlated (symmetric or antisymmetric) state, and in this case they manifest as a second-order effect in the electric charge. Such interactions are of very long range, showing a $R^{-1}$ dependence in the far-zone limit, and can be much larger than the usual...
dispersion interactions. It should be noted that decoherence effects induced by the environment can destroy the entanglement between the atoms, and this poses serious limits on the observability of such resonant effects. Recently, the possibility to control (for example to enhance) resonant forces between atoms placed in nano-structured materials (such as a photonic crystal) has been discussed [85]. Also, such effects have been investigated in relation to the resonant energy transfer between molecules, and it has been discussed that they can play a fundamental role in biological systems [86, 87, 88].

We shall now consider two identical atoms, one in the excited state and the other in the ground state, prepared in a correlated (symmetric or antisymmetric) state and uniformly accelerating in vacuum, and investigate the effect of the atomic acceleration on the resonance interaction between the two atoms. We first consider the atoms interacting with a relativistic scalar field and then we generalize our investigation to the electromagnetic field case. Since the atoms are prepared in a correlated state, our calculation requires only a second-order perturbation theory. We shall show that also for this system that new features appear as a consequence of the acceleration; specifically a different scaling of the interaction energy with the distance and a new dependence on the acceleration, if compared to the "Unruh-thermal" Casimir-Polder interaction case.

Following the procedure adopted in Section 2.4, we separate the contributions of vacuum fluctuations and radiation reaction to the resonant energy shift of the two atoms. We develop the method at second order in perturbation theory as in [43, 44, 56, 46]. We show that, in both cases considered, the resonance interaction is exclusively related to the radiation reaction contribution. Thus, Unruh thermal fluctuations do not affect the interatomic interaction. Beyond a characteristic length associated to the breakdown of a local inertial description of the system of two atoms, non-thermal effects, present in the radiation reaction corrections, change qualitatively the distance-dependence of the resonance interaction. Thus our approach permits to highlight non-thermal signatures of the atomic acceleration, through the second order resonant interaction between atoms.

The section is organized as follows. In Section 2.6.1 we introduce the model and we discuss the resonance interaction between two accelerated atoms interacting with the scalar field in the vacuum state. In Section 2.6.2 we generalize our procedure to the more realistic case of atoms interacting with the electromagnetic field. Section 2.6.3 is finally devoted to conclusions and perspectives. Details of some calculation are given in the Appendix A

### 2.6.1 The scalar field case

Let us consider two identical atoms A and B modeled as point-like systems with two internal energy levels, ±\(\frac{1}{2}\hbar\omega_0\), associated with the eigenstates \(|g\rangle\) and \(|e\rangle\), respectively, and separated by a distance \(z\). We assume the two atoms accelerating with the same uniform acceleration along two parallel trajectories, \(x_A(\tau)\) and \(x_B(\tau)\), and interacting locally with a real massless scalar field in its vacuum state. Also we assume that \(\omega_0\) includes any direct modification of the atomic transition frequency due to the accelerated motion. The Hamiltonian describing the atom-field interacting system in the instantaneous inertial frame of the two atoms is (\(\tau\)
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is a proper time) (2.136)

$$H(\tau) = \hbar \omega_0 \sigma_i^I(\tau) + \hbar \omega_0 \sigma_i^I(\tau) + \sum_k \hbar \omega_k a_k^\dagger a_k \frac{dt}{d\tau} + \lambda \left[ \sigma^I_A(\tau) \phi(x_A(\tau)) + \sigma^I_B(\tau) \phi(x_B(\tau)) \right]$$

(2.142)

where $\sigma_i$ ($i = 1, 2, 3$) are the atomic pseudospin operators, and $a_k^\dagger$, $a_k$ are the bosonic operators of the scalar field

$$\phi(x, t) = \sum_k \sqrt{\frac{\hbar}{2V\omega_k}} \left[ a_k(t) e^{ikx} + a_k^\dagger(t) e^{-ikx} \right].$$

(2.143)

We want to calculate the resonant energy shift of the system of the two accelerated atoms, using the procedure of Section 2.4. Since the resonant interaction is a second-order effect in the coupling constant, we use our expansion of the (2.71) simply up to second order. Then we can derive, after some algebra, the effective Hamiltonians $H_{v,f,sr}$ at second order in the coupling for one of the two atoms. We obtain

$$\left( H_{v,f}^{eff} \right)_{sf} = -i \frac{\lambda^2}{2\hbar} \int_{\tau_0}^\tau d\tau' C^F(x_A(\tau), x_A(\tau')) \left[ \sigma^f_A(\tau), \sigma^f_A(\tau') \right]$$

and

$$\left( H_{s,r}^{eff} \right)_{sr} = -i \frac{\lambda^2}{2\hbar} \int_{\tau_0}^\tau d\tau' \chi^F(x_A(\tau), x_A(\tau')) \left[ \sigma^f_A(\tau), \sigma^f_A(\tau') \right]$$

(2.144)

where the statistical functions for the scalar field have been introduced in (2.105) and (2.106).

The resonant interaction between two atoms moving on the stationary trajectories $x_A(\tau)$ and $x_B(\tau)$, is then obtained evaluating the expectation value of effective Hamiltonians (2.144) and (2.144), on the correlated state of the two atoms, and taking into account only the terms depending on the atomic separation.

In order to do that, we suppose the system prepared in one of the correlated states

$$\left| \psi_{\pm} \right> = \frac{1}{\sqrt{2}} \left( \left| g_A, e_B; 0_k \right> \pm \left| e_A, g_B; 0_k \right> \right),$$

(2.145)

where, as mentioned before, $g$ ($e$) indicates the ground (excited) state of the atom, and $\left| 0_k \right>$ the scalar field vacuum state. In such states the atomic excitation is delocalized among the two atoms. The symmetrical state is called a superradiant state, because in the Dicke model its decay rate is larger than that of the individual atoms, yielding a collective spontaneous decay [66]. On the contrary, the antisymmetric combination is called a subradiant state, because its decay rates is inhibited. Different methods to obtain super- and sub-radiant states for two-level systems, have been proposed (see for example [89, 90]). On the other hand, it has been recently shown that entanglement between accelerated systems can be
induced by the Unruh bath [41, 42]. This is relevant for our problem, because resonance interactions require the atoms prepared in a correlated (symmetric or antisymmetric) state, and decoherence induced by the environment could pose serious limits on the observability of such effects.

To obtain the resonant energy shift for the system considered, we now evaluate the expectation values of $H_{\text{eff}}^{v f}$ and $H_{\text{eff}}^{sr}$ on the state (2.145). After some algebra, we get

\begin{align}
(\delta E)_{v f} &= (\delta E_A)_{v f} + (\delta E_B)_{v f} \\
&+ \lim_{(\tau-\tau_0)\to\infty} \left( -\frac{i\lambda^2}{\hbar} \int_{\tau_0}^{\tau} d\tau' C^F(x_A(\tau), x_A(\tau'))\chi_A(\tau, \tau') \right) + (A \rightleftharpoons B \text{ terms}) \quad (2.146) \\
(\delta E)_{sr} &= (\delta E_A)_{sr} + (\delta E_B)_{sr} \\
&= \lim_{(\tau-\tau_0)\to\infty} \left( -\frac{i\lambda^2}{\hbar} \int_{\tau_0}^{\tau} d\tau' \chi^F(x_A(\tau), x_A(\tau'))C_A(\tau, \tau') \right) \\
&+ \lim_{(\tau-\tau_0)\to\infty} \left( -\frac{i\lambda^2}{\hbar} \int_{\tau_0}^{\tau} d\tau' \chi^F(x_A(\tau), x_B(\tau'))C_{A,B}(\tau, \tau') \right) + (A \rightleftharpoons B \text{ terms}) \quad (2.147)
\end{align}

were we have introduced the atomic statistical functions

\begin{align}
C_{A,B}(\tau, \tau') &= \frac{1}{2} \langle \psi_{\pm} | \sigma_{2,A}^f(\tau), \sigma_{2,B}^f(\tau') \rangle | \psi_{\pm} \rangle \quad (2.148) \\
\chi_{A,B}(\tau, \tau') &= \frac{1}{2} \langle \psi_{\pm} | \sigma_{2,A}^f(\tau), \sigma_{2,B}^f(\tau') \rangle | \psi_{\pm} \rangle. \quad (2.149)
\end{align}

It is clear that, at the order considered, the only contribution to the resonant interaction between the two atoms arises from the second term of (2.147). In fact, the (second order) vacuum fluctuations contribution (2.146) is exclusively related to nonlocal field correlations (expressed by $C^F(x_A(\tau), x_A(\tau'))$) evaluated on the trajectory of each atom (A or B), as if the other were absent; therefore (2.146) describes only the contribution of vacuum fluctuations to the Lamb-shift of each atom. Similarly, the first term of (2.147) describes the self-reaction contribution to the Lamb shift of each atom. On the contrary, the second term of (2.147) is the only relevant for the resonance interaction; it describes the interaction of each atom with the field it emits modified by the presence of the other atom (as expressed by $\chi^F(x_A(\tau), x_B(\tau'))$). It depends on the distance between the two atoms, and therefore it contributes to the interatomic interaction. It turns out that the resonance interaction is entirely due to the radiation reaction contribution, $\delta E_{sr}$, vacuum field fluctuations having no role at the order considered. This is indeed expected on a physical ground, because resonant interactions are second order effects, originating from the exchange of photons between two correlated atoms. Atomic correlations are not induced by the (correlated) vacuum fluctuations, as in the dispersive interactions, but they are given by the atomic state considered.

The procedure outlined above is general and valid for any arbitrary stationary trajectory. We now focus on the specific situation of the atoms moving along the trajectories
We first evaluate the linear susceptibility of the scalar field and the atomic correlation function. We have

\[ \chi^F(x_A(\tau), x_B(\tau')) = -\frac{i\hbar}{8\pi^2c^2} \frac{1}{ \sqrt{N(z,a)}} \int_0^\infty d\omega g(\omega, z, a) \left( e^{i\omega(\tau-\tau')} - e^{-i\omega(\tau-\tau')} \right) \]  

(2.152)

and

\[ C_{A,B}(\tau', \tau) = \pm \frac{1}{8} \left( e^{i\omega_0(\tau-\tau')} + e^{-i\omega_0(\tau-\tau')} \right) \]  

(2.153)

where we have defined

\[ N(z, a) = 1 + (za/2c^2)^2, \quad g(\omega, z, a) = \sin \left( \frac{2\omega c}{a} \sin^{-1} \left( \frac{za}{2c^2} \right) \right). \]  

(2.154)

Now, substituting (2.152) and (2.153) in (2.147) and taking into account only \( z \)-dependent terms, we finally obtain the resonance interaction between the two accelerated atoms

\[ \delta E = (\delta E_A)_{sr} + (\delta E_B)_{sr} = \mp \frac{\lambda^2}{16\pi^2 c^2} \frac{1}{z \sqrt{N(z,a)}} \int_0^\infty d\omega g(\omega, z, a) \left( \frac{1}{\omega + \omega_0} + \frac{1}{\omega - \omega_0} \right) \]  

(2.155)

where \( \mp \) signs refer, respectively, to the energy shift for the symmetric and antisymmetric states. The integral above can be computed analytically, giving

\[ \delta E = \mp \frac{\lambda^2}{16\pi^2 c^2} \frac{1}{z \sqrt{N(z,a)}} \cos \left( \frac{2\omega_0 c}{a} \sin^{-1} \left( \frac{za}{2c^2} \right) \right). \]  

(2.156)

Equation (2.156) is the main result of this section. Since the interaction is entirely due to the radiation reaction contribution, the effect of relativistic acceleration will leave no thermal signatures on the resonance interaction; its only effect comes from the normalization factor \( N(z, a) \) and the function \( g(\omega, z, a) \). Most importantly, the factor \( N(z, a) \) yields a deviation from the inertial character of the metric. Indeed, as discussed in previous section, we can identify a new characteristic length scale, \( z_a = c^2/a \), associated to the breakdown of the approximate description of the system in terms of a local inertial frame. For distances smaller than \( z_a \), it is possible to find a local inertial frame where the linear susceptibility of field is fairly well described by its static counterpart; on the other hand, signals spreading over distances larger than then \( z_a \) cannot disregard the non-inertial character of relativistic acceleration, encoded in the non-Minkowskian Rindler metric. Accordingly, we expect that relativistic accelerations can deeply modify the qualitative behaviour of the resonant interaction energy. In fact, in the limit \( z \gg c^2/a \), we get

\[ \delta E = \mp \frac{\lambda^2}{8\pi c^2 a} \cos \left( \frac{2\omega_0 c}{a} \log \left( \frac{za}{c^2} \right) \right). \]  

(2.157)
while for \( z \ll c^2/a \) we recover the static result

\[
\delta E = \mp \frac{\lambda^2}{16\pi c^2} z \cos \left( \frac{\omega_0 z}{c} \right) \quad (2.158)
\]

Thus, the resonance interaction strongly bears signatures of the relativistic acceleration, resulting in a new power law decaying as \( z^{-2} \) compared to the usual \( z^{-1} \) of the static case (see equation (2.158)). This result should be compared with what obtained in Section 2.5, where it was shown that, as a consequence of the metric effects, the scalar Casimir-Polder interaction between two uniformly accelerated atoms, was characterized by a new \( z^{-4} \) power law decay, for distances \( z \gg c^2/a \). Also, equation (2.157) exhibits a global overall pre-factor depending on the inverse of the acceleration, while the "thermal-Unruh" analogy would have suggested the presence of a Unruh term at temperature \( T_U = a/2\pi \), directly proportional to acceleration [40],[AN3]. Therefore, our result shows that it is possible to single out metric effects associated to relativistic accelerations from the usual "Unruh thermal-like" effects.

The limit \( z \ll c^2/a \) gives back the expression of the resonant interaction in the static case. For typical interatomic distances \( (z \sim 10^{-6} \text{m}) \), this is valid also for high acceleration values, thus suggesting that the resonance interaction is almost insensitive to the atomic acceleration in the limit \( z \ll z_a \). Actually, such a behavior can be expected from the following qualitative considerations. Resonance interactions arise from the exchange of real photons between the atoms. Then, if the distance between the atoms is much smaller than \( z_a \), in the time spent by the real photon emitted by one atom to reach the other atom \( (t \sim z/c) \), the accelerating atoms move of a distance \( (x) \) smaller than their interatomic distance \( z \). The photon mediating the interaction then cannot discern the atomic motion, and the interaction appears to be the static one.

Finally, it is worth to note from (2.157), that the static resonance interaction decreases as \( z^{-1} \) for any interatomic distance. This is a consequence of the scalar model we have considered and of the fact that the resonance interaction is essentially the interaction of an atom with the field emitted by the other atom. The situation is quite different in the case of electromagnetic field, as we are going to discuss in the next subsection.

### 2.6.2 The electromagnetic field case

We now extend our previous investigation to the case of two uniformly accelerated atoms interacting with the electromagnetic field in the vacuum state.

To describe our system, we adopt the Hamiltonian in the multipolar coupling scheme and in the dipole approximation

\[
H = H_A + H_B + \sum_{k_j} \hbar \omega_k a_{kj}^{+} a_{kj} \frac{d}{d\tau} - \mu_A(\tau) \cdot \mathbf{E}(x_A(\tau)) - \mu_B(\tau) \cdot \mathbf{E}(x_B(\tau)) \quad (2.159)
\]

where \( \mathbf{E}(x(\tau)) \) is the electric field operator and \( \mu = e \mathbf{r} \) the atomic dipole moment operator.

As already discussed, the resonant interaction energy is related only to the radiation reaction contribution and it is obtained from the expectation value of the effective Hamilto-
nian \((H_A^{eff})_{sr} + (H_B^{eff})_{sr}\) on the states \(|\psi_\pm\rangle\)

\[
\delta E = -\frac{e^2}{2} \int_{\tau_0}^{\tau} d\tau' \chi'_{lm}(x_A(\tau), x_B(\tau'))C_{lm}^{AB}(\tau, \tau') + (A \leftrightarrow B \text{ terms})
\]

(2.160)

In order to calculate this quantity, we first obtain the field and atomic statistical functions. The susceptibility of the electromagnetic field in the accelerated frame can be obtained from the two-point field correlation function in the proper reference frame of the two accelerated atoms (Rindler noise) [15]. After lengthy calculations involving Lorentz transformations of the electromagnetic field, we obtain

\[
g_{lm}(x_A(\tau), x_B(\tau')) = \langle 0 | E_t(x_A(\tau))E_m(x_B(\tau')) | 0 \rangle = \frac{\hbar a^4}{4\pi c^7} \frac{1}{\left(\sinh^2 \frac{a(\tau - \tau')}{2c} - \left(\frac{za}{2c^2}\right)^2\right)^{3/2}}
\]

\[
\times \left\{ \delta_{lm} - \frac{za}{4c^2 n_t k_m} \sinh^2 \frac{a(\tau - \tau')}{2c}
\right.
\]

\[
+ \left(\frac{za}{2c^2}\right)^2 \left[ \delta_{lm} - 2n_t n_m \left[ 1 + 2(\delta_{lm} - k_t k_m) \sinh^2 \frac{a(\tau - \tau')}{2c} \right] \right\}
\]

(2.161)

\((\ell, m = x, y, z)\). \(n = (0, 0, 1)\) is the unit vector along the \(z\) direction and \(k = (1, 0, 0)\) is the unit vector along the direction \(x\) of acceleration. A simple calculation shows that the only nonzero components of \(g_{lm}\) are the \(xx, yy, zz,\) and \(xz\) components. In particular, \(g_{\ell \ell}(x_A(\tau), x_B(\tau')) \neq g_{mm}(x_A(\tau), x_B(\tau'))\) (for \(\ell \neq m\)); Therefore, the Rindler noise evaluated on the atomic trajectories of the two accelerated atoms, is not isotropic and displays a non-diagonal component. A similar anisotropy is not present in the case of a single uniformly accelerated atom in the unbounded space, where it is possible to show that the Rindler noise is isotropic. Actually, we have two distinct spatial directions, namely the direction of the acceleration and the direction of distance vector between the two atoms; in this sense, the anisotropic aspect of the Rindler function can be ascribed to the spatial extent of the two-particles system considered. From Eq (2.161), we can obtain the linear susceptibility of electromagnetic field in the proper reference frame. Its expression, as an integral over frequencies, is

\[
\chi_{lm}(x_A(\tau), x_B(\tau)) = i\frac{a^4}{\pi c^7} \frac{1}{\sqrt{N(z, a)}} \left\{ M_{lm} \left[ c_1(z, a) \frac{d^2}{dT^2} + c_2(z, a) \frac{d}{dT} + c_3(z, a) \right] F(T, u)
\right.
\]

\[
+ Q_{lm} \left[ c_4(z, a) \frac{d}{dT} + c_5(z, a) \right] F(T, u) \}
\]

(2.162)

where \(M_{lm}(z, a), Q_{lm}(z, a)\) and the coefficients \(c_i(z, a)\) \((i = 1, \ldots 5)\) are given in the Appendix A, and we have defined

\[
F(T, u) = \int_{0}^{\infty} d\omega \sin(\omega T)(e^{iu\omega} - e^{-iu\omega}), \quad u = \tau - \tau'
\]

\[
T = \frac{2c}{a} \sinh^{-1} \left( \frac{za}{2c^2} \right)
\]

(2.163)
The symmetric correlation function for the atoms is

\[ C_{\ell m}^{A/B}(\tau, \tau') = \frac{1}{2} \langle \psi_\pm | r^A_\ell(\tau), r^B_\ell(\tau') \rangle | \psi_\pm \rangle = \pm \frac{1}{4} \left( e^{i\omega(\tau-\tau')} + e^{-i\omega(\tau-\tau')} \right) (r^A_{12})_\ell (r^B_{12})_m \tag{2.164} \]

The resonance interaction between the two accelerated atoms is now obtained substituting Eqs. (2.162) and (2.164) into Equation (2.160), and taking the limits \( \tau_0 \to -\infty, \tau \to \infty \). After some algebraic manipulation (details are given in the Appendix A), we obtain

\[ \delta E = \pm (\mu^A_{21})_\ell (\mu^B_{12})_m \left( V_{lm}(\omega_0, z, a) + \frac{za}{2c^2} \frac{1}{N(z, a)} U_{lm}(\omega_0, z, a) \right) \tag{2.165} \]

where the explicit expressions of \( V_{lm}(\omega_0, z, a) \) and \( U_{lm}(\omega_0, z, a) \) are given in the Appendix A. These quantities explicitly depend on the atomic acceleration and can be interpreted as a generalization of the static interaction potential to the case of accelerated atoms.

The expression given above is valid for any value of \( az/c^2 \). As before, we now investigate the two cases, \( z \ll c^2/a \) and \( z \gg c^2/a \).

It is easy to show that, for \( za \ll 1 \), the linear susceptibility (2.162) is fairly well described by its static counterpart. Therefore, at the lowest order in \( za \), we recover the usual expression of the resonance interaction in the static case [80]

\[ \delta E = \pm (\mu^A_{21})_\ell (\mu^B_{12})_m V_{lm}(\omega_0, z) \tag{2.166} \]

where \( V_{lm}(\omega_0, z) \) is the well-known tensor potential

\[ V_{lm} = \frac{1}{z^3} \left( (\delta_{lm} - 3n_l n_m) \left[ \cos \left( \frac{\omega_0 z}{c} \right) + \frac{\omega_0 z}{c} \sin \left( \frac{\omega_0 z}{c} \right) \right] - (\delta_{lm} - n_l n_m) \frac{z^2 \omega_0^2}{c^2} \cos \left( \frac{\omega_0 z}{c} \right) \right) \tag{2.167} \]

In particular, in the far-zone limit \( R \gg \lambda \), the resonance interaction decreases as \( \sim 1/z \), while in the near-zone \( R \ll \lambda \), \( \delta E \sim z^{-3} \) [80].

On the other hand, at higher orders in \( az \), we expect that the corrections due to the atomic acceleration cause a qualitative change of the resonance interaction, scaling with a different power law. In particular, it is interesting to consider the situation when one of the two dipoles is oriented along the \( x \) direction and the other along the \( z \) direction. A similar situation was not present in the case of scalar field considered before, since it is clearly related to the peculiar anisotropic nature of the Rindler noise of the electromagnetic field. In this case, the only non-zero contribution to the resonant interaction comes from the anisotropic term \( W_{lm}(\omega_0, z, a) \) in (2.165), and we find

\[ \delta E_{CP} = \pm \mu^A_x \mu^B_z \frac{1}{2z^3} \cos \left( \frac{2c\omega_0}{a} \ln \left( \frac{az}{c^2} \right) \right) \tag{2.168} \]

Our result (2.168) shows that, for specific orientations of the two dipole moments, the resonance interaction between two accelerated atoms decreases with the distance as \( z^{-3} \).
This also shows that it is possible to control the effect of atomic acceleration by an appropriate choice of the orientation of the dipole moments. A comparison with the case of the scalar field discussed in the previous section shows that the emergence of a qualitative change of the resonance interaction behavior comes not only from the presence of the metric factor, \( N(z, a) \), but also from the anisotropic structure of the field susceptibility, related to the vector nature of the electromagnetic field and to the fact that our two-atom system is spatially extended.

### 2.6.3 Conclusions and Future Perspectives

In this section we have investigated the resonance interaction between two uniformly accelerated atoms, one excited and the other in ground state, prepared in correlated (symmetrical or anti-symmetrical) state [79],[AN7]. We have considered the contributions of vacuum fluctuation and radiation reaction field to the resonance interaction, and shown that the Unruh thermal fluctuations do not affect the interatomic interaction, which is exclusively modified by radiation-reaction corrections. We have discussed that beyond a characteristic length scale associated to the breakdown of the approximate description by a local inertial frame of the system of the atoms, non-thermal effects change qualitatively the distance-dependence of the resonance interaction. Specifically, we have shown that these non-thermal effects related to the non-inertial character of acceleration result in a different scaling with the distance and a different dependence on acceleration, if compared to the usual thermal case. The merit of our approach is the simplicity in highlighting non-thermal features, exploiting atomic entanglement as condition to have resonant second-order interactions. Our results open the way for new future developments. First of all, it is known that the Unruh bath does not induce full decoherence and can even create entanglement during the time evolution of a pair of accelerating atoms [42]; this limits the description presented in this work up to time scales of the order of inverse of acceleration but it poses the intriguing question on the fate of the resonant interaction in the long-time limit, since for its existence a minimum of entanglement among the two atoms is required. Moreover, since the basic set-up we have considered in this work is the pillar to build the Dicke model, one might ask which is the impact of the change of interatomic potential on its phase transition (sub or superradiant transition phase). Understanding it the qualitative change of interatomic interactions in accelerated systems, can modify macroscopic phenomena, such as thermodynamics phase transitions, is one promising direction to highlight non-thermal signatures of relativistic accelerations in a many-body context.
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Zero-point fluctuations are among the most striking consequences of the quantum description of the electromagnetic field. They are at the origin of the Casimir-Lifshitz force, a long-range quantum electromagnetic interaction between neutral polarizable bodies, and they are also responsible for the Casimir-Polder forces between an atom and a surface or between two atoms (van der Waals forces) [1] - [8].

When boundary conditions are set in motion with nonuniform acceleration in the vacuum, or when material properties are changed nonadiabatically, a dynamical Casimir effect is realized, and a parametric excitation of vacuum fluctuations may lead to the emission of real photons [9] - [15]. Similarly, a dynamical Casimir-Polder effect occurs when physical parameters of an atom near a conducting plate are rapidly changed [16].

Another rapidly growing research field is that of quantum optomechanics, which deals with systems where mechanical degrees of freedom are coupled to cavity fields [17]. Such systems have been experimentally and theoretically investigated, for example, for realizing sensitive force detectors, cooling macroscopic mirrors or obtaining quantum superposition states for macroscopic objects [18]. Significant experimental progress has been obtained in precision trapping of cold atoms near a nanoscale optical cavity, allowing to probe cavity near fields [19]. The effect of quantum fluctuations of the position of a cavity mirror on Casimir and Casimir-Polder interactions has been also demonstrated [20, 21].

In this Chapter, after an overview of the Dynamical Casimir effect that we discuss briefly, we propose a new optomechanical Rydberg atoms-surface coupling based on a novel aspect of the dynamical Casimir-Polder (CP) effect, able to affect the internal atomic state [22],[AN4]. It is a new near-field effect, not related to the excitation of atoms by the few
real photons expected in the dynamical Casimir effect [23] - [27]. Specifically, when considering a gas of dilute Rydberg atoms trapped in front of a substrate whose refractive index is changed in time (dynamical mirror) at a frequency corresponding to one of atomic transition frequencies. Due to the effective periodical change of the atom-mirror distance, the optomechanical coupling between the wall and the Rydberg atoms yields a periodic perturbation on the atoms, which can be excited to upper levels [22]. On the experimental side, this scheme may largely profit from recent progresses in the realization of dynamical mirrors [28], and in the cigar-shape trapping of Rydberg atoms and their preparation in long-lived excited states [29].

It is worth saying that recently a micromechanical atom-wall system has been realized with a trapped Rb Bose Einstein Condensate (BEC) close to a dielectric substrate, and the collective oscillations of the gas have been used to measure the CP force [30, 31]. In particular, this allowed the first measurement of the more elusive thermal component of this interaction [32, 33]. Differently from that case, where the external degrees of freedom of an atomic gas have been used to detect the CP force, here we use the CP force to couple a substrate to the internal atomic degrees of freedom.

This Chapter has the following structure. The first two sections are introductory and pave the way to the original results that we show in the last section. In particular, in Section 3.1 we present and discuss two effects due to moving bodies and vacuum fluctuations, the dynamical Casimir effect and the quantum friction. After the analysis on the physical origin of these effects we present in Section 3.2 some experiments, presented in literature, related to them. Finally, in the last Section 3.3, we present and discuss our original work about a new effect between an atom and an oscillating mirror due to the dynamical atom-mirror Casimir-Polder force. We discuss the possibility to detect this new effect and we also present an original experimental proposal.

3.1 The dynamical Casimir effect and the quantum friction

The Dynamical Casimir Effect (DCE) is an effect related to photon generation from the vacuum due to accelerating nonuniformly neutral bodies in free space, as suggested for the first time by Moore [9]. In general this effect is related to quick changes of the system geometry or of the optical properties of neutral macroscopic objects. Although Casimir did not write anything about this effect, the presence of the Casimir’s name in the DCE is due to the close connection between the DCE and vacuum fluctuations. This effect can be physically explained stating that it is the parametric amplification of the electromagnetic quantum fluctuations in systems having non adiabatic time-dependent parameters.

From Quantum Electrodynamics we know that any quantum observable associated to the electromagnetic field has fluctuations. Also the vacuum radiation pressure fluctuates. Thus, if we consider a body at rest in the vacuum, we can find a fluctuating force acting on it which generates a quantum Brownian motion. Due to the fluctuation-dissipation theorem this yields dissipative effects too [34]. The force on a body at rest is zero as well
as we consider a uniform motion in vacuum, due to the relativity principle. If we consider a mirror moving with a 1D nonuniform motion, it has been found [35] that the Casimir dissipative force is proportional to the second-order derivative of its velocity. In this way we can understand that there is a relation between the Casimir dissipation and the emission of photons by the accelerated neutral mirror. Exploiting energy conservation, we find that the power dissipated because of the motion of the mirror is equal to the total radiated power in the DCE.

Other simple considerations can be made to understand the DCE. These considerations start from the analogy between the quantum electromagnetic field and a set of quantum harmonic oscillators. Let us write the Hamiltonian of the free field in a cavity

$$H_0 = \sum_n \hbar \omega_n \left( \frac{1}{2} + a_n^\dagger a_n \right)$$  \hspace{1cm} (3.1)

where $a_n$ and $a_n^\dagger$ are, respectively, the annihilation and creation bosonic operators of the field mode at the given frequency $\omega_n$. When we consider the possibility of the interaction between the system and the environment, we must add an interaction term $H_I(t)$ (in general function of time). Usually we can consider that this interaction is relatively weak and we can expand the $H_I(t)$ term in series with respect to powers of the bosonic operators $a_n, a_n^\dagger$. The linear term of this expansion can be interpreted as describing field excitations due to external currents and/or charges. The second-order terms, proportional to $a_n a_n^\dagger, a_n^\dagger a_n, a_n^\dagger a_n^\dagger$ with time-dependent coefficients, can be considered as terms arising from possible time-dependent changes of the system geometry or optical properties of the cavity. The latter can generate field excitations that can be interpreted as an amplification of the initial fluctuations of the field. So the photon creation from vacuum of the DCE can be read as an excitation of the vacuum due to the time-dependent dependence of the interaction Hamiltonian.

It must be said that the DCE and its analogues, when realistic situations are considered, are very tiny effects due to the small number of emitted photons. Nevertheless (as we will see in Section 3.2) they have been recently observed in superconducting circuits [36], in Josephson metamaterials [37] and in Bose-Einstein condensates [38] and many experimental setups have been proposed and realized to measure them.

We discuss now a simple 1D model to show the dynamical Casimir effect. We consider an electrically neutral point-like mirror in nonuniform motion and coupled to a massless scalar field $\Phi(x,t)$. The motion of the mirror is described by its position $Q(t)$. Following [7], the idea to show the DCE in this model is to calculate the vacuum radiation-pressure-force $F(t)$ by making simple considerations. If we consider a non-relativistic motion, we know that the force must be proportional to some velocity derivative of the moving mirror. At the same time this force is a quantum effect, so we expect that it is proportional to $\hbar$. In addition its expression should be consistent with the Lorentz invariance of the vacuum filed state. In a 1D space, after a dimensional analysis, we deduce that

$$F(t) \propto \frac{\hbar \dot{Q}(t)}{c^2}$$  \hspace{1cm} (3.2)
where the dot indicates a time derivative. We see that the third time derivative of the position is involved: it follows that a nonuniform motion is necessary.

We now calculate the dimensionless factor in the above equation. We treat the motion of the mirror as a small perturbation and we use the Dirichlet boundary conditions on the mirror

$$\Phi(Q(t), t) = 0$$

(3.3)
to first order in $Q(t)$. In the frequency domain we can write the Fourier transform $\phi(x, \omega)$ of the field as a sum of an unperturbed field $\phi_0(x, \omega)$, corresponding to a static mirror fixed at $x = 0$, plus a perturbation $\delta \phi(x, \omega)$

$$\phi(x, \omega) = \phi_0(x, \omega) + \delta \phi(x, \omega).$$

(3.4)
The boundary condition for $\phi_0(0, \omega) = 0$ at $x = 0$ is automatically fulfilled, while for $\delta \phi(x, \omega)$ we make a Taylor expansion around $x = 0$. At first order in $Q$ we get

$$\delta \phi(0, \omega) = -\int_{-\infty}^{+\infty} \frac{d\omega_i}{2\pi} q(\omega_0 - \omega_i) \partial_x \phi_0(0, \omega_i)$$

(3.5)
where we have introduced the Fourier transform $q(\Omega)$ of $Q(t)$. The key element generating the photon emission is already in this equation. This element is the frequency $\Omega = \omega_0 - \omega_i$. In fact, as we are going to show, since in the integral in (3.5) the function $q(\Omega)$ is translated by $\omega_0$, the only frequencies that contribute to the dissipative Casimir force are the negative frequencies in the range $[-\Omega, 0]$. In order to show this point we must calculate the force. We take the Fourier transform of the component $T_{11}$ of the energy-momentum tensor

$$T_{11} = \frac{1}{2} \left[ \frac{1}{c^2} (\partial_t \Phi)^2 + (\partial_x \Phi)^2 \right]$$

(3.6)
and consider the expansions given by (3.4) and (3.5). After averaging over the vacuum state, the force is given by

$$f(\Omega) = \chi(\Omega) q(\Omega)$$

(3.7)
where

$$\chi(\Omega) = 2i \frac{\hbar}{c^2} \int_{-\infty}^{+\infty} \frac{d\omega_i}{2\pi} (\Omega + \omega_i)|\omega_i|.$$ 

(3.8)
Analyzing the above expression for $\chi(\Omega)$, using an appropriate regularization of the integral, we can see that, due to the "translation" of the frequency $\Omega_i$, the contribution given by the integral in the integration interval $[-\infty, -\Omega]$ is opposite to that from the interval $[0, +\infty]$, as it can be seen in Figure 3.1. Thus follows

$$f(\Omega) = i \frac{\hbar \Omega^3}{6\pi c^2} q(\Omega)$$

(3.9)
which gives the prefactor \( \frac{1}{6\pi} \) (it is positive as expected for a dissipative force). The fact that only frequencies in the interval \([-\Omega, 0]\) contribute to the dissipative force is not totally unexpected. In fact, from qualitative considerations, we expect that the frequencies \(|\omega_i| \gg \Omega\) do not contribute because, roughly speaking, the mirror motion at frequency \(\Omega\) is quasi-static. The dissipative Casimir force is due to low-frequencies modes for which the motion can be considered non-adiabatic.

From a physical point of view, the “translation” mentioned before can be interpreted, with the help of Figure 3.1, as a mixing of negative and positive frequencies in the interval \([-\Omega, 0]\). This mixing remembers the action of a Bogoliubov transformation on the bosonic operators \(a_n, a_n^\dagger\), coupling output annihilation operators to input creation operators (input and output in this case indicate, respectively, the situation at \(t < 0\) before the mirror motion starts and the situation at \(t \geq 0\) after its motion has started). It is important to stress the connection between negative (positive) frequencies and the creation (annihilation) operators. Thus, we can conclude that the dissipative Casimir force, related with the motion of the mirror, due only to the field frequencies in \([-\Omega, 0]\), generates photon so yielding the dynamical Casimir effect. We can also deduce that, as long as the mirror motion allows to use perturbation theory, the frequency of the emitted photons is bounded from the frequency \(-\Omega\). Another important aspect that we can figure out from the symmetry of the integrand in (3.8) in the interval \([-\Omega, 0]\), is that photon emission occurs in pairs (this situation is depicted in Figure 3.1 and highlighted in the red zone of this figure).

The result in (3.9) was obtained by Ford and Vilenkin in [35] for a non-relativistic motion of the mirror. The general case of relativistic mirror motion, was developed by Fulling and Davies [39].

We have seen the close connection between the DCE and the dissipative Casimir force. The latter seems acting as a radiation reaction force (generated from the vacuum!) and this can be seen from the equation (3.2) which has the same form of the radiation reaction force of classical electrodynamics.
We can give an order of magnitude for the rate of photon emission in the DCE in a 3D space. We expect that, when we analyze a plate in the \( xy \) plane with surface \( A \) and moving along the \( z \) direction, the 3D dissipative Casimir force should depend linearly on the surface \( A \). Following the same method described above and with appropriate changes for the electromagnetic case, we get

\[
F(t) = -\frac{\hbar A}{30\pi^2 c^4} \frac{d^5 Q(t)}{dt^5}.
\]  

(3.10)

Since from the energy conservation we know that the total radiated energy is the negative of the work done by the dissipative Casimir force on the moving mirror, we can write

\[
E = -\int_{-\infty}^{+\infty} dt F(t) \dot{Q}(t).
\]  

(3.11)

For simplicity we examine one oscillating mirror with frequency \( \Omega \) and amplitude \( Q_0 \), whose motion is exponentially damped over a time scale \( T \gg 1/\Omega \). For this simple case we obtain

\[
E = \frac{\hbar T AQ_0^2\Omega^6}{120\pi^2 c^4}.
\]  

(3.12)

In order to obtain the number of emitted photons \( N \) we can exploit the fact that the spectrum is symmetrical with respect to the frequency \( \Omega/2 \), writing \( E = N\hbar\Omega/2 \). We finally obtain

\[
\frac{N}{T} = \frac{1}{15} \frac{A}{\lambda_0^2} \left( \frac{\nu_{\text{max}}}{c} \right)^2 \Omega.
\]  

(3.13)

In the above equation we introduced \( \nu_{\text{max}} \equiv \Omega Q_0 \) and \( \lambda_0 \equiv 2\pi c/\Omega \). If, for examples, we use in (3.13) physical parameters compatible with possible actual experimental setups, such as \( A \sim \lambda_0^2 \sim 10 \text{ cm}^2 \), \( \nu_{\text{max}}/c \sim 10^{-7} \) and \( \Omega/2\pi \sim 10 \text{ GHz} \), we find that the photon emission rate is of the order of \( 10^{-5} \), which means one photon pair every about two days. Of course this is a very small effect. However, many situations have been studied to amplify the photon emission effect [10], [40], [41]. Typically, a second mirror or a cavity with moving walls are considered to significantly enhance the photon emission rate by a resonance effect [42] (see also [41] and reference therein).

In the context of quantum effects due to motion of bodies in the electromagnetic vacuum there is another effect, strongly related to the DCE, that we wish to mention, the quantum friction. It predicts the possibility that a force, which tends to work against the relative motion, can be experienced between two electrically neutral and polarizable bodies in parallel relative motion, then a non-contact “friction” is originated. This effect is expected to be present even at zero temperature and when the surfaces of the moving bodies are flat and perfectly smooth. It has been also predicted for an atom moving parallel in front of a surface [43]. Differently to what we have seen with the DCE, here the friction effect due to the quantum vacuum can take place also when the motion of the bodies is uniform. The reason is that, even if the two bodies are in uniform motion, the relative shear motion can not be removed changing the frame of reference. From an energy conservation point of view, the
energy lost during the quantum friction is balanced by the external energy necessary to keep the body a constant velocity.

A simple qualitative explanation of the quantum friction can be given thinking that the electric dipoles generated from the quantum vacuum in one of the surfaces (a similar picture to that given before for the Casimir-Polder interaction) induce image electric dipoles on the other surface which lags behind because of the relative motion. We have that when the shear motion of the two bodies is considered, the van der Waals-like attraction experienced between the two bodies is related to the relative velocity (roughly speaking the photons exchanged for the interaction carry the motion information) and the generation of a friction force follows. Many scientists consider the quantum friction as a purely quantum effect with no classical analogue and they do not unanimously agree on the interpretation. This effect is still debated in the literature [44, 45].

3.2 Experimental setups for DCE

In this section we present a short overview about the possibility to observe the DCE in a laboratory experiment. We already discussed in Section 3.1 that the rate of photon emission by DCE in the presence of an accelerating mirror is small. The experimental observation of such phenomenon is a formidable technological and scientific challenge. The dynamical Casimir effect is considered as a direct manifestation of the existence of the vacuum fluctuations. As a consequence, the detection of the photon emission due to the DCE is also considered an important contribute to fundamental physics and a milestone which provides further relevance to Quantum Electrodynamics.

Many efforts have been done recently to find promising systems to detect the DCE. In particular the photon emission generated in a resonant time-dependent cavity has been widely considered. For these configurations the photon emission rate is strongly amplified compared to the simple and ideal situation of a single accelerating mirror [46]. In these setups, the average number of photons created is

$$\langle N \rangle = \sinh^2(\eta \omega \epsilon t)$$

so it grows exponentially with time [23, 47]. In the above expression, $\omega$ represents the frequency of the resonant mode of the cavity, $\eta$ is a parameter related to the geometry of the cavity (its order of magnitude is 1) and $\epsilon$ indicates the relative amplitude of the oscillations involved, i.e. $\epsilon = a/\lambda = a\omega/2\pi c$ where $a$ is the amplitude of the mirror oscillation. Notwithstanding this exponentially growing time dependence of the average number of emitted photons, the observation of these photons in realistic laboratory conditions is arduous, due to cavity losses and the presence of thermal photons.

Let us first analyze other important aspects involved in realistic laboratory situations. If, for example, we consider a cavity of length $L_0 \simeq 10^{-2}$ m, in order to exploit the resonance condition, and thus amplify the photon emission, the order of magnitude of the oscillation frequencies (either mirror oscillation or conductivity oscillation) is of about 10 GHz. Achieving these frequencies from a mechanical point of view is not feasible. An
alternative method could be dealing with surface vibrations without having a motion of the mirror center-of-mass. These kind of systems lead to amplitude values $\varepsilon$ which need a minimum quality factor $Q$ of $10^8$. In spite of the fact that greater values of the $Q$-factor has been achieved experimentally, the presence of oscillating walls complicates a lot the situation decreasing the value of the $Q$-factor, making then very difficult the observation of the dynamical effect.

We now report the main aspects of recent experiments on the DCE. Considering all these difficulties related to mechanical oscillations of the mirror, some scientists thought to other experimental setups for the DCE revelation where a mobile boundary condition is somehow simulated. The first observation of photon emission related to the DCE has been made in 2011 in a superconducting circuit [36]. The experimental setup was made by an open transmission line terminated by a superconducting quantum interference device (SQUID). In the SQUID two Josephson junctions were present and connected in parallel to form a loop. The key idea was to use a time-dependent magnetic flux to control the effective inductance of the SQUID, placed at the end of a transmission line. This generates a time-dependent boundary condition for the phase field (the time integral of the electric field) which can be seen as a transmission line with a variable length. The change in the electrical length of the transmission line simulates a time-dependent boundary condition, as the idealized moving mirror already discussed. The effective velocity of the simulated effective mirror, defined as the rate of change of the electrical length, can be very large, thus increasing the rate of photon emission. This means that a non-relativistic approach as that in Section 3.1 it is not possible and a fully relativistic approach is necessary. The theoretical prediction for this case gives a photon production rate several orders of magnitude larger than in other systems. The involved photons exhibited two-mode squeezing correlations, which are characteristic of photons generated in correlated pairs.

Similarly to this experiment in a superconducting circuit, a recent work in 2013 has demonstrated the DCE with the help of Josephson metamaterials [37]. The considered setup was a Josephson metamaterial, made of an array of 250 SQUIDs, forming the signal line of a superconducting coplanar waveguide. This metamaterial is embedded into a low-quality-factor cavity. Here the DCE was produced by modulating, through an external magnetic field, the refraction index of this material near its quantum ground state. This setup, compared with the superconducting circuit setup described above, allows for an enhancement of the DCE. This is possible because the presence of a cavity in this system produces a resonance effect avoiding the problem of uncontrolled resonances which affect the detection of photon emission in [36].

Another indirect observation of the DCE is that presented in [38]. In this work an acoustic analog of the dynamical Casimir effect is described. Through the modulation of the speed of sound in a Bose-Einstein Condensate, correlated pairs of elementary excitations are produced, both phonon-like and particle-like. The idea inspiring this work starts from the study of an interacting Bose gas. Keeping in mind that the change in the interaction strength of the gas is analogous to an optical index change (for example the speed of sound changes) an acoustic analog of the dynamical Casimir effect is realized by changing the scattering length in the gas. From a microscopic point of view, the ground state of such a
gas is the vacuum of Bogoliubov quasi-particles. When the interaction strength is changed the old vacuum state is mapped into a new state where pairwise excitations appears and it can be seen as pairs of the new quasi-particles. Also, the confining potential of the BEC can be modified (it means changing of the density of the BEC) and the same effect occurs. However there is a substantial difference between the results related to this experiment and the standard configuration of the DCE. In fact, in this acoustic analog of the DCE the effect of the temperature is not negligible. It seems that the pair generation does not arise from the vacuum but rather from the thermal noise marking a fundamental difference with the DCE which is predicted also at zero temperature.

We now briefly describe the motion induced radiation (MIR) experiment [48, 49, 50], which is related to our work we will describe in the next section. In the MIR experiment, the difficulty to reach sufficiently high frequencies of mechanical oscillation is bypassed using an effective dynamical mirror. The main idea in this approach is to change the length of the cavity by modifying the reflectivity of one of the slabs present in the cavity walls. This is possible exploiting the property of some semiconductors that, when irradiated with short laser pulses, change their optical properties becoming a reflector or a transparent medium. With the help of this kind of system it is possible to reach greater oscillation amplitudes $\varepsilon \approx 10^{-4}$ mm and high oscillation frequency of the order of tens of GHz, allowing much smaller values of the Q-factor. However, in this system dissipative effects can be significant. The change of the optical properties by laser impulses is due to creation of electron-hole pairs in the semiconductor slab. Thus, the charge carriers of the irradiated semiconductor must have a very short recombination time and a very high mobility. This kind of material has been built [48] and then the photon emission by DCE for this experiment could be measured in a pure quantum electrodynamics framework. It must be said that the MIR experiment is still in the making.

### 3.3 Optomechanical Rydberg atoms excitation via dynamic Casimir-Polder coupling

In this section, we focus on the main issue of this Chapter. We describe our original work concerning with the study of a new dynamical Casimir-Polder effect. It is based on the optomechanical coupling of an oscillating mirror (dynamical mirror) with a dilute gas of Rydberg atoms, mediated by the dynamical atom-mirror Casimir-Polder force in the non-retarded near-field regime [22],[AN4]. This coupling may produce a near-field resonant atomic excitation whose probability scales as $\propto (d^2 a n^4 t)^2 / z_0^8$, where $z_0$ is the average atom-surface distance, $d$ the atomic dipole moment, $a$ the mirror’s effective oscillation amplitude, $n$ the initial principal quantum number of the Rydberg atoms, and $t$ the time. We propose an experimental configuration to realize this system with a cold Rydberg atoms gas trapped at a distance $\sim 2 \cdot 10 \mu m$ from a semiconductor substrate, whose dielectric constant is periodically driven by an external laser pulse, hence realizing an effective mechanical mirror motion due to the periodic change of the substrate from transparent to reflecting. For a parabolic gas shape, this effect is predicted to excite about $\sim 10^2$ atoms of a dilute
gas of $10^3$ trapped Rydberg atoms with initial principal number $n = 75$ after about $0.5 \mu s$, hence high enough to be detected in typical Rydberg gas experimental conditions.

To describe our system we now consider a fixed Rydberg atom near a perfectly conducting plate; the plate is forced to move harmonically around its equilibrium position. We model the atom as a two-level system. The mirror’s position coincides with the plane $z = 0$ at $t = 0$, and the atom-mirror distance is $z(t)$. We first analyze the case of a fixed mirror at a distance $z$ from the atom; we assume that this distance is much smaller than a main transition wavelength $\lambda_0 = 2\pi c/\omega_0$ of the Rydberg atom, $\omega_0$ being the corresponding transition angular frequency. The atom-mirror Casimir-Polder (CP) interaction energy is thus in its near-zone nonretarded regime, where electrostatic (longitudinal field) contributions are dominant [1, 30]. We assume the atom prepared in a long-lived Rydberg state and treat it as a stable state, assuming to study the system for times shorter than its lifetime (Rydberg atoms in circular states can have a very long lifetime). As we saw in Chapter 1, for typical short wavelength atomic transitions, there is a thermal regime dominating at large separations. For long wavelength transitions (molecular or Rydberg states, as in this section) and for the conditions considered in this section, this thermal regime is absent [51, 52]. The CP interaction energy between a ground-state atom and a fixed perfectly conducting mirror, within dipole approximation and in the nonretarded regime, is (cgs units) [53, 54]

$$V(z) = -\frac{\langle d_i^2 \rangle + \langle d_j^2 \rangle + 2\langle d_z^2 \rangle}{16z^3} = -\frac{1}{16} \frac{\sigma_{ij} \langle d_i d_j \rangle}{z^3},$$

(3.15)

where the sum over repeated indices is used, and the average of the squared components of the atomic dipole moment operator $d$ are taken on the atomic state considered. The atom-mirror distance $z$ is along the $\hat{z}$ direction. We have also defined the diagonal matrix $\sigma = \text{diag}(1, 1, 2)$.

The expression (3.15) of the atom-wall interaction for an ideal conductor is a very good approximation in our case, since we shall consider atom-wall distances of the order of $2 \cdot 10^{-3}$ cm, much larger than the plasma wavelength of a typical metal (of the order of $\lambda \sim 10^{-5}$ cm), where real-conductor corrections are known to be negligible [55].

It is well known that in the near-zone limit, the atom-wall nonretarded interaction (3.15) is well described by the interaction between the atomic dipole and its image [54]. In order to describe the interaction of the atom with the oscillating mirror, we adopt a semiclassical model: we obtain the atom-wall interaction as the interaction energy between the atomic dipole and an effective classical field due to the image atom (Figure 3.2). Using the method of image charges [56], we can describe the near-zone atom-wall interaction by the coupling term $H_I = -\mathbf{d} \cdot \mathbf{E}(\mathbf{r})/2$, where $\mathbf{d}$ is the atomic dipole moment operator and $\mathbf{E}(\mathbf{r})$ is the electric field generated by the image dipole $\tilde{d} = (-d_x, -d_y, d_z)$ at the atom’s position $\mathbf{r} = (0, 0, z)$. The factor $1/2$ takes into account that, when the atomic dipole is moved from infinity to its final position, the image dipole moves symmetrically in the opposite direction [57]. Comparing $H_I$ with equation (3.15), the effective electric field acting on the atom, due to the image atom at a distance $2z$, is

$$E_i(\mathbf{r}) = \frac{1}{8} \frac{\sigma_{ij} d_j}{z^3}.$$
Quantum mechanically, a fluctuating field is indeed acting on the atom, due to vacuum fluctuations modified by the presence of the conducting wall. Its effect on the atom is equivalent to the action of the effective field (3.16). The effective semiclassical interaction Hamiltonian, quadratic in the atomic dipole moment operator, is then

\[ H_I = -\frac{\sigma_{ij}}{16z_0^3} d_i d_j, \quad (3.17) \]

whose average on the atomic state coincides with (3.15).

We now assume that the plate oscillates harmonically around its equilibrium position \( z = 0 \), so that the atom-wall distance changes as \( z(t) = z_0 [1 - \frac{a}{z_0} \sin \omega t] \), where \( z_0 \) is the average atom-mirror distance and \( \omega \) the mirror’s oscillation angular frequency. We also assume the oscillation amplitude \( a \) such that \( a \ll z_0 \), and that the atom-wall Casimir-Polder interaction follows instantaneously the plate oscillation. The latter assumption is fully consistent with our near-zone hypothesis, because the interaction is non-retarded in this case. From (3.17), the effective interaction Hamiltonian between the atom and the oscillating mirror will then take the form \( H_I(t) = H_s + V_I(t) \), where \( H_s \) is a time-independent term yielding the usual \( z_0^{-3} \) near-zone static Casimir-Polder potential (3.15), and

\[ V_I(t) \approx -d_i d_j \left( \frac{3\sigma_{ij} a}{16z_0^5} \sin \omega t \right), \quad (3.18) \]

is a time-dependent term linked to the plate oscillation. The approximation \( \frac{1}{z_0(t)} \approx \frac{1}{z_0} (1 + \frac{2a}{z_0} \sin \omega t) \) has been used. The perturbation (3.18) can induce transitions in the atom. Applying time-dependent perturbation theory with \( V_I(t) \) as the perturbation operator, we can...
easily obtain the probability amplitude for the transition $|g\rangle \rightarrow |e\rangle$ from the atomic initial state $g$ to a more excited state $e$,

$$c_e(z_0, t) = \frac{i}{\hbar} \frac{3\sigma_{ij}(d_i d_j)^{eg}}{16z_0^3} \int_0^t dt' e^{i\omega_0 t'} \sin \omega t', \quad (3.19)$$

where $\hbar \omega_0 = E_e - E_g$ and $(d_i d_j)^{eg} = \langle e | d_i d_j | g \rangle$. Under resonance conditions ($\omega \approx \omega_0$), the atomic excitation probability $P_e(z_0, t) = |c_e(z_0, t)|^2$ is given by

$$P_e(z_0, t) \approx \frac{9}{2^{10} h^2} \left( \frac{a}{z_0} \right)^2 \frac{\sigma_{ij}(d_i d_j)^{eg}}{z_0^6} |t|^2. \quad (3.20)$$

We now estimate the order of magnitude of the excitation probability $P_e(t)$. For a Rydberg atom, the matrix element of the product of components of the atomic dipole moment appearing in (3.20) is related to the electron charge $e$, the Bohr radius $a_0$ and the principal quantum number $n$ through the relation $|\sigma_{ij}d_i d_j| \sim e^2 a_0^2 n^4$ [58, 59]. Thus the excitation probability approximately becomes

$$P_e(z_0, t) \approx \left( 3 \cdot 10^{-19} \text{ cm}^6 \text{s}^{-2} \right) \frac{a^2}{z_0^8} n^8 |t|^2. \quad (3.21)$$

The condition $P_e(z_0, t) \ll 1$ must be satisfied for the validity of our perturbative approach, and this sets an upper limit to the acceptable values of time $t$, once the other parameters have been fixed. For $n = 75$, yielding a frequency of about 30 GHz for the transition $n = 75 \rightarrow 77$, $a/z_0 \approx 10^{-1}$ and $z_0 \approx 2 \cdot 10^{-3}$ cm, the single-atom excitation probability is $P_e(t) \approx \left( 5 \cdot 10^{10} \text{s}^{-2} \right) |t|^2$. This shows that, by taking a time of the order of 2 µs (well compatible with achievable trapping times of Rydberg atoms [60, 61]), the probability is of the order of 20%. 

Figure 3.3 – The geometry of a gas with a cigar-shaped profile. $z_c$ is the distance between the trap center and the wall, while $2R_z$ is the width of the gas profile along $z$. 
If we consider now a trapped Rydberg gas instead of a single atom, if the trap size is comparable with the atom-mirror distance, equation (3.21) could not be sufficiently accurate, and the actual profile of the atomic trap should be taken into account. If $\rho(z)$ is the atomic linear density in the direction $z$ orthogonal to the surface, the number of excited atoms, neglecting interactions among them, can be written as

$$N_e(t) = \int_{0}^{\infty} dz \rho(z) P_e(z, t).$$ (3.22)

If the gas profile is cigar-shaped, as shown in Figure 3.3, parallel to the mirror, as a first approximation we may use a parabolic profile in the three dimensions. Let $N$ be the number of Rydberg atoms in the gas, $z_c$ and $2R_z$ (with $R_z < z_c$) respectively the trap center-wall distance and the width of the gas profile along $z$, the atomic linear density in the $z$ direction is given by

$$\rho(z) = \frac{3N}{4R_z^3} \left[ R_z^2 - (z - z_c)^2 \right]$$ (3.23)

for $-R_z < z - z_c < R_z$, and $\rho(z) = 0$ for $z - z_c < -R_z$ or $z - z_c > R_z$. Then from (3.21), (3.22) and (3.23), the number of excited atoms at time $t$ is

$$N_e(t) \approx \left( 10^{-20} \text{cm}^6 \text{s}^{-2} \right) \times \frac{3 + 42\tilde{z}_c^2 + 35\tilde{z}_c^4 N a^2 n^8 t^2}{(\tilde{z}_c^2 - 1)^6 \frac{R_z^8}{\alpha}},$$ (3.24)

where $\tilde{z}_c = z_c / R_z$. Other gas profiles (gaussian, for example) could be directly used in (3.22) in order to refine our estimate to specific experimental setups.

### 3.3.1 Experimental proposal.

In Figure 3.4 we show our possible experimental scheme to realize the proposed optomechanical coupling [22],[AN4]. The required dynamic mirror is based on a semiconductor layer whose conductivity is changed by a train of laser pulses [62] impinging on its rear surface, covered by a metal mesh that acts as a rear mirror. On the opposite side of the semiconductor, a high reflectivity interferential dielectric Bragg mirror, tuned to the incident laser wavelength, prevents light that has not been absorbed in the semiconductor to enter the Rydberg atoms region. The thickness of the rear metal mesh should assure a good reflectivity at all field frequencies relevant for the Casimir-Polder interaction at the considered atom-mirror distance $z_0$. In the figure a parallel-line structure mesh is shown, even if more complex patterns can be designed. To optimize the dynamical mirror, the size of the non-metallic areas in the mesh could be further reduced well below the incident laser wavelength. The laser beam would then be transmitted through the rear mirror by exploiting the EOT (extraordinary optical transmission) effect [63]. In the devised scheme, $a$ is comparable with the thickness of the semiconductor layer, of the order of a few micrometers, which is in turn comparable with $\alpha^{-1}$, the absorption length of near infrared light in direct band gap semiconductors. For example, $\alpha^{-1} \sim 1 \mu\text{m}$ in GaAs excited at the band gap photon energy that corresponds to $\lambda \sim 800 \text{nm}$. 
Figure 3.4 – Schematic figure representing the system: The trapped Rydberg atoms interact with the dynamical mirror (M), made by a semiconductor layer whose rear surface is covered by a metallic mesh. The semiconductor layer is illuminated by a multigigahertz repetition rate laser that induces a periodical variation of its dielectric properties. This dynamical mirror is sandwiched between a transparent bulk dielectric (S) that acts as thermal sink, and a Bragg high reflectivity mirror (HR).

The Rydberg atoms are prepared in an initial state characterized by a principal quantum number $n$, which determines the required oscillation frequency of the mirror in order to obtain a resonance effect for the transition to a higher energy level. We could assume that the initial state of the Rydberg atom is a circular state (maximum angular momentum quantum numbers), yielding a very long lifetime of the initial state. Angular momentum selection rules for the transition give $\Delta \ell = 0, \pm 2$. A possible transition worth to consider in our case is that with $\Delta \ell = 2$. By tuning the mirror oscillation frequency we can set also $\Delta n = 2$. Such a transition brings the Rydberg atom to a final state with maximum azimuthal quantum number, that is a long-lived state too, because only one decay channel by a dipole transition is allowed [59]. This should make easier the detection of the atomic excitation. If, as mentioned, an initial $n = 75$ state is prepared, the atom should be promoted to the upper level with $n = 77$ when the moving mirror oscillates at a frequency of approximately 30 GHz. A MOPA (master oscillator power amplifier) laser system [64] with a seed oscillator operating at 30 GHz delivers the pulses at the required repetition rate, and with an energy/pulse (few $\mu$J) sufficient to excite a plasma mirror in the semiconductor layer. Lower mirror oscillation frequencies (thus lower repetition rates) would be allowed for initial states with a higher principal number. A limitation to higher values of $n$ is however set by the detection technique of the excited states, which would rely on the selective field ionization [59] (in experiments using Rydberg states with $n = 30 – 85$, a field control at the mV/cm level has been demonstrated feasible [65]). On the other hand, the difficulties in obtaining higher frequencies of the wall vibration become ever more stringent for decreasing initial quantum numbers.

The non-harmonicity of the atom-wall distance in the presented experimental scheme can be easily included by using the atom-mirror distance $z(t) = z_0 [1 - \frac{a}{z_0} f(t)]$, where $f(t)$
is the appropriate function describing the mirror’s motion. In this case, equation (3.19) becomes

$$c_c(z_0, t) = -\frac{1}{\sqrt{2\pi\hbar}} \frac{3\sigma_{ij}(d_i d_j)_{\text{eg}} a}{16z_0^3} \int_{-\infty}^{\infty} d\omega g(\omega) e^{-i(\omega - \omega_0)t} - \frac{1}{\omega - \omega_0},$$  

(3.25)

where $g(\omega)$ is the Fourier transform of $f(t)$. Once its form is obtained for the specific experimental setup considered, the squared modulus of equation (3.25) gives the corresponding atomic excitation probability, generalizing equation (3.20).

In our experimental proposal, the optomechanical coupling with the moving surface could be optimized with a quasi-one-dimensional Rydberg gas prepared in a magneto-optic trap. Such a Rydberg gas has been recently obtained in a trap with a density of $10^{10}$ atoms/cm$^3$ and number of atoms reaching the order of $10^6$, whose distance from a surface could be controlled with a few micrometers precision [29, 60]. Lower densities are preferable in our case, in order to reduce possible interactions among the atoms. The average atom-wall distance we consider, in the range 20 – 50 micrometers, is much less than a typical transition wavelength of the Rydberg atom (of the order of 1 cm for the transition mentioned above), so that the near-zone Casimir-Polder interaction between the atoms and the mirror is relevant in this case, as we have assumed.

Trapping a sample of about $N \sim 10^3$ $^{87}\text{Rb}$ atoms in a cigar-like shape with $R_\perp \sim 5 \cdot 10^{-2}$ cm and $R_z \sim 10^{-3}$ cm at a distance $z_c = 2 \cdot 10^{-3}$ cm from a surface for times up to $10\mu$s, is also realistic using actual Rydberg atoms trapping techniques.

From (3.24), with the values given above and for $a = 2 \cdot 10^{-4}$ cm, we obtain that about 100 atoms in the sample of $10^3$ are excited after 0.5 $\mu$s (atoms in the sample closer to the wall are more likely excited, due to the strong dependence of the excitation probability with the atom-wall distance). Hence a considerable number of trapped atoms can be excited in a quite short time interval, making possible to detect the dynamical effect we have proposed.

The atom density considered in the estimate above is such that the long-range atom-atom van der Waals interaction, which scales as $r^{-6}$ with the interatomic distance $r$, can be neglected. In fact, the closest atom-atom distance is around $10^{-3}$ cm and the average atom-wall distance is $2 \cdot 10^{-3}$ cm. Using known expressions for atom-atom and atom-wall interactions [66], it is possible to show that the atom-wall interaction energy is some three orders of magnitude larger than the interaction energy between one atom and its closest atom. Interatomic interactions can be thus neglected for the gas density we have considered. Similarly, it is easy to check that quadrupolar interactions [66, 67] are several orders of magnitude smaller than dipolar ones, and can be therefore neglected. This is also expected on a physical basis, because in our case the size of the Rydberg atoms, $\sim 10^{-5}$ cm, is much smaller than the average relevant atom-wall and atom-atom distances.

Finally, we can compare our excitation probability of the Rydberg atoms with that due to absorption of the real photons emitted by dynamical Casimir effect. Using known results for the number of emitted photons by an oscillating wall [35], [68], with the same parameters given above for our proposed experiment, the number density (for unit area) of real photons
emitted is $\sim 10^{-1}/\text{cm}^2$. Then the number of photons that can excite our trapped atomic sample, which has a front area of $\sim 10^{-5}\text{cm}^2$, is $\sim 10^{-6}$. This is an upper limit for the single-atom excitation probability by the real photons (far field) emitted by the oscillating wall under resonance condition; it is thus negligible compared to our near-field excitation probability ($\sim 10\%$). The number of emitted photons could be increased by a resonant cavity [23], but also in this case the atomic excitation probability by photon absorption is order of magnitudes smaller than our near-field effect.

Summing up, we proposed a new optomechanical dynamical coupling between Rydberg atoms and a substrate, based on the dynamical Casimir-Polder effect [22],[AN4]. In particular, we have analyzed a dilute sample of Rydberg atoms trapped in the proximity (tens of micrometers) of an oscillating reflective mirror. This effect could be observed using currently available experimental techniques.

It shows how quantum vacuum fluctuations may be used to realize an optomechanical coupling between a macroscopic body and an elementary or mesoscopic quantum system, and to change the internal state of that system.
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Casimir-Lifshitz force is an interaction between any couple of polarizable bodies originating from the fluctuations of the electromagnetic field. We already saw that it was first theoretically derived by Casimir in 1948 for an idealized configuration of two infinite conducting plates at zero temperature and generalized later by Lifshitz and collaborators in the case of bodies having arbitrary optical properties and finite temperature [1] - [3]. The Casimir-Lifshitz interaction, experimentally verified for several geometries [4], results from two contributions, one originating from vacuum fluctuations and present also at zero temperature, the other one from purely thermal fluctuations. The latter becomes relevant when the distance separating the bodies is larger than the thermal wavelength $\lambda_T = \hbar c/k_b T$, of
the order of 8 µm at ambient temperature. This explains why it has been only very recently experimentally observed at thermal equilibrium [5].

Nevertheless, the situation completely changes for systems out of thermal equilibrium. It was first theoretically predicted in 2005 that the atom-surface interaction (usually referred to as Casimir-Polder force) is qualitatively and quantitatively modified with respect to thermal equilibrium [6, 7]. New power-law behaviors appear: the force, which depends on the temperatures involved in the systems, can turn into repulsive (being only attractive at thermal equilibrium) and it is strongly tunable by modifying the temperatures. This prediction was verified in 2007, providing the first experimental observation of thermal effects [8]. These results paved the way to a renewed interest in Casimir-Lifshitz effects out of thermal equilibrium. In fact, these effects have been studied for two slabs [9, 10] and in presence of atoms [11] - [16], and more recently several different approaches have been developed to deal with the problem of the force out of thermal equilibrium and heat transfer between two [17] - [24] or more [25] - [28] arbitrary bodies. The physics of the electromagnetic field out of thermal equilibrium has also stimulated the study of other effects, such as the manipulation of atomic populations [29, 30] and entanglement [31, 32].

In parallel with the interest in the absence of thermal equilibrium, Casimir-Lifshitz interactions have been studied in several different geometries, with particular interest to the sphere-plane configuration, the most studied experimentally. More recently, nanostructured surfaces have been theoretically considered in the contexts of both force [33] - [43] and heat transfer [44, 45, 46]. Experimentally, the force have been measured between a sphere and a dielectric [47, 48] or a metallic grating [49].

The problem we discuss in this Chapter concerns with the results obtained from the calculation of the Casimir-Lifshitz force out of thermal equilibrium in presence of dielectric gratings, computation made in our work [39],[AN5] for the first time in literature. This physical system has been analyzed in order to study the combination of non-equilibrium and geometrical effects, that we show in detail. In particular we consider a system made of two different gratings having different temperatures, immersed in an environmental bath at a third temperature. Our calculations can be relevant both to imagine new experiments measuring the Casimir-Lifshitz force out of thermal equilibrium and in the more general context of the manipulation of the force in micro- and nano-electromechanical systems [50, 51].

The Chapter is structured as follows. In the first two sections we present the methods, already developed in literature, that we have used to get our original results presented in the last section of this chapter. In particular, in Section 4.1 we introduce the method used to calculate the force between two arbitrary objects out of thermal equilibrium and we also show, for example, its application to the case of two slabs. In Section 4.2 we focus our attention on the issue of finding the scattering operators for the gratings, necessary to calculate the Casimir-Lifshitz force in our approach. Here we discuss shortly some usual methods developed for the scattering problem in gratings and we aim to develop and solve the problem of the scattering upon a single 1D lamellar dielectric grating by means of the Fourier Modal Method. In Section 4.3, we apply the results of the previous sections in order to calculate the force out of thermal equilibrium between two different gratings. We explore the
behavior of the force as a function of the three temperatures and of the geometrical parameters of the gratings, with a specific attention to the appearance and features of repulsion and finally we give some conclusive remarks.

### 4.1 A scattering-matrix approach to Casimir-Lifshitz force out of thermal equilibrium

In this section we show how to derive an expression for the Casimir-Lifshitz force out of thermal equilibrium between two bodies at two different temperatures immersed in external radiation, an environment, characterized by another temperature. We see that this derivation, deduced in [19], is also strictly related to the heat transfer problem. In particular we focus our attention to cast the average values of the electromagnetic field in terms of the scattering operators. Finally we numerically apply the general expression found to the simple and well known configuration of two slabs, by calculating the heat transfer and the force out of thermal equilibrium [19].

Let us start introducing in detail the general system considered. We analyze two bodies, labeled with indexes 1, 2, with arbitrary geometries and material properties. The geometry of the system is represented in Figure 4.1. We assume that the two bodies are separated by a geometrical planar surface. This assumption is useful because it allows us to use a plane-wave decomposition and can be in principle relaxed by an appropriate change of basis. In addition, it is an assumption verified in most experimental configurations. So we can define three different zones A, B, C, enclosed respectively in

\[ z_1 \leq z \leq z_2, \quad z_2 \leq z \leq z_3, \quad z_3 \leq z \leq z_4. \]

Our physical system is considered in a configuration out of thermal equilibrium (OTE). This means that each body is supposed to be in local thermal equilibrium with a constant temperature \( T_i \). We also assume that the two bodies are immersed in a radiation bath coming from bounding walls far from the system and having temperature \( T_e \), in general different from the temperatures of the two bodies (see also [19]). The whole system is considered in a stationary regime so that the three temperatures involved are constant in time.

The procedure that we use is based on a mode decomposition of the fields. Each mode \( (\omega, k, p, \phi) \) is identified by the direction of propagation \( \phi = \{+, -\} \) along the \( z \) axis, by the polarization index \( p \) (assuming the values \( p = 1, 2 \) which respectively correspond to transverse electric (TE) and transverse magnetic (TM) modes), by the frequency \( \omega \) and the transverse wave vector \( k = (k_x, k_y) \). In this description, the \( z \) component of the wave vector \( k_z \) is a dependent variable defined as

\[ k_z = \sqrt{\frac{\omega^2}{c^2} - k^2}. \]  

while the complete wave vector \( \mathbf{K} \) is

\[ \mathbf{K}^\phi = (k, \phi k_z) = (k_x, k_y, \phi k_z). \]  

We see that when \( k \leq \omega/c \), \( k_z \) is real so the corresponding wave is propagative. Instead when \( k > \omega/c \), \( k_z \) becomes imaginary and the corresponding wave is evanescent. In the latter case \( \phi \) represents the direction along which the amplitude of the evanescent wave decays.
We consider now the expression for the electric field. We first decompose it with respect to frequency and we work only with positive frequencies

\[ E(R, t) = 2 \text{Re} \left[ \int_0^{+\infty} \frac{d\omega}{2\pi} \exp(-i\omega t)E(R, \omega) \right]. \quad (4.3) \]

Then we decompose the single-frequency component \( E(R, \omega) \) with respect to the parallel wave vector \( k \), the direction of propagation \( \phi \) and the polarization \( p \)

\[ E(R, \omega) = \sum_{\phi, p} \int \frac{d^2 k}{(2\pi)^2} \exp(iK_{\phi} \cdot R) \hat{\epsilon}_p(k, \omega)E_\phi(k, \omega). \quad (4.4) \]

In general, from now on, the sum on \( \phi \) runs over the values \{+,-\} and the sum on \( p \) over the values \{1,2\}. The polarization vectors \( \hat{\epsilon}_p(k, \omega) \) appearing in (4.4) are defined in the following standard way

\[
\hat{\epsilon}_{\text{TE}}(k, \omega) = \hat{z} \times \hat{k} = \frac{1}{k}(-k_y \hat{x} + k_x \hat{y}) \\
\hat{\epsilon}_{\text{TM}}(k, \omega) = \frac{c}{\omega} \hat{\epsilon}_{\text{TE}}(k, \omega) \times K^\phi = \frac{c}{\omega}(-k \hat{z} + \phi k \hat{k})
\]

where \( \hat{x}, \hat{y} \) and \( \hat{z} \) are, respectively, the unit vectors along the directions \( x, y \) and \( z \) while \( \hat{k} = k/k \).

Using Maxwell’s equations we can easily find the expression of the single-frequency component of the magnetic field and we get

\[ B(R, \omega) = \frac{1}{c} \sum_{\phi, p} \int \frac{d^2 k}{(2\pi)^2} \exp(iK_{\phi} \cdot R)\hat{\beta}_p^\phi(k, \omega)E_\phi(k, \omega). \quad (4.6) \]

where

\[ \hat{\beta}_p^\phi(k, \omega) = (-1)^p \hat{\epsilon}_{\text{S}^{(p)}}(k, \omega) \]

(4.7)
and the function $S$ is defined as $S(1) = 2$ and $S(2) = 1$.

The starting point for our calculation of the OTE Casimir-Lifshitz force and the heat transfer on each body are the following integrals

$$
F = \int_{\Sigma} \langle \mathcal{T}(\mathbf{R}, t) \rangle_{\text{sym}} \cdot d\Sigma
$$
$$
H = -\int_{\Sigma} \langle \mathbf{S}(\mathbf{R}, t) \rangle_{\text{sym}} \cdot d\Sigma.
$$

These are surface integrals of the quantum symmetrized average of the Maxwell stress tensor $\mathcal{T}$ (having cartesian components $T_{ij}$, with $i, j = x, y, z$) and the Poynting vector $\mathbf{S}$ through a closed surface $\Sigma$ enclosing the body under study. In classical electromagnetism, for bodies immersed in vacuum, the definitions of these two quantities in SI units are the following

$$
T_{ij}(\mathbf{R}, t) = \varepsilon_0 \left[ E_i(\mathbf{R}, t)E_j(\mathbf{R}, t) + c^2 B_i(\mathbf{R}, t)B_j(\mathbf{R}, t) - \frac{1}{2} \left( E^2(\mathbf{R}, t) + c^2 B^2(\mathbf{R}, t) \right) \delta_{ij} \right],
$$
$$
\mathbf{S}(\mathbf{R}, t) = \varepsilon_0 c^2 \mathbf{E}(\mathbf{R}, t) \times \mathbf{B}(\mathbf{R}, t).
$$

and the quantum symmetrized average value $\langle AB \rangle_{\text{sym}}$ is defined as

$$
\langle AB \rangle_{\text{sym}} = \frac{1}{2} \left( \langle AB \rangle + \langle BA \rangle \right)
$$

being $\langle A \rangle$ an ordinary quantum average value. From the expressions in (4.9) we see that, for the calculation of the integrals in (4.8), the following products of the fields are involved

$$
E_i(\mathbf{R}, t)E_j(\mathbf{R}, t), \quad B_i(\mathbf{R}, t)B_j(\mathbf{R}, t)
$$

and, keeping in mind the passage to quantum operators, as a further step their symmetrized quantum average. In this last stage the terms like $EE$ and $E^\dagger E^\dagger$ have null quantum average and only the terms $EE^\dagger$ are relevant. So it is convenient to introduce the following expression of the operator $C_{\phi\phi'}$, defined in terms of the correlation functions of the field amplitudes. With $\phi$ and $\phi'$ we indicate the propagation direction of the field in region where $\bar{z}$ is located

$$
\langle E_p(\mathbf{k}, \omega)E_{p'}^\dagger(\mathbf{k}', \omega') \rangle_{\text{sym}} = \frac{1}{2} \langle E_p(\mathbf{k}, \omega)E_{p'}^\dagger(\mathbf{k}', \omega') \rangle + \langle E_{p'}(\mathbf{k}', \omega')E_p^\dagger(\mathbf{k}, \omega) \rangle
$$
$$
= 2\pi \delta(\omega - \omega') \langle p, \omega | C_{\phi\phi'} | p', \omega' \rangle.
$$

In the above equation, we stress that, generally, two modes of the field propagating in opposite directions do not necessarily commute and the conservation of frequency has been inserted. The latter is due to the time invariance since no dynamics is considered in the system under scrutiny.

From now on, the calculation concerns the heat transfer and the force acting on body 1. We have chosen as enclosing surface $\Sigma$ a closed box as that pictured in Figure 4.2. This box has one side of length $D$ and a square base of side $L$ parallel to the $xy$ plane. According to the
definition of $T_{ij} (S_{ij})$, the m component of the force ($m = x,y,z$) (the heat transfer) is given in this case by the flux of $T_{mc} (S_z)$ through the two surfaces orthogonal to the z axis, plus the fluxes of $T_{mx} (S_x)$ and $T_{my} (S_y)$ through the surfaces of the parallelepiped orthogonal to the x and y axes, respectively. Taking the limit $L \rightarrow +\infty$, we can see how the surface of the two faces of the box which are orthogonal to the z axis diverges more rapidly (as $L^2$) than the other four surfaces (as $L$). Then we see that for the calculation of the fluxes in (4.8) one simply needs to calculate the flux of $T_{mc} (S_z)$ on the surface (which is now a plane with infinite area) in region A and to subtract this result from the flux of $T_{mc} (S_z)$ through the plane in region B. In addition, as a consequence of the arbitrariness of the box, the two fluxes calculated in region A and the region B, must not depend on the z coordinates of the respective planes, in spite of the fact that the stress tensor depends, in general, on z.

Then we only need the flux of $T_{zz}$ and $S_z$ through two planes $z = \bar{z}$ on the two sides of the body. From now on, we use a more compact notation for the expressions relative to force and heat flux and we introduce an index $m$ whose value $m = 1$ is associated to the heat flux and $m = 2$ to the force. In this way we have

$$\varphi_m(\bar{z}) = \int_{z=\bar{z}} d^2r \left\{ \frac{\langle S_z \rangle_{\text{sym}}}{\langle T_{zz} \rangle_{\text{sym}}} m = 1 \right\}$$

Using the expressions of the fields given in (4.4) and in (4.6), after some simple algebra (see [19] for details), the generalized flux reads

$$\varphi_m(\bar{z}) = -(-1)^m 2\epsilon_0 c^2 \sum_p \int \frac{d^2 k}{(2\pi)^2} \left( \sum_{\phi=\phi} \int_0^{+\infty} \frac{d\omega}{2\pi} + \sum_{\phi\neq\phi'} \int_0^{+\infty} \frac{d\omega}{2\pi} \right) \left( \frac{\phi k_{\omega}}{\omega} \right)^m \langle p, k | C^\phi \phi' | p, k \rangle.$$  

We observe that with the knowledge of the generalized flux above and thanks to the explicit expression of the correlators in any region of our system, we can calculate the force and
the heat transfer for our considered system. We also note that $C^{\phi\phi'}$ is the only quantity in (4.14) depending on the position $\bar{z}$ of the plane where we calculate the flux. Moreover, analyzing the equation (4.14) we can see that the flux have two separate contributions, coming from the propagative and evanescent sectors. The first is given by the correlators between the field propagating in a direction $\phi$ and itself. The second involves the correlators of counterpropagating fields.

If we introduce the following definitions

$$\langle p, k | p^{(pw/ew)}_n | p', k' \rangle = k_n^{(p, \phi)}(\Pi^{(pw/ew)} | p^{(pw/ew)}_n | p', k')$$

where $\Pi^{(pw)} (\Pi^{(ew)})$ are the projector on the propagative (evanescent) sector and defining the trace operator

$$\text{Tr} \mathcal{A} = \sum_p \int \frac{d^2k}{(2\pi)^2} \int \omega_0 \frac{d\omega}{2\pi} \langle p, k | \mathcal{A} | p, k \rangle$$

we have

$$\varphi_m(\bar{z}) = -(1)^m 2\epsilon_0 c^2 \sum_{\phi\phi'} \text{Tr} \left[ \left( \frac{\phi}{\omega} \right)^m C^{\phi\phi'} \left[ \delta_{\phi\phi'} \mathcal{F}_m^{(pw)} + (1 - \delta_{\phi\phi'}) \mathcal{F}_m^{(ew)} \right] \right].$$

where $\delta_{\phi\phi'}$ is the Kronecker delta.

### 4.1.1 Correlation functions of the total field

To go on with the computation of the generalized flux (4.17) we need to find the correlation functions of the total field in any region of the system. This results from the source fields present in our system, i.e the fields $E^{(i)\phi}$ emitted by the body $i$ and propagating in direction $\phi$ and the counterpropagating fields emitted by the environment $E^{(e)\phi}$, (Figure 4.1). We have to consider then all the possible scattering processes undergone by our system. In this way we can make explicit the connection between total and source fields by introducing the reflection and transmission operators associated to each body.

To define these scattering operators let us analyze a body placed in the region $z_1 < z < z_2$. We assume that an external field is impinging on our body, either from its left or from its right side. The body will scatter the incoming field. In this way new components of the field on both sides of the body are produced. The field coming from the left (right) will produce a reflected field propagating toward the left (right) on the left (right) side and a transmitted field that propagates toward the same direction of the incoming one (see Figure 4.3). We will use the notations $\mathcal{R}^{(i)\phi}$ and $\mathcal{T}^{(i)\phi}$ to indicate, respectively, the reflection and transmission operators of body $i$, where $\phi$ describes the direction of propagation of the outgoing field.

For example, let us consider an incoming field coming from the left side. In this way we have

$$E^{(in)\phi}(\mathbf{R}, t) = E^{(re)\phi}(\mathbf{R}, t) + E^{(it)\phi}(\mathbf{R}, t).$$

We already noted the conservation of the frequency for the system here considered. We get a definition of the operators $\mathcal{R}^ -$ and $\mathcal{T}^ +$ that connect each mode of the outgoing fields
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Figure 4.3 – A schematic figure to define the scattering operators.

to all modes of the incoming field at the same frequency $\omega$

$$E_{p}^{\text{(re)}}(k, \omega) = \sum_{p'} \int \frac{d^2k'}{(2\pi)^2} \langle p, k | \mathcal{R}^- | p', k' \rangle E_{p'}^{\text{(in)}}(k', \omega)$$ (4.19)

$$E_{p}^{\text{(tr)}}(k, \omega) = \sum_{p'} \int \frac{d^2k'}{(2\pi)^2} \langle p, k | \mathcal{T}^- | p', k' \rangle E_{p'}^{\text{(in)}}(k', \omega).$$ (4.20)

We want to remark that the frequency dependence is implicitly contained in the scattering operators. Obviously an analogous definition of the operators $\mathcal{R}^+$ and $\mathcal{T}^-$ can be given in a similar way.

Making use of the scattering operators we introduced, it is possible to get the self-consistent system of equations giving the total field in each region. We simply need the amplitudes $E_{p}^{(1)+}(k, \omega), E_{p}^{(2)-}(k, \omega)$ and $E_{p}^{(3)\pm}(k, \omega)$. In each region (A,B) of Figure 4.1 the field propagates in both directions. We gather all the modes and denote the amplitudes with the symbol $E_{\gamma}^{\phi}$, where $\gamma = A, B$, and we write the system of equations

$$\begin{cases} E^{(A)+} = E^{(e)+} \\ E^{(A)-} = E^{(1)-} + \mathcal{R}^{(1)+} E^{(e)+} + \mathcal{T}^{(1)-} E^{(B)-} \\ E^{(B)+} = E^{(1)+} + \mathcal{R}^{(1)+} E^{(B)-} + \mathcal{T}^{(1)+} E^{(e)+} \\ E^{(B)-} = E^{(2)-} + \mathcal{R}^{(2)+} E^{(B)+} + \mathcal{T}^{(2)-} E^{(e)-}. \end{cases}$$ (4.21)

In the equations above the products between scattering operators and fields must be considered as matrix-vector products. Besides, we used a more compact notation where the $\omega$ dependence of all operators and field amplitudes is omitted. We also introduce the following operators

$$U^{(1,2)} = \sum_{n=0}^{+\infty} (\mathcal{R}^{(1)+} \mathcal{R}^{(2)-})^n = (\mathcal{I} - \mathcal{R}^{(1)+} \mathcal{R}^{(2)-})^{-1},$$ (4.22)

$$U^{(2,1)} = \sum_{n=0}^{+\infty} (\mathcal{R}^{(2)-} \mathcal{R}^{(1)+})^n = (\mathcal{I} - \mathcal{R}^{(2)-} \mathcal{R}^{(1)+})^{-1}.$$ 

describing the infinite series of multiple reflections in the cavity formed by bodies 1 and 2.
Now, using the scattering operators defined above and performing simple algebraic manipulations on (4.21), we obtain the total fields in regions A and B

\[ E^{(A)+} = E^{(e)+}, \]  
\[ E^{(A)-} = \mathcal{T}^{(1)-} U^{(2,1)} \mathcal{R}^{(2)-} E^{(1)+} + E^{(1)-} + \mathcal{T}^{(1)-} U^{(2,1)} E^{(2)-} + \mathcal{R}^{(1)-} E^{(e)+}, \]
\[ E^{(B)+} = U^{(1,2)} \left[ E^{(1)+} + \mathcal{R}^{(1)+} E^{(2)-} + \mathcal{T}^{(1)+} E^{(e)+} + \mathcal{R}^{(1)+} \mathcal{T}^{(2)} E^{(e)-} \right], \]
\[ E^{(B)-} = U^{(1,2)} \left[ \mathcal{R}^{(2)-} E^{(1)+} + E^{(2)-} + \mathcal{T}^{(2)-} E^{(e)+} + \mathcal{T}^{(2)-} E^{(e)-} \right]. \]

In this way we have found an expression of the total field in each region as a function of the source fields \( E^{(i)\phi} (i = 1, 2, \phi = +, -) \) and the environmental field \( E^{(e)\phi} \).

We can now return to develop an explicit expression for the correlators related to the scattering operators. If we consider an identical system to that we are considering here but at thermal equilibrium, the correlators of the total electromagnetic field outside the body can be deduced from the fluctuation-dissipation theorem [27]. This expression relates the correlators with the Green function of the system and with the thermal population density

\[ N(\omega, T) = \frac{\hbar \omega}{2} \coth \left( \frac{\hbar \omega}{2 k_B T} \right) = \hbar \omega \left[ \frac{1}{2} + n(\omega, T) \right], \quad n(\omega, T) = \frac{1}{e^{\frac{\hbar \omega}{k_B T}} - 1}. \]

However, when we consider the out of thermal equilibrium configuration, the fluctuation-dissipation theorem, strictly speaking, is not applicable. Though, if we assume that a local temperature can be defined for each body and that it remains constant in time, the correlators of the field emitted by each body can still be deduced using the fluctuation-dissipation theorem at the local temperature. This is possible because the assumption made leads to think that the part of the total field emitted by each body is the same as if the body were at thermal equilibrium with the environment at its temperature. It is like saying that the emission of each body is not significantly influenced by the modification due to the external radiation impinging on the body. It should be said, however, that the limits of validity of this hypothesis, already used in literature, require further experimental and theoretical investigations.

Now it remains to find the connection between the Green function and the scattering operators. We will not go into the details of the calculation; it is discussed in [19] and here we present only the result. Similarly to what we have done in (4.12) we define the following matrices

\[ \langle E^{(i)\phi}_p (\mathbf{k}, \omega) E^{(j)\phi^\dagger}_p (\mathbf{k}', \omega') \rangle_{\text{sym}} = 2\pi \delta(\omega - \omega') \langle p, \mathbf{k} | C^{(i)\phi^\dagger | p', \mathbf{k}'}, \]
\[ \langle E^{(i)\phi}_p (\mathbf{k}, \omega) E^{(e)\phi^\dagger}_p (\mathbf{k}', \omega') \rangle_{\text{sym}} = 2\pi \delta(\omega - \omega') \langle p, \mathbf{k} | C^{(e)\phi^\dagger | p', \mathbf{k}'}. \]
In addition we introduce the useful function

\[
f_\alpha(R) = \begin{cases} 
P_{-1}^{(pw)} - R P_{-1}^{(pw)} R^\dagger + R P_{-1}^{(ew)} - P_{-1}^{(ew)} R^\dagger & \alpha = -1 \\
P_m^{(pw)} + (-1)^m R^\dagger P_m^{(pw)} R + R^\dagger P_m^{(ew)} + (-1)^m P_m^{(ew)} R & \alpha = m \in \{1, 2\} \end{cases}
\]  

(4.29)

. In this way we can write the correlation functions of the source fields as follows

\[
C^{(i)\phi} = \frac{\omega}{2\varepsilon_0 c^2} N_i \left( f_{-1}(R^{(i)\phi}) - T^{(i)\phi} P_{-1}^{(pw)} T^{(i)\phi \dagger} \right),
\]

(4.30)

\[
C^{(i)\phi, -\phi} = \frac{\omega}{2\varepsilon_0 c^2} N_i \left( -R^{(i)\phi} P_{-1}^{(pw)} T^{(i)\phi \dagger} - T^{(i)\phi} P_{-1}^{(pw)} R^{(i-\phi)} - R^{(i-\phi)} P_{-1}^{(ew)} T^{(i-\phi)} - T^{(i-\phi)} P_{-1}^{(ew)} R^{(i-\phi \dagger)} \right),
\]

(4.31)

\[
C^{(e)\phi'} = \delta_{\phi\phi'} \frac{\omega}{2\varepsilon_0 c^2} N e P_{-1}^{(pw)},
\]

(4.32)

where for \( \alpha \in \{1, 2, e\} \) we have defined \( N_\alpha = N(\omega, T_\alpha) \).

At this stage we have found the expression of the total field in each region in terms of the source fields. Since this relation is always linear, we can write it under the general form

\[
E^{(\gamma)\phi} = \sum_{i=1}^{3} \sum_{\alpha=+,-} A_{i\alpha}^{(\gamma)\phi} E^{(i)\alpha} + \sum_{\alpha=+,-} B_{i\alpha}^{(\gamma)\phi} E^{(e)\alpha},
\]

(4.33)

where \( \gamma \in \{A, B, C\} \). From this general expression we can derive the general expression of the correlation functions of the total field in the region \( \gamma \)

\[
C_{\gamma}^{\phi\phi'} = \sum_{i=1}^{3} \sum_{\alpha, \alpha'=+,-} A_{i\alpha}^{(\gamma)\phi} C^{(i)\phi\phi'} A_{i\alpha'}^{(\gamma)\phi \dagger} + \sum_{\alpha=+,-} B_{i\alpha}^{(\gamma)\phi} C^{(e)\phi \phi'} B_{i\alpha}^{(\gamma)\phi },
\]

(4.34)

where \( C^{(e)} = C^{(e)\phi\phi} \). Since \( A_{i\alpha}^{(\gamma)\phi} \) and \( B_{i\alpha}^{(\gamma)\phi} \) are the coefficients of the decomposition derived in (4.23)-(4.26), knowing the source correlation functions obtained in (4.12), we are able to derive the correlators of the total field in any region. We are now ready to calculate the fluxes in the region A and B and derive our final expression of the OTE force and of the heat transfer of our system in terms of the scattering operators.

Finally exploiting the results obtained in the limit case of thermal equilibrium (see [19] and the more general case in [28] for more details), it is convenient to separate the force as the sum of two terms

\[
F_{1z} = F_{1z}^{\text{equ}}(T_1) + \Delta_2
\]

(4.35)

where

\[
F_{1z}^{\text{equ}}(T_1) = -2 \text{Re Tr} \left[ k_c \omega^{-1} N(\omega, T_1) \left( U^{(1,2)} R^{(1)} + R^{(2)} - U^{(2,1)} R^{(2)} - R^{(1)} \right) \right]
\]

(4.36)
is the force acting on body 1 if the system were at the thermal equilibrium at temperature $T_1$, while $\Delta_2$ is a nonequilibrium term that depends on the three temperatures of the system. The latter is null when all the three temperatures of the system are the same. It is important to note that the equilibrium force contains both the zero-temperature term and the thermal correction. In addition it has a dependence only on the intracavity reflection operators $R^{(1)+}$ and $R^{(2)-}$, i.e., the operators that describe the reflection produced by each body on the side of the other one.

With this separation of the force and indicating the heat transfer as $H = \Delta_{1,1}$, after lengthy algebraic manipulations, we can write the expression for heat transfer and the OTE Casimir-Lifshitz force

$$\Delta_m = -(-1)^m \hbar \text{Tr}\left\{ \omega^{2-m} \left[ n_{e1} \left( U^{(2,1)} T^{(2)-} - P^{(1)+}_{m} \right) \right] \right\}$$

where we introduced

$$\mathcal{R}^{(12)-} = \mathcal{R}^{(1)-} + U^{(2,1)} \mathcal{R}^{(2)-} \rightleftharpoons \mathcal{R}^{(1)+}$$  \hspace{1cm} (4.37)

and

$$n_{ij} = n(\omega, T_i) - n(\omega, T_j), \quad i,j=1, 2, e. \hspace{1cm} (4.38)$$

This expression gives the heat transfer ($m = 1$) and the non-equilibrium contribution to the force ($m = 2$) on body 1 for an arbitrary set of the two bodies having arbitrary geometry, dielectric properties and temperatures and immersed in a thermal bath having a third different temperature. The equation (4.35) and the equation (4.37) are the starting point for our original calculation discussed in this chapter. We want to conclude this derivation saying that it is also possible to generalize the method developed here to the case of three body in an OTE configuration [28].

### 4.1.2 The force between two slabs

In this subsection we shortly analyze, as example for an application of the expressions found above, the OTE Casimir-Lifshitz force and the heat transfer for the case of two slabs. These cases, already studied in literature (see references [9], [52] and [19]), are presented here to show the power and the applicability of the method introduced in this Section. Moreover, since the two slabs case has been deeply studied in Casimir physics [53], this system is a very good example to understand some aspects of the OTE Casimir-Lifshitz force and make a comparison with the thermal configuration.
We consider two parallel homogeneous dielectric slabs, labeled \( i (i = 1, 2) \) of finite thickness \( \delta_i \) placed at a distance \( d \) (see Figure 4.4). At first we analyze the reflection and transmission operators \( R^{(1)+} \) and \( T^{(1)+} \). For the case of homogeneous slab, as that we are considering here, these operators are diagonal and can be written as

\[
\langle p, k | R^{(1)+} | p', k' \rangle = (2\pi)^2 \delta(k - k') \delta_{pp'} \rho_{1p}(k, \omega), \tag{4.39}
\]

\[
\langle p, k | T^{(1)+} | p', k' \rangle = (2\pi)^2 \delta(k - k') \delta_{pp'} \tau_{1p}(k, \omega), \tag{4.40}
\]

where we introduced the modified Fresnel coefficients, respectively the reflection and transmission ones, considering the finite thickness of the slabs:

\[
\rho_{1p}(k, \omega) = r_{1p}(k, \omega) \frac{1 - e^{2ik_1\delta_1}}{1 - r_{1p}^2(k, \omega)e^{2ik_1\delta_1}}, \tag{4.41}
\]

\[
\tau_{1p}(k, \omega) = t_{1p}(k, \omega) \bar{t}_{1p}(k, \omega) e^{ik_1-k_1} \frac{1 - r_{1p}^2(k, \omega)e^{2ik_1\delta_1}}{1 - r_{1p}^2(k, \omega)e^{2ik_1\delta_1}}. \tag{4.42}
\]

In the equations above we defined the \( z \) component of the wave vector \( k \) inside the slab 1 and we used the standard Fresnel coefficients for the vacuum-medium configuration

\[
k_{z1} = \sqrt{\varepsilon_1(\omega) \frac{\omega^2}{c^2} - k^2}, \tag{4.43}
\]

\[
r_{1,\text{TE}} = \frac{k_z - k_{z1}}{k_z + k_{z1}}, \quad r_{1,\text{TM}} = \frac{\varepsilon_1(\omega) k_z - k_{z1}}{\varepsilon_1(\omega) k_z + k_{z1}}, \tag{4.44}
\]

\[
t_{1,\text{TE}} = \frac{2k_z}{k_z + k_{z1}}, \quad t_{1,\text{TM}} = \frac{2\sqrt{\varepsilon_1(\omega) k_z}}{\varepsilon_1(\omega) k_z + k_{z1}}, \tag{4.45}
\]

and we have also introduced the Fresnel coefficients for the medium-vacuum transmission

\[
\bar{t}_{1,\text{TE}} = \frac{2k_{z1}}{k_z + k_{z1}}, \quad \bar{t}_{1,\text{TM}} = \frac{2\sqrt{\varepsilon_1(\omega) k_{z1}}}{\varepsilon_1(\omega) k_z + k_{z1}}. \tag{4.46}
\]
The transmission operator $T^{(1)}$ and the scattering operators $R^{(2)}$, $T^{(2)}$ of body 2 can be found from geometrical considerations of the system and solving the problem of the scattering operators change when we perform a translation from a frame of reference $O \rightarrow \tilde{O}$. Let us discuss this translation transformation and let us introduce the operator $S^{\phi \phi'}$ in the following way

$$S^{++} = T^+, \quad S^{++} = R^+, \quad S^{+-} = R^-, \quad S^{--} = T^-.$$  \hfill (4.47)

(4.48)

This operator simply connects the outgoing modes propagating in direction $\phi$ to the incoming modes propagating in direction $\phi'$. If we indicate with $R_S$ the translation vector, from the definition of the electric field (4.4), we can write

$$E(R, \omega) = \sum_{\phi, p} \int \frac{d^2k}{(2\pi)^2} \exp(iK\phi \cdot (R - R_S))\tilde{\epsilon}_p^\phi(k, \omega)E_p^\phi(k, \omega)\exp(iK\phi \cdot R_S)$$ \hfill (4.49)

and we obtain the amplitude $\tilde{E}_p^\phi(\omega)$ in the translated frame $\tilde{O}$

$$\tilde{E}_p^\phi(k, \omega) = \exp(iK\phi \cdot R_S)E_p^\phi(\omega).$$ \hfill (4.50)

We deduce then

$$\tilde{E}_p^{(\text{out})\phi}(k, \omega) = \exp(iK\phi \cdot R_S) \sum_p \int \frac{d^2k'}{(2\pi)^2} \langle p, k|S^{\phi \phi'}|p', k'\rangle \exp(-iK\phi' \cdot R_S)\tilde{E}_p^{(\text{in})\phi'}(k, \omega)$$ \hfill (4.51)

and from this we finally have

$$\langle p, k|S^{\phi \phi'}|p', k'\rangle = \exp\left[-i(K\phi - K\phi') \cdot R_S\right] \langle p, k|S^{\phi \phi'}|p', k'\rangle.$$ \hfill (4.52)

So if we consider a translation of $d$ along the $z$ axis, as in the case of two slabs we are considering, we obtain the following relations

$$\langle p, k|\tilde{R}^+|p', k'\rangle = \exp\left[+i(k_z + k_z')d\right] \langle p, k|\tilde{R}^+|p', k'\rangle,$$ \hfill (4.53)

$$\langle p, k|\tilde{R}^-|p', k'\rangle = \exp\left[-i(k_z + k_z')d\right] \langle p, k|\tilde{R}^-|p', k'\rangle,$$ \hfill (4.54)

$$\langle p, k|\tilde{T}^+|p', k'\rangle = \exp\left[+i(k_z - k_z')d\right] \langle p, k|\tilde{T}^+|p', k'\rangle,$$ \hfill (4.55)

$$\langle p, k|\tilde{T}^-|p', k'\rangle = \exp\left[-i(k_z - k_z')d\right] \langle p, k|\tilde{T}^-|p', k'\rangle$$ \hfill (4.56)

and we are able to get all the scattering operators to which we are interested.

We note that for the physical system that we are considering, the matrix element of the scattering operators between two generic states is proportional to a Dirac delta function, as we can see from (4.39) and (4.40). This delta function comes from the translational invariance along $x$ and $y$ dictated by the particular geometry under scrutiny. We can deduce that the force acting on the body 1 is formally divergent as well as the heat transfer. However this is not an issue of concern because the body 1, a slab, has an infinite surface so this
Figure 4.5 – In this figure, coming from [19], it is plotted the pressure acting on a fused silica slab of thickness $\delta_1 = 2\mu m$ placed in front of a second silicon slab of thickness $\delta_2 = 1000\mu m$. Lines: pressures of the equilibrium state at $T = 0$ K (black solid), 300 K (blue dashed), and 600 K (red dash-dotted). Symbols: pressures of the nonequilibrium state where $T_3 = 0$ K (blue circles), 300 K (green diamonds), and 600 K (magenta plus). $T_1 = 300$ K and $T_2 = 0$ K in (a), $T_1 = 0$ K and $T_2 = 300$ K in (b), and $T_1 = T_2 = 300$ K in (c). (d), (e) and (f) are the same plots of those on the left but with linear pressure scale.

The divergence is not surprising. In fact, we can consider the force density or the heat transfer per unit area which are instead finite quantities. We can then calculate the pressure and heat transfer density on body 1 and make our physical considerations on these quantities.

We have now all the ingredients for the calculation of the pressure and of the heat transfer density. We present and discuss the case of a slab made of fused silica with a thickness of $2\mu m$ placed in front of a silicon slab with thickness of 1000 $\mu m$. It is numerically evaluated and studied in reference [19].

Let us start with the results of the pressure, for different configurations of temperatures, shown in Figure 4.5 (see the caption for the temperature configurations). In these three plots, the pressure as a function of the distance (range from 1 to 10 $\mu m$) is shown. For each of them both the pressure of the non-thermal-equilibrium state and the pressure of the thermal-equilibrium state (at the environment temperature) are reported. The remarkable point of these group of plots is that the transition from an equilibrium to a nonequilibrium configuration change significantly the qualitative and quantitative behavior of the interaction. Moreover, the environmental temperature can be considered as a parameter to tune the interaction. In particular in the plot (c) of Figure 4.5, where the two bodies are in relative thermal equilibrium ($T_1 = T_2$), the environmental temperature assumes an important
Figure 4.6 – Figure from [19] where is plotted the radiative heat transfer per unit surface between a fused silica slab of thickness $\delta_1 = 2 \mu m$ placed in front of a second silicon slab of thickness $\delta_2 = 1000 \mu m$. The temperatures of the slabs are $T_1 = 300$ K and $T_2 = 0$ K in (a), $T_1 = 0$ K and $T_2 = 300$ K in (b), and $T_1 = T_2 = 300$ K in (c). Symbols: $T_e = 0$ K (black squares), 300 K (green plus), 400 K (blue crosses), 500 K (brown diamonds), and 600 K (red circles).

We turn now to the results of the heat transfer density pictured in Figure 4.6. We have three different configurations, corresponding to the three different choices of the slab temperatures $T_1$ and $T_2$ listed in the caption. IN each case we have a plot for the heat transfer when the environmental temperature $T_e$ has the values (0,300,400,500,600) K. We can immediately stress the importance of the environmental radiation, as we already seen for the pressure. In fact, the heat transfer $h_1$ shows an oscillating behavior with an amplitude that increases when the temperature $T_e$ takes higher values. It can be shown (see [19]) that these oscillations are due to the propagative sector. We also wish to stress that the occurrence of a change of sign in the heat transfer. The higher is the value of $T_e$, the smaller is the distance at which this change of sign occurs.
4.2 Methods for the diffraction by gratings

In this section we focus our attention on the description of the diffraction of light in presence of periodic media, in particular diffraction gratings. Gratings are optical devices having a periodic structure (1D or 2D periodicity) which, when impinged by electromagnetic radiation, split and diffract the incident rays of the radiation in several beams. There are several applications in science and in technology related to diffraction by gratings and also in nature we find many examples of these systems (butterfly wings for example). For this reason several methods have been developed over the years, each of these more suitable in some specific physical situations [54]. We dwell on describe the Fourier Modal Method which, thanks to its simplicity, versatility, numerical stability and rapidity has been chosen for the calculation of our original work showed in this chapter, the OTE Casimir-Lifshitz force between two dielectric gratings. We also briefly discuss other two methods strictly related to the Fourier Modal Method, the adaptive spatial resolution method and the C-method. The latter is important for possible future applications to the calculation of the force between two gratings when they are made of metal. The C-method instead is interesting because, besides the FMM and the modal method that for brevity is not described here, is a one of the few methods used to calculate the Casimir-Lifshitz force between gratings with continuous profile.

4.2.1 The Fourier Modal Method

We start presenting and discussing the Fourier Modal Method (FMM), the method we have used to obtain our original results showed in the next section. It is the most used and popular method to describe the diffraction by gratings. With this approach, based on a Rayleigh expansion of the fields in the homogeneous zones, the problem of the search for solutions of the fields in the grating region simply translates in an eigenvalue problem. This is possible after an appropriate expansion of the fields into Floquet-Fourier series and the periodic permittivity in the grating region into Fourier series. The method is relatively simple. We need to know the Maxwell equations, the Fourier series and basic concepts of geometry and algebra. It is also a quick method with respect to numerical convergence and the code necessary to implement it in a computer calculation requires relative few steps in programming and it can be easily written in several different programming languages (Matlab, Mathematica, C, Fortran). Moreover, it is a versatile method because the range of systems that can be treated with it is very wide.

Before discussing the FMM we want to state the paradigm of the diffraction problem. We want to find the distribution, in near and far field, of the electromagnetic waves after an incident electromagnetic wave irradiates a grating (with known geometrical and optical properties). This means that we must solve a boundary value problem. The FMM faces this problem through the following steps. At first the geometrical space where the grating is placed is divided in three zones (see Figure 4.7). In the upper semi-infinite transparent region with dielectric constant $\varepsilon_1$ the incident plane wave comes from infinity; in the middle region, i.e. the grating region, the dielectric constant $\varepsilon_2(x)$ is periodic and in the lower semi-
infinite region there is a medium that may be opaque and has dielectric constant $\varepsilon_3$. After the partition of the space, the electromagnetic fields and the permittivity are expanded in Floquet-Fourier series. With the help of the Maxwell equations an eigenvalue problem is solved to find the fields in the grating region. At this stage the electromagnetic boundary conditions are applied to the total fields at the interfaces between the regions defined before and the resulting linear system of equations is solved to find the unknowns coefficients. Finally, using the formalism of the S-matrix the scattering operators of the system can be deduced.

We start the description of the FMM analyzing in more detail the physical system in Figure 4.7. The three regions are labeled, from top to bottom, 1, 2, 3. The origin of the coordinate system is placed at the start of one of the grooves. The grating is supposed to be infinite in the $xy$ plane and is composed of two media, medium a and medium b, with permittivities $\varepsilon_a$ and $\varepsilon_b$. In particular we have that $\varepsilon_2(x)$ is

$$
\varepsilon_2(x) = \begin{cases} 
\varepsilon_a & 0 \leq x < l \\
\varepsilon_b & l \leq x < D.
\end{cases}
$$

(4.57)

Since, in several optical problems and in particular in the main problem we face in this chapter the magnetic permeabilities are approximately equal to that of the vacuum for all the media we will consider from now on $\mu = 1$. The four values of $\varepsilon$ introduced can be different from each other but usually in the applications (as well as for the system considered in our work on the OTE Casimir-Lifshitz force) we have that in the region 1 there is air and
that $\varepsilon_1 = \varepsilon_b$ while $\varepsilon_a = \varepsilon_3$. The zones with $\varepsilon_a$ and $\varepsilon_b$ are called, respectively, ridges and grooves of the grating. The geometrical parameters describing the grating are the period, indicated with $D$, the groove depth $h$ and the ridge width $l$. It is also useful to introduce the filling factor defined as $f = l/D$. From now on we will consider that the wave vector $k^{(in)}$ stays on the $xz$ plane

$$k^{(in)} = k_0 \sqrt{\varepsilon_1} (\sin \theta \hat{x} + \cos \theta \hat{z})$$ \hspace{1cm} (4.58)

where $k_0$ is the wave number of the vacuum. The conical case (i.e. the case where the incident wave vector stays in a plane different from the $xz$ plane) is easily found with a generalization and it is treated in the next section. As a consequence of this $y$ invariance of $k^{(in)}$ we have that also the fields $E$ and $H$ are independent of $y$. The grating problem, from the properties of the Maxwell equations thus, becomes scalar and it is necessary to find only one component of the electric/magnetic field, the other ones are then easily determined from it with the help of the Maxwell equations (for our system we have $\partial_t = -i\omega$)

$$\begin{align}
\partial_y E_z - \partial_z E_y &= i\omega \mu_0 H_x \\
\partial_z E_x - \partial_x E_z &= i\omega \varepsilon_0 H_y \\
\partial_y H_x - \partial_x H_y &= -i\omega \varepsilon_0 E_y \\
\partial_x H_y - \partial_y H_z &= -i\omega \varepsilon_0 E_x \\
\partial_z E_x - \partial_x E_z &= i\omega \mu_0 H_y
\end{align}$$ \hspace{1cm} (4.59)\hspace{1cm} (4.60)

This means that we can consider only two different cases, the transverse electric (TE) case and the transverse magnetic (TM) case (see Figure 4.8). For the first case we must determine the $y$-component of the electric field while for the second one we must determine the $y$-component of the magnetic field.

Let us now introduce the following useful compact notation:

$$u^{(i)}(x, z) = \begin{cases} E_y^{(i)}(x, z) & \text{TE} \\ H_y^{(i)}(x, z) & \text{TM} \end{cases}$$ \hspace{1cm} (4.61)

where $i = 1, 2, 3$ indicates one of the three regions. In this notation we get from the equations (4.59) and (4.60) the following wave equations valid in the grating region

$$\begin{align}
\frac{\partial^2 u^{(2)}}{\partial x^2} + \frac{\partial^2 u^{(2)}}{\partial z^2} + k^2 \varepsilon^{(2)}(x) u^{(2)}(x, z) &= 0 & \text{TE}, \\
\frac{\partial}{\partial x} \left( \frac{1}{\varepsilon^{(2)}} \frac{\partial u^{(2)}}{\partial x} \right) + \frac{1}{\varepsilon^{(2)}} \frac{\partial^2 u^{(2)}}{\partial z^2} + k^2 \varepsilon^{(2)}(x) u^{(2)}(x, z) &= 0 & \text{TM}.
\end{align}$$ \hspace{1cm} (4.62)\hspace{1cm} (4.63)

Since the electric permittivity is periodic in the grating region, from the Floquet-Bloch theorem we deduce that the fields are pseudo-periodic

$$u^{(2)}(x + D, z) = e^{jk_D} u^{(2)}(x, z)$$ \hspace{1cm} (4.64)
and we can state that the function

\[ v^{(2)}(x, z) = \frac{u^{(2)}(x, z)}{e^{ik_{x,n}x}} \]  

is periodic. As a consequence, by using a Fourier series expansion it follows that

\[ v^{(2)}(x, z) = \sum_n u_n(z) e^{i2\pi n x} \Rightarrow \]

\[ u^{(2)}(x, z) = \sum_n u_n(z) e^{ik_{x,n}x} = \sum_n u_n(z) e^{ik_{x,n}x} \]  

(4.66)

where we have defined

\[ k_{x,n} = k_x + n \frac{2\pi}{D}, \quad n \in \mathbb{N}. \]  

(4.67)

Using the expression of the fields in (4.66) in one m-th homogenous zone \((m = 1, 3)\) and inserting it in the Helmholtz equation we get

\[ \sum_n \left[ \frac{d^2 u_n^{(m)}}{dz^2} + \left( \varepsilon_m k^2 - k_{x,n}^2 \right) u_n^{(m)} \right] e^{in\pi x} = 0. \]  

(4.68)

We deduce that

\[ \frac{d^2 u_n^{(m)}}{dz^2} + \left( \varepsilon_m k^2 - k_{x,n}^2 \right) u_n^{(m)} = 0. \]  

(4.69)

The solutions of this well known differential equation are

\[ v_n^{(m)}(z) = A_n e^{-ik_{x,n}z} + B_n e^{ik_{x,n}z} \]  

(4.70)
where we introduced the definition

\[ k_{z,n}^{(m)} = \sqrt{\varepsilon_i(\omega) \frac{\omega^2}{c^2} - k_z^2} \]

(4.71)

\[ \text{Re} \left( k_{z,n}^{(m)} \right) \geq 0 \quad \text{and} \quad \text{Im} \left( k_{z,n}^{(m)} \right) \geq 0. \]

(4.72)

Finally we obtain the well known Rayleigh expansion for the field in the homogenous zones

\[ u^{(m)}(x, z) = \sum_{n \in \mathbb{Z}} \left[ A_n e^{ik_{z,n}x + ik_{x,n}z} + B_n e^{ik_{z,n}x - ik_{x,n}z} \right]. \]

(4.73)

In particular we use the following notation for the Rayleigh expansion

\[ u^{(1)}(x, z) = \sum_{n \in \mathbb{Z}} \left( I_n e^{ik_{z,n}z} + R_n e^{-ik_{z,n}z} \right) e^{ik_{x,n}x}, \]

(4.74)

\[ u^{(3)}(x, z) = \sum_{n \in \mathbb{Z}} \left( T_n e^{ik_{z,n}(z-h)} \right) e^{ik_{x,n}x} \]

(4.75)

where we added a phase factor \( e^{-ik_{z,n}h} \) in the zone 3, useful for the following calculations and that we can remove later on, and we indicated with \( I_n \) the known coefficients of the incident wave. \( R_n, T_n \) are, respectively, the unknown reflection and transmission coefficients.

We can turn now to analyze the field in the grating region. Let us start with the TE case. Exploiting the expansions in Fourier series made in (4.66) for the fields and for the electric permittivity

\[ \varepsilon_p = \frac{1}{D} \int_0^D dx \varepsilon^{(2)}(x) e^{-i \frac{2\pi}{D} p x} \]

(4.76)

we can cast the wave equation (4.62) as follows

\[ \frac{\partial^2}{\partial x^2} \left( \sum_n u_n(z) e^{ik_{x,n}x} \right) + \frac{\partial^2}{\partial z^2} \left( \sum_n u_n(z) e^{ik_{z,n}x} \right) + k^2 \left( \sum_p \varepsilon_p e^{i \frac{2\pi}{D} p x} \right) \left( \sum_n u_n(z) e^{ik_{z,n}x} \right) = 0. \]

(4.77)

The above equation can be rewritten exploiting the rules of Fourier Factorization. If we consider a function \( h(x) = g(x)f(x) \), where \( g(x) \) and \( f(x) \) are periodic piecewise-continuous-functions, and assuming that all three functions have the same period, to compute the Fourier coefficients of \( h(x) \) in terms of the Fourier coefficients \( g_n \) and \( f_m \), we use the following rules [55], [56]:

1. \( h_{n,\Omega} = \sum_{m \in \Omega} g_{n-m} f_m, \quad n \in \Omega, \) with \( g(x) \) discontinuous and \( f(x) \) continuous

2. \( h_{n,\Omega} = \sum_{m \in \Omega} \left[ \frac{1}{g} \right]_{nn}^{-1} f_m, \quad n \in \Omega, \) with \( g(x) \) and \( f(x) \) discontinuous and \( h(x) \) continuous at some point \( x_0 \)
where $\Omega$ indicates a set of integers in the range $m_1 < m < m_2$ for some fixed $m_1$ and $m_2$. We have also introduced the Toeplitz matrix $[a]$, defined by the relation $[a]_{ij} = a_{i-j}$, $a_n$ being the $n$-th Fourier component of $a$.

$$
[a] = \begin{pmatrix}
\varepsilon_{-1} & \varepsilon_{-2} & \varepsilon_{-3} & \ldots \\
\varepsilon_1 & \varepsilon_0 & \varepsilon_{-1} & \varepsilon_{-2} & \varepsilon_{-3} \\
\varepsilon_2 & \varepsilon_1 & \varepsilon_0 & \varepsilon_{-1} & \varepsilon_{-2} \\
\varepsilon_3 & \varepsilon_2 & \varepsilon_1 & \varepsilon_0 & \varepsilon_{-1} \\
\varepsilon_4 & \varepsilon_3 & \varepsilon_2 & \varepsilon_1 & \ldots
\end{pmatrix}
$$

(4.79)

If we are not in one of the two cases mentioned in (4.78), there is not a general rule to compute the Fourier coefficients of $h(x)$. Usually the approach used is to rearrange $g(x)$, $f(x)$ as a sum of terms that fulfill one of the two cases listed above. Having in mind these rules we obtain from (4.77) that

$$
\left( \sum_p \varepsilon_p e^{i\frac{2\pi}{D} p x} \right) \left( \sum_n u_n(z) e^{ik_n x} \right) = \sum_n \left( \sum_p \varepsilon_{n-p} u_p e^{ik_n x} \right)
$$

(4.80)

and we can deduce the equation

$$
\sum_n \left( \frac{d^2 u_n(z)}{dz^2} - k_n^2 u_n(z) + k^2 \sum_p \varepsilon_{n-p} u_p(z) \right) e^{ik_n x} = 0.
$$

(4.81)

Using a matrix notation

$$
U = [\ldots, u_{-2}, u_{-1}, u_0, u_1, u_2, \ldots]^T \quad \alpha = \text{diag}(\ldots, k_{x-1}, k_{x0}, k_{x1}, \ldots)
$$

(4.82)

we get the following differential equation

$$
\frac{d^2 U}{dz^2} = (\alpha^2 - k^2 [\varepsilon]) U(z) \equiv \mathcal{A} U(z).
$$

(4.83)

If we look for solutions of the form

$$
U(z) = e^{Xz} U_0
$$

(4.84)

then

$$
X^2 e^{Xz} U_0 = \mathcal{A} e^{Xz} U_0 \Rightarrow X = \pm \mathbb{A}^{1/2} = \pm \left( PD^2 P^{-1} \right)^{1/2} = \pm PDP^{-1},
$$

(4.85)

giving

$$
e^{Xz} = e^{\pm PDP^{-1} z} = P e^{\pm D^2 P^{-1}}
$$

(4.86)

where $P$ and $D^2$ are respectively the eigenvectors and eigenvalues matrices of the matrix $X$. For the fields we then get

$$
\begin{cases}
U(z) = P \left( e^{D_z A} + e^{-D_z B} \right) & \text{Re}(\mathcal{D}) \leq 0 \\
\partial_z U(z) = PD \left( e^{D_z A} - e^{-D_z B} \right) & \text{Re}(\mathcal{D}) \leq 0
\end{cases}
$$

(4.87)
using the following definitions $\mathbb{P} \equiv \mathbb{P}'$,

$$\mathcal{A} = [\ldots, a_{-1}, a_0, a_1, \ldots]^T \quad (4.88)$$

$$\mathcal{B} = [\ldots, b_{-1}, b_0, b_1, \ldots]^T. \quad (4.89)$$

We see from the equation (4.83) that the problem to find the solutions of the fields in the grating region has been reduced to an eigenvalue problem. Numerically the matrix $\mathcal{A}$ has to be truncated to $N \times N$. The number of eigensolutions is $N$, but there are $2N$ eigensolutions for the physical problem when we take the square root of the eigenvalues of $\mathcal{A}$. The truncation number $N$ determines the accuracy of the numerical results. When we increase $N$, the results become more accurate but at the expense of more memory and computer time. As a consequence $N$ should be chosen large enough to include all propagating orders and sufficiently many evanescent orders on both sides of the propagating orders. The choice of how large $N$ can be, depends on the specific problem and a general criterion cannot be given. However, in general, a metallic grating requires a larger $N$ than a dielectric grating does. Then, we conclude that it is necessary to run a few convergence tests for the specific problem under study. In general a good and reasonable criterion for a convergence test is to consider the minimum $N$ showing stable numerical results for the quantities of interest.

The last step is to impose the boundary conditions at the interfaces of the system, in this case at $z = 0$ and $z = h$. This is realized by matching the Fourier coefficients of the tangential components of the total fields. For the TE case it means to impose the continuity of $E_y$ and $H_z$, that in our notations means $u(x, z)$ and $\partial_z u(x, z)$. At the $z = 0$ interface we have

$$\forall \ 0 \leq x \leq D, \quad \begin{align*}
    E_y^{(1)}(x, 0) &= E_y^{(2)}(x, 0) \\
    H_z^{(1)}(x, 0) &= H_z^{(2)}(x, 0)
\end{align*} \quad (4.90)$$

$$\sum_n \left( \delta_{n0} e^{ik_n(0)x} + R_n e^{-ik_n(0)x} \right) e^{ik_nx} = \sum_n \left[ \sum_p \mathbb{P}_{np} \left( a_p e^{ik_nx} + b_p e^{-ik_nx} \right) \right] e^{ik_nx} \quad (4.91)$$

and for the $z = h$ interface

$$\forall \ 0 \leq x \leq D, \quad \begin{align*}
    E_y^{(2)}(x, h) &= E_y^{(3)}(x, h) \\
    H_z^{(2)}(x, h) &= H_z^{(3)}(x, h)
\end{align*} \quad (4.92)$$

$$\sum_n \left[ \sum_p \mathbb{P}_{np} \left( a_p e^{ik_nh} + b_p e^{-ik_n(0)x} \right) \right] e^{ik_nx} = \sum_n \left( T_n e^{ik_nh} + 0 e^{-ik_n(0)x} \right) e^{ik_nx} \quad (4.93)$$

$$\sum_n \left[ \sum_p \mathbb{P}_{np} \left( a_p e^{ik_nh} - b_p e^{-ik_n(0)x} \right) \right] e^{ik_nx} = \sum_n ik_{n} \left( T_n e^{ik_nh} - 0 e^{-ik_n(0)x} \right) e^{ik_nx}. \quad (4.93)$$
It is convenient to write these boundary conditions in a more compact form through the matrix notation. In this way we can write

\[
\begin{align*}
    z = 0; & & \left\{ \begin{array}{l}
    I + R = P(\mathcal{A} + \mathcal{B}) \\
    iK_1(I - R) = P'(\mathcal{A} - \mathcal{B})
    \end{array} \right.
\end{align*}
\]  

(4.94)

and

\[
\begin{align*}
    z = h; & & \left\{ \begin{array}{l}
    P(\phi \mathcal{A} + \phi^{-1}\mathcal{B}) = 0 + \mathcal{T} \\
    P'(\phi \mathcal{A} - \phi^{-1}\mathcal{B}) = iK_3(-0 + \mathcal{T})
    \end{array} \right.
\end{align*}
\]  

(4.95)

where we have introduced the following vectors

\[
I = [\ldots, 0, I_0, 0, 0, \ldots]^T,
\]

\[
R = [\ldots, R_{-1}, R_0, R_1, \ldots]^T,
\]

\[
\mathcal{T} = [\ldots, T_{-1}, T_0, T_1, \ldots]^T,
\]

and operators

\[
K_i = \text{diag}(k_{\alpha,n}^{(i)}), \quad \phi = e^{Dh}.
\]  

(4.96)

(4.97)

We exploit the well known S-matrix formalism to find the reflection and transmission matrices of the grating. We define the S-matrix which relates the electric field amplitudes of the incident wave to the amplitudes of the reflected and transmitted electric field

\[
\begin{pmatrix}
    \mathcal{R} \\
    \mathcal{T}
\end{pmatrix} = S \begin{pmatrix}
    I \\
    0
\end{pmatrix} = \begin{pmatrix}
    R & \mathcal{T}' \\
    \mathcal{T} & R'
\end{pmatrix} \begin{pmatrix}
    I \\
    0
\end{pmatrix}.
\]  

(4.98)

\(S\) is a block matrix composed by the reflection and transmission matrix \(R\) and \(\mathcal{T}\). The matrices \(R'\) and \(\mathcal{T}'\) are respectively the reflection and transmission matrices for the analogous problem of diffraction when the incident wave is coming from the region 3. If we analyze equation (4.94) and we consider the convention defined in Figure 4.9 for the signs used for \(\mathcal{A}\) and \(\mathcal{B}\), we can cast the boundary conditions at \(z = 0\) as

\[
\begin{pmatrix}
    \mathcal{R} \\
    \mathcal{A}
\end{pmatrix} = \begin{pmatrix}
    -1 & I \\
    iK_1 & -P
\end{pmatrix}^{-1} \begin{pmatrix}
    1 & -P \\
    iK_1 & P'
\end{pmatrix} \begin{pmatrix}
    I \\
    \mathcal{B}
\end{pmatrix} \equiv S_1 \begin{pmatrix}
    I \\
    \mathcal{B}
\end{pmatrix}.
\]  

(4.99)
In the same way, defining $\phi A = A'$ and $\phi^{-1}B = B'$, considering the Figure 4.10 and the equation (4.95), we cast the boundary conditions at $z = h$ as

$$
\begin{pmatrix}
B \\
T
\end{pmatrix} = \begin{pmatrix}
\phi & 0 \\
0 & 1
\end{pmatrix} \begin{pmatrix} -P & 1 \\ P' & iK_1 \end{pmatrix}^{-1} \begin{pmatrix} P & -1 \\ P' & iK_3 \end{pmatrix} \begin{pmatrix} \phi & 0 \\
0 & 1
\end{pmatrix} \equiv S_2 \begin{pmatrix} A \\
0
\end{pmatrix}.
$$

Defining the associative operation $A = B \odot C$ for square matrices as follows

$$
A_{11} = B_{11} + B_{12}(1 - C_{11}B_{22})^{-1}C_{11}B_{21},
$$

$$
A_{12} = B_{12}(1 - C_{11}B_{22})^{-1}C_{12},
$$

$$
A_{21} = C_{21}(1 - B_{22}C_{11})^{-1}B_{21},
$$

$$
A_{22} = C_{22} + C_{21}(1 - B_{22}C_{11})^{-1}B_{22}C_{12},
$$

we get the final expression of the S-matrix as $S = S_1 \odot S_2$.

We have found the S-matrix, therefore the reflection and transmission matrices, in the transverse electric case. We turn now to the transverse magnetic case and discuss it briefly. The procedure to find the solutions of the fields in the grating region and the S-matrix are quite similar to the TE case. It is not difficult to see that, starting from (4.63) and using the compact matrix notation, we obtain the following differential equation

$$
\frac{d^2 U}{dz^2} = \frac{1}{\varepsilon} \begin{pmatrix}
1 \\
0
\end{pmatrix}^{-1} \begin{pmatrix}
\alpha & -k^2 \varepsilon
\end{pmatrix} U(z) \equiv A U(z)
$$

where we used the second of the rules defined in (4.78) for the Fourier factorization. From this differential equation we find the solutions

$$
\begin{cases}
U(z) = \mathbb{P} \begin{pmatrix} e^{Dz}A + e^{-Dz}B \end{pmatrix} & \text{Re}(\mathbb{D}) \leq 0 \\
\partial_z U(z) = \mathbb{P} \mathbb{D} \begin{pmatrix} e^{Dz}A - e^{-Dz}B \end{pmatrix} & \text{Re}(\mathbb{D}) \leq 0.
\end{cases}
$$

To find the scattering operators, i.e. the S-matrix, for the TM case we apply again the boundary conditions at the interfaces $z = 0$ and $z = h$. In this particular situation, we
4.2 - Methods for the diffraction by gratings

impose the continuity of the fields $H_y = u(x, z)$ and $E_x = \frac{1}{\varepsilon} \partial_z u(x, z)$. Proceeding analogously to the TE case, we obtain the same formally identical matrix $S$ where we have to do the substitutions

$$K_i \rightarrow K_i / \varepsilon_i, \quad \nabla' \rightarrow \begin{bmatrix} 1 / \varepsilon \\ \varepsilon \end{bmatrix} \nabla'.$$

\[(4.107)\]

4.2.2 Some other methods for the diffraction by gratings

To conclude this section we briefly present some other methods to study the diffraction by gratings. At first we discuss concisely the possible application of the FMM to the case of gratings different from the rectangular one and one possible improvement of the FMM, especially for the case of metallic gratings. We start discussing the common extension of the FMM for gratings with smooth profile, i.e. the so-called staircase approximation. The main idea of this approach is to divide the grating region in many subregions as, for example, in the situation represented in the Figure 4.11. In each subregion we have a rectangular grating and then we can apply the FMM. With this idea we replaced the resolution of the original grating problem with this new “approximated” problem of the modified grating. This staircase approximation seems reasonable because, as the number of layers increase and tends to infinity, the layer thickness goes to zero, and we recover the initial original grating. Unfortunately we must also consider the physical problems introduced with this approximation. Several numerical evaluations show that, for 1D periodic gratings, the approximation is quite good for TE polarization but not for TM polarization, especially if we consider highly conducting metallic gratings [57]. We can explain this because when we analyze, at the sharp edge of a wedge made of nonmagnetic media with different dielectric constants, the transverse component of the electric field to the edge direction we see that it is, if nonzero, infinite, as it is known from classical electromagnetism. When we then do the staircase approximation we introduce many artificial edges. For the TE case we do not have particular numerical problems because the electric field remains finite everywhere. Instead in TM polarization the electric field, that in the real situation without the staircase approximation is finite near the smooth grating profile, becomes infinitely large at the edges and numerical convergence and the computation accuracy problems arise.

One of the major known issue of the FMM is the poor convergence in the TM case. This problem is partially solved when the right factorization rules (4.78) are applied. Even if these improvements are adopted, the problems of convergence can remain. We have already said that, when highly conducting metallic gratings are studied, numerical problems arise. Other numerical issues arise because of the use of Fourier expansions. In fact, it can be shown that the convergence is strictly related to the gradient of permittivity in the grating region. In this way also the so-called Gibbs phenomenon at the discontinuity points plays a role. An effective solution can be the adaptive spatial resolution (ASR) proposed by Granet [58]. The key idea is to use a new coordinate system that increases the spatial resolution where the discontinuities of the grating are present by stretching the coordinate around them. However, the cost of this change of coordinates is solving eigenvalue problems also in the homogeneous regions (the boundary conditions are written in the new space) and
thus increasing the computation time.

We briefly discuss now the ASR and let us suppose the transformation \( \{x = F(u), y, z\} \)

where:

\[
F(u) = a_1 + a_2 u + \frac{a_3}{2\pi} \sin \left( \frac{2\pi u - u_{l-1}}{u_l - u_{l-1}} \right) \quad (u_{l-1} \leq u \leq u_l),
\]

and

\[
a_1 = \frac{u_l x_{l-1} - u_{l-1} x_l}{u_l - u_{l-1}}, \quad a_2 = \frac{x_l - x_{l-1}}{u_l - u_{l-1}}, \quad a_3 = G(u_l - u_{l-1}) - (x_l - x_{l-1}).
\]

The quantity \( x_l \) and \( x_{l-1} \) are the transition points of the dielectric constant of the grating while \( G \) is numerical control parameter. To develop the ASR method we can start from the wave equations (4.62) and (4.63) and considering the coordinates transformation. As a consequence we can write the wave equations in the new coordinate system replacing the partial derivative \( \partial_x \) with \( \left( \frac{1}{f} \right) \partial_u \) where \( f = \partial_x x \):

\[
\frac{1}{f} \frac{\partial}{\partial u} \left( \frac{1}{f} \frac{\partial E_y^{(2)}}{\partial u} \right) + \frac{\partial^2 E_y^{(2)}}{\partial z^2} + k^2 \varepsilon^{(2)}(u) E_y^{(2)}(u, z) = 0 \quad \text{TE},
\]

\[
\frac{1}{f} \frac{\partial}{\partial u} \left( \frac{1}{\varepsilon^{(2)}(u)} \frac{1}{f} \frac{\partial H_y^{(2)}}{\partial u} \right) + \frac{\partial^2 H_y^{(2)}}{\partial z^2} + k^2 \varepsilon^{(2)}(u) H_y^{(2)}(u, z) = 0 \quad \text{TM}.
\]

In the Fourier space and using the matrix notation already introduced, the equations (4.110) and (4.111) can be cast into the form

\[
\frac{d^2 \mathbf{U}}{dz^2} = \left( \varepsilon^2 \right) - \alpha \left( \mathbf{I} \right) - k^2 \left( \varepsilon^2 \right) \right) \mathbf{U}(z) \equiv \mathbf{H}_{\text{TE}} \mathbf{U}(z) \quad \text{(TE)},
\]

\[
\frac{d^2 \mathbf{U}}{dz^2} = \left( \frac{1}{\varepsilon} \right)^{-1} \left( \varepsilon^2 \right) - \frac{1}{\varepsilon^2} \left( \mathbf{I} \right) - \alpha \left( \mathbf{I} \right) - k^2 \left( \varepsilon^2 \right) \right) \mathbf{U}(z) \equiv \mathbf{H}_{\text{TM}} \mathbf{U}(z) \quad \text{(TM)}.
\]
The solutions of the fields are then like that of the standard FMM in the equation (4.87), where $P$ and $D^2$ are respectively the eigenvectors and eigenvalues matrices of the matrix $A_{(TE)}^{1/2}/A_{(TM)}^{1/2}$.

We already said before that we solve the problem in the space $u$ also in the region 1 and 3. In the homogeneous regions, solving the eigenproblem, we get

$$
\frac{d^2 V}{dz^2} = \left(\| f \|^2^{-1} \alpha \| f \|^2^{-1} \alpha - k^2 e_1 \right) V(z) \equiv A_{(0)} V(z),
$$

where $V(z)$ refers either to the component $E_y$ of the electric field or to the component $H_y$ of the magnetic field and again the solutions are related to the eigenvalues and the eigenvectors of the matrix $A_{(0)}$. At this stage, as we did for the standard FMM, we can impose the boundary conditions at the interfaces, use the S-matrix approach to find the reflection and transmission matrices in the $u$ space. Finally we can apply an inverse transformation to the matrix $S$ going back in the $x$ space. Nonetheless, we must say that sometimes this passage to the $x$ space can introduce some problem of convergence because of the ill-conditioned nature of the problem [59].

We now conclude this section on the methods to study the diffraction by gratings discussing the C-method. It was introduced in the 1980 to solve the problem of the diffraction by corrugated gratings. The main problem related to the study of diffraction in these gratings concerns with the boundary conditions. In fact, because of the continuous profile of these gratings, it results nontrivial to impose the boundary conditions between the different interfaces. The simple idea of this method was the introduction of a new coordinate system described by $(u = x, v = y, w = z - a(x))$, where $a(x)$ is a continuous and differentiable function describing the profile of the surface of the grating. The advantages of this transformation are three. The first is that the corrugated surface is mapped into a planar surface so the boundary conditions are simple to match. The second is that the Maxwell equations in Fourier space are transformed into a matrix eigenvalue problem which numerical solution can be obtained straightforwardly (as for the FMM method). The third is the
possibility to write Maxwell equations in a covariant form. Another powerful characteristic of the C-method is the possibility to apply it to a wide variety of physical systems (many different surface profiles, multi-layer coated gratings). The importance of the C-method is relevant in literature and for example it inspired the ASR, that we previously discussed, and matched coordinates [60].

Let us consider the general configuration in Figure 4.12. The grating has a surface profile described by the function $a(x)$ and it is infinite along the $x$ and $y$ direction. When the electromagnetic field is present, the boundary conditions impose that the tangential components of the electric field vector and the normal component of the displacement field vector are continuous at the surface. This means that the boundary conditions depend on the position on the surface. The coordinate transformation $(u, v, z)$ before mentioned is such that

$$u = x, \quad v = y, \quad w = z - a(x). \quad (4.115)$$

It maps the surface that separates the two region 1 and 2 to the surface $w = 0$ making the boundary conditions in this new coordinate system as that on a planar surface. At this stage we can write the covariant Maxwell equations

$$\xi^{ijk} \partial_j E_k = i \omega \mu_0 \sqrt{g} g^{ij} H_i \quad (4.116)$$
$$\xi^{ijk} \partial_j H_k = -i \omega \epsilon_0 \epsilon \sqrt{g} g^{ij} E_i \quad (4.117)$$

where $g^{ij}$ is the metric tensor, $g = \det g^{ij}$ and $\xi^{ijk}$ is the Levi-Civita tensor. In the case of the transformation considered we can write the line element

$$ds^2 = dx^2 + dy^2 + dz^2 = du^2 + dv^2 + (dw + \dot{a} du)^2 = (1 + \dot{a}^2) du^2 + dv^2 + dw^2 + 2 \dot{a} du \ dw = g_{ij} dx^i \ dx^j. \quad (4.118)$$

We deduce

$$g_{ij} = \begin{pmatrix} 1 + \dot{a}^2 & \dot{a} \\ \dot{a} & 1 \end{pmatrix}, \quad g^{ij} = \begin{pmatrix} 1 & 0 & -\dot{a} \\ 0 & 1 & 0 \\ -\dot{a} & 0 & 1 + \dot{a}^2 \end{pmatrix}, \quad g = 1. \quad (4.119)$$

Using these quantities in the Maxwell equations (4.116) and (4.117) we get

$$\begin{align*}
\partial_y E_x - \partial_x E_y &= i \omega \mu_0 (H_x - \dot{a} H_y) \\
\partial_x E_y - \partial_y E_x &= i \omega \mu_0 \left( (1 + \dot{a}^2) H_w - \dot{a} H_y \right) \\
\partial_u E_x - \partial_x E_u &= i \omega \mu_0 H_y \\
\partial_y H_w - \partial_w H_y &= -i \omega \epsilon_0 \epsilon (E_x - \dot{a} E_w) \\
\partial_x H_y - \partial_y H_x &= -i \omega \epsilon_0 \epsilon \left( (1 + \dot{a}^2) E_w - \dot{a} E_x \right) \\
\partial_u H_x - \partial_x H_u &= -i \omega \epsilon_0 \epsilon \epsilon \ y.
\end{align*} \quad (4.120)$$

From them, using the expansion in Fourier series and the matrix notation, in a similar way as in the FMM, it is possible to see that again the problem to find the field can be reduced to an eigenvalue problem.
4.3 OTE Casimir-Lifshitz force between two dielectric gratings

In this section we study the problem of the OTE Casimir-Lifshitz force between two gratings. This problem has been studied in our original work [39] and represents the most important result of this Chapter. We address the Casimir-Lifshitz force between two dielectric gratings immersed in vacuum ($\varepsilon = 1$) in the geometrical configuration shown in Figure 4.13.

We label the two gratings with an index $i$ taking values 1 and 2. The gratings are infinite in $x$ and $y$ directions, with periodicity along the $x$ axis. Their distance $d$ is defined in Figure 4.13 and can only take positive values (i.e. a plane $z = \bar{z}$ must exist separating the two bodies). The gratings share the same period $D$ and have corrugation depth $h_i$, permittivities $\varepsilon_i(\omega)$ in the homogeneous zone, permittivities $\varepsilon_i(x, \omega)$ along the grating zone having thickness $\delta_i$, and filling factors $f_i = l_i/D$ ($l_i$ is defined as in Figure 4.13).

The physical system, similarly to the system of two slabs studied previously, is out of thermal equilibrium. It means that the gratings have a constant temperature $T_i$ that could be different from each other. The two gratings are supposed to be immersed in a radiation bath having temperature $T_e$, in general different from the temperatures of the two gratings. The three temperatures involved can be considered constant in time.

As we discussed in Section 4.1, the latter assumption has been used in literature to characterize the properties of the source fields (the fields emitted by the two bodies and coming from the surrounding walls) in terms of field correlation functions. Now we use the same procedure of Section 4.1 to calculate the OTE force of our system. Our starting point is the decomposition of the force as a sum of an equilibrium term and a nonequilibrium term obtained in (4.35) (where the distance dependence is implicit)

$$F_{1z} = F_{1z}^{(eq)}(T_1) + \Delta(T_1, T_2, T_e),$$  \hspace{1cm} (4.122)

where $F_{1z}^{(eq)}(T_1)$ is the force acting on grating 1 at thermal equilibrium at its temperature $T_1$ given in (4.36) and the non-equilibrium term is given in (4.37).

In order to calculate the force, we now need to compute the reflection and transmission operators associated to a lamellar 1D grating. This will be achieved in the framework of the Fourier Modal Method [61]. In the following, we implement this method, differently than Subsection 4.2.1, in a conical mounting (it means that the incident wave vector stays in a plane different from the $xz$ plane). Moreover we apply it to a grating of finite size along the $z$ axis (see Figure 4.14) in order to take into account finite-size effects on the Casimir-Lifshitz force. We also solve the scattering problem directly in TE and TM components, in order to be coherent with the formalism presented in Section 4.1.

Let us consider a system composed of a grating like that in Figure 4.14. The space is divided in four zones: zone 1 ($z < 0$), zone 2 ($0 < z < h$), zone 3 ($h < z < h + \delta$) and zone 4 ($z > h + \delta$). While zones 1, 3 and 4 are homogeneous with dielectric permittivities $\varepsilon_i(\omega)$ ($i = 1, 3, 4$), zone 2 represents the grating, with a dielectric function $\varepsilon_2(x, \omega)$, periodic in $x$ with period $D$. In each zone, every physical quantity is independent of $y$.

We first decompose the electric field in any zone with respect to frequency (only positive
Figure 4.13 – Geometry of the system. Two gratings, labeled with 1 and 2, at a distance $d$, always assumed to be positive. The gratings, made in general of different materials, are infinite in the $xy$ plane, and periodic in the $x$ direction with the same period $D$. They have corrugation depths $h_i$ ($i = 1, 2$), thicknesses $\delta_i$ and lengths of the upper part of the grating $l_i$. This defines the filling factors $f_i = l_i/D$.

In virtue of the translational invariance of our system along the $y$ axis and of the periodicity along the $x$ axis, we will employ a Fourier decomposition of any $x$-dependent quantity. As a consequence, the wave vector component $k_x$ will be replaced by a new mode variable

$$k_{x,n} = k_x + \frac{2\pi}{D} n,$$

with $k_x$ taking values in the first Brillouin zone $[-\pi/D, \pi/D]$ and $n$ assuming all integer values.

Let us consider the homogeneous zones. In these zones, we can use the standard Rayleigh expansion (see Subsection 4.2.1) for the component of the field at frequency $\omega$

$$\mathbf{E}^{(i)}(\mathbf{R}, \omega) = \sum_{p, \phi} \int_{-\pi}^{\pi} \frac{dk_x}{2\pi} \sum_{n \in \mathbb{Z}} \int_{-\infty}^{+\infty} \frac{dk_y}{2\pi} e^{ik_n \phi} e^{i\phi k_{z,n}} \mathbf{R} e^{(i)\phi}(k_n, \omega) E_p^{(i)\phi}(k_n, \omega),$$

where the wave vectors are defined as ($n \in \mathbb{Z}$)

$$K_n^{(i)\phi} = (k_n, \phi k_{z,n}), \quad k_n = (k_{x,n}, k_y),$$

and

$$E^{(i)}(\mathbf{R}, t) = 2 \text{Re} \left[ \int_0^{+\infty} \frac{d\omega}{2\pi} e^{-i\omega t} \mathbf{E}^{(i)}(\mathbf{R}, \omega) \right].$$

(4.123)
Figure 4.14 – Geometry of the FMM calculation. We consider one grating with interface \( z = 0 \), corrugation depth \( h \), and underlying thickness \( \delta \). This defines four zones (see text) with four (in general different) dielectric permittivities. The period is \( D \) and the filling factor is defined as \( f = l/D \).

and \( k_{z,n}^{(i)} \) is the \( z \) component of the wave vector inside each medium

\[
k_{z,n}^{(i)} = \sqrt{\varepsilon_i(\omega) \frac{\omega^2}{c^2} - k_n^2}.
\]  

The unit polarization vectors appearing in (4.125) are defined as

\[
\hat{\epsilon}_{TE}^{(i)(\phi)}(k_n, \omega) = \frac{1}{k_n}(-k_y \hat{x} + k_n \hat{y}),
\]

\[
\hat{\epsilon}_{TM}^{(i)(\phi)}(k_n, \omega) = \frac{c}{\omega \sqrt{\varepsilon_i(\omega)}}(-k_n \hat{z} + \phi k_{z,n}^{(i)} \hat{k}_n).
\]

For convenience, we assign from now on the following labels to the field amplitudes in the three homogeneous zones (the dependence on \( p, k_n \) and \( \omega \) is implicit):

\[
E^{(1)+} = I, \quad E^{(1)-} = R,
\]

\[
E^{(3)+} = C, \quad E^{(3)-} = C',
\]

\[
E^{(4)+} = T, \quad E^{(4)-} = I',
\]

where \( I, R \) and \( T \) represent the incoming, reflected and transmitted field amplitudes respectively. The amplitude \( I' \) is associated to a possible incoming field coming from the other side of the body. Its presence guarantees both the full symmetry of the calculation and the possibility to derive at the same time the reflection and transmission operators \( \mathcal{R}^{\pm} \) and \( \mathcal{T}^{\pm} \).

The magnetic field in any zone can be easily deduced from Maxwell’s equations and it reads

\[
\mathbf{B}^{(i)}(\mathbf{R}, \omega) = \frac{\sqrt{\varepsilon_i(\omega)}}{c} \sum_{p, \phi} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{dk_y}{2\pi} \sum_{n \in \mathbb{Z}} \int_{-\infty}^{\infty} \frac{dk_x}{2\pi} e^{ik_y y + ik_x x} (-1)^p \hat{\epsilon}_{\delta(p)}^{(i)(\phi)}(k_n, \omega) E^{(i)(\phi)}(k_n, \omega),
\]
where the function \( S \) is defined as \( S(1) = 2 \) and \( S(2) = 1 \).

We now move to the periodic region (zone 2) where we write an arbitrary frequency component of the field as

\[
E^{(2)}(\mathbf{R}, \omega) = \int_{-\pi}^{\pi} \frac{dk_x}{2\pi} \sum_{n \in \mathbb{Z}} \int_{-\infty}^{+\infty} \frac{dk_z}{2\pi} e^{ik_x \cdot x + ik_z \cdot z} E^{(2)}(z, k_n, \omega),
\]

(4.132)

where \( \mathbf{R} = (r, z) \).

We now write Maxwell’s equations

\[
\begin{align*}
\partial_r E_z - \partial_z E_r &= i \omega \mu_0 H_x = i k_0 \widetilde{H}_x \\
\partial_r E_x - \partial_z E_r &= i \omega \mu_0 H_y = i k_0 \widetilde{H}_y \\
\partial_x E_y - \partial_y E_x &= i \omega \mu_0 H_z = i k_0 \widetilde{H}_z \\
\partial_y H_z - \partial_z H_y &= -i \omega \varepsilon_0 E_x \\
\partial_z H_x - \partial_x H_z &= -i \omega \varepsilon_0 E_y \\
\partial_x H_y - \partial_y H_x &= -i \omega \varepsilon_0 E_z
\end{align*}
\]

(4.133)

where we used \( \omega = c k_0, \omega \mu_0 = k_0 Z_0, \omega \varepsilon_0 = k_0 / Z_0, Z_0 = \sqrt{\mu_0 / \varepsilon_0} \) and defined \( \widetilde{H}_i = Z_0 H_i \).

From (4.133) we can easily obtain

\[
\partial_x \begin{pmatrix} E_x \\ E_y \end{pmatrix} = \begin{pmatrix} -\frac{i}{k_0} \partial_x \varepsilon(x) \partial_y & \frac{1}{k_0} \partial_x \varepsilon(x) \partial_y \\ -i k_0 - \frac{i}{k_0} \partial_x \varepsilon(x) \partial_y & i \frac{1}{k_0} \partial_x \varepsilon(x) \partial_y \end{pmatrix} \begin{pmatrix} \widetilde{H}_x \\ \widetilde{H}_y \end{pmatrix}
\]

(4.134)

and

\[
\partial_z \begin{pmatrix} \widetilde{H}_x \\ \widetilde{H}_y \end{pmatrix} = \begin{pmatrix} i k_0 \partial_z \partial_y & -i k_0 \varepsilon(x) \partial_y \partial_z \\ i k_0 \varepsilon(x) \partial_y + \frac{i}{k_0} \partial_y \partial_z & -i \frac{k_0}{k_0} \partial_y \partial_z \end{pmatrix} \begin{pmatrix} E_x \\ E_y \end{pmatrix}
\]

(4.135)

We now employ a Fourier factorization for the fields \( E \) and \( \widetilde{H} \). Correspondingly, the operator \( \partial_z \) is replaced by \( i \beta \), \( \beta \) being a scalar, whereas the operator \( \partial_x \) is replaced by \( i \alpha \), where \( \alpha = \text{diag}(k_x, y) \). These replacements allow us to rewrite Maxwell’s equations of our system in a more compact form:

\[
\partial_x \mathcal{E} = \begin{pmatrix} \frac{i \beta}{k_0} \alpha \varepsilon^{-1} & (-i \alpha) \varepsilon^{-1} \\ -i k_0 \varepsilon^{-1} + \frac{i \beta^2}{k_0} \varepsilon^{-1} & -i \beta \varepsilon^{-1} \end{pmatrix} \widetilde{\mathcal{H}} = \mathcal{F} \widetilde{\mathcal{H}},
\]

(4.136)

\[
\partial_z \widetilde{\mathcal{H}} = \begin{pmatrix} -i \beta \alpha & -i k_0 \varepsilon + \frac{i \beta^2}{k_0} \\ i k_0 \varepsilon^{-1} - \frac{i \beta^2}{k_0} & i \beta \alpha \end{pmatrix} \mathcal{E} = \mathcal{G} \mathcal{E},
\]

(4.137)
where for an arbitrary field \( \mathbf{U} \) we have introduced the decomposition
\[
\mathbf{U} = ([U_x(z, k_n, \omega)])_n, \ (U_y(z, k_n, \omega))_n)^T,
\]
gathering \( x \) and \( y \) components and denoting with \([\ldots]_n\) a set of scattering orders. We have also introduced the Toeplitz matrix \([a]\), defined by the relation \([a]_{ij} = a_{i-j}\), \( a_n \) being the \( n \)-th Fourier component of \( a \). We remark that going from (4.134)-(4.135) to (4.136)-(4.137) we have used the modified factorization rule introduced in Subsection 4.2.1.

Of course, in order to exploit numerically the FMM, a truncation has to be made, limiting the number of diffraction orders taken into account. For a given truncation \( M \), this corresponds to keeping \( 2M + 1 \) scattering orders
\[
[A_n]_n = (A_{-M}, \ldots, A_M),
\]
and the size of the corresponding column vector \( \mathbf{U} \) is thus \( 2(2M + 1) \). Based on this truncation, we obtain
\[
\partial_z^2 \mathbf{E} = \mathbf{FGE} = \mathbf{PD}^2\mathbf{P}^{-1}\mathbf{E},
\]
where \( \mathbf{P} \) and \( \mathbb{D}^2 \) are respectively the eigenvectors and eigenvalues \( 2(2M + 1) \times 2(2M + 1) \) matrices of the matrix \( \mathbf{FG} \)
\[
\mathbf{P} = \begin{pmatrix}
\mathbf{P}^{(11)} & \mathbf{P}^{(12)} \\
\mathbf{P}^{(21)} & \mathbf{P}^{(22)}
\end{pmatrix}, \quad \mathbb{D} = \begin{pmatrix}
\mathbb{D}^{(11)} & 0 \\
0 & \mathbb{D}^{(22)}
\end{pmatrix}.
\]

Then, from (4.136) and (4.140), we obtain that fields are
\[
\begin{align*}
\mathbf{E}(z) &= \mathbf{P}(e^{\mathbb{D}z}\mathbf{A} + e^{-\mathbb{D}z}\mathbf{B}) \\
\mathbf{H}(z) &= \mathbf{P}'(e^{\mathbb{D}z}\mathbf{A} - e^{-\mathbb{D}z}\mathbf{B})
\end{align*}
\]
\( \mathbf{A} \) and \( \mathbf{B} \) being arbitrary constant vectors, and where \( \mathbf{P}' = \mathbf{P}^{-1}\mathbb{D} \).

Based on the knowledge of the electric and magnetic fields in the four regions, we can now impose the continuity of the \( x \) and \( y \) components of both fields at the three interfaces \( z = 0, \ z = h \) and \( z = h + \delta \). In the following boundary conditions the values of \( k_x, k_y \) and \( \omega \) are given. Exploiting this fact we use the generic simplified expression \( A_{p,n}(k_n, \omega) \) to refer to the amplitude \( A_p(k_n, \omega) \). Before proceeding in the calculation, we introduce an additional phase factor in the expression of the fields in zones 3 and 4. In particular, in zone 3 we replace \( \exp[ik_z^{(i)}z] \) with \( \exp[i(k_z^{(i)}(z - h)) \), while in zone 4 we replace \( \exp[ik_z^{(i)}z] \) with \( \exp[ik_z^{(i)}(z - h - \delta)] \). These factors make the calculation easier and can be simply recovered at the end.

At the first interface \( z = 0 \) we have for the \( x \) and \( y \) components of the electric field (repeated indices are implicitly summed over)
\[
\begin{pmatrix}
-k_z^{(1)}(I_{1,n} + R_{1,n}) + \frac{e^{ik_z^{(1)}k_z^{(1)}k_z^{(1)}k_z^{(1)}}}{\sqrt{r/R}}(I_{2,n} - R_{2,n}) \\
-k_z^{(1)}(I_{1,n} + R_{1,n}) + \frac{e^{ik_z^{(1)}k_z^{(1)}k_z^{(1)}k_z^{(1)}}}{\sqrt{r/R}}(I_{2,n} - R_{2,n})
\end{pmatrix}
= \begin{pmatrix}
\mathbf{P}^{(11)}(A_{x,n} + B_{x,n}) + \mathbf{P}^{(12)}(A_{y,n} + B_{y,n}) \\
\mathbf{P}^{(21)}(A_{x,n} + B_{x,n}) + \mathbf{P}^{(22)}(A_{y,n} + B_{y,n})
\end{pmatrix},
\]
\( (4.143) \)
while for the magnetic field we get

\[
\begin{align*}
&\left(-\frac{c}{\omega}k_{z,n}^{(1)}(I_{1,n} - R_{1,n}) - \sqrt{\varepsilon^e_{1,n}}k_{z,n}^{(1)}(I_{2,n} + R_{2,n})\right) = \left(\dd{11}{nm}(A_{x,m} - B_{x,m}) + \dd{12}{nm}(A_{y,m} - B_{y,m})\right), \\
&\left(-\frac{c}{\omega}k_{x,n}^{(2)}k_{z,n}^{(1)}(I_{1,n} - R_{1,n}) + \sqrt{\varepsilon^e_{1,n}}k_{x,n}^{(2)}k_{z,n}^{(1)}(I_{2,n} + R_{2,n})\right) = \left(\dd{21}{nm}(A_{x,m} - B_{x,m}) + \dd{22}{nm}(A_{y,m} - B_{y,m})\right).
\end{align*}
\]

(4.144)

The boundary conditions at \(z = h\) give us the following equations for the electric field

\[
\begin{align*}
&\left(-\frac{k_y}{k_n}(C_{1,n} + C'_{1,n}) + \frac{c}{\sqrt{\varepsilon^e_{1,n}}}k_{z,n}^{(3)}(C_{2,n} - C'_{2,n})\right) = \left(\dd{11}{nm}(e^{(11)}_{nm}A_{x,m} + e^{(11)}_{nm}B_{x,m}) + \dd{12}{nm}(e^{(12)}_{nm}A_{y,m} + e^{(12)}_{nm}B_{y,m})\right), \\
&\left(-\frac{k_y}{k_n}(C_{1,n} + C'_{1,n}) + \frac{c}{\sqrt{\varepsilon^e_{1,n}}}k_{z,n}^{(3)}(C_{2,n} - C'_{2,n})\right) = \left(\dd{21}{nm}(e^{(11)}_{nm}A_{x,m} + e^{(11)}_{nm}B_{x,m}) + \dd{22}{nm}(e^{(22)}_{nm}A_{y,m} + e^{(22)}_{nm}B_{y,m})\right).
\end{align*}
\]

(4.145)

and the following ones for the magnetic field

\[
\begin{align*}
&\left(-\frac{c}{\omega}k_{z,n}^{(2)}k_{y,n}^{(2)}(C_{1,n} - C'_{1,n}) - \sqrt{\varepsilon^e_{3,n}}k_{y,n}^{(2)}(C_{2,n} + C'_{2,n})\right) = \left(\dd{11}{nm}(e^{(11)}_{nm}A_{x,m} - e^{(11)}_{nm}B_{x,m}) + \dd{12}{nm}(e^{(12)}_{nm}A_{y,m} - e^{(12)}_{nm}B_{y,m})\right), \\
&\left(-\frac{c}{\omega}k_{z,n}^{(2)}k_{y,n}^{(2)}(C_{1,n} - C'_{1,n}) + \sqrt{\varepsilon^e_{3,n}}k_{y,n}^{(2)}(C_{2,n} + C'_{2,n})\right) = \left(\dd{21}{nm}(e^{(11)}_{nm}A_{x,m} - e^{(11)}_{nm}B_{x,m}) + \dd{22}{nm}(e^{(22)}_{nm}A_{y,m} - e^{(22)}_{nm}B_{y,m})\right).
\end{align*}
\]

(4.146)

Finally, the boundary conditions at \(z = h + \delta\) read

\[
\begin{align*}
&\left(-\frac{k_y}{k_n}(e^{(3)}_{kn}C_{1,n} + e^{-(3)}_{kn}C'_{1,n}) + \frac{c}{\sqrt{\varepsilon^e_{3,n}}}k_{z,n}^{(3)}(e^{(3)}_{kn}C_{2,n} - e^{-(3)}_{kn}C'_{2,n})\right) = \left(\dd{11}{nm}(e^{(11)}_{nm}A_{x,m} + e^{-(1)}_{nm}B_{x,m}) + \dd{12}{nm}(e^{(12)}_{nm}A_{y,m} + e^{-(1)}_{nm}B_{y,m})\right), \\
&\left(-\frac{k_y}{k_n}(e^{(3)}_{kn}C_{1,n} + e^{-(3)}_{kn}C'_{1,n}) - \sqrt{\varepsilon^e_{3,n}}k_{z,n}^{(3)}(e^{(3)}_{kn}C_{2,n} - e^{-(3)}_{kn}C'_{2,n})\right) = \left(\dd{21}{nm}(e^{(11)}_{nm}A_{x,m} + e^{-(1)}_{nm}B_{x,m}) + \dd{22}{nm}(e^{(22)}_{nm}A_{y,m} + e^{-(2)}_{nm}B_{y,m})\right).
\end{align*}
\]

(4.147)

and the ones for the magnetic field are given by

\[
\begin{align*}
&\left(-\frac{c}{\omega}e^{(4)}_{kn}k_{z,n}^{(3)}k_{y,n}^{(3)}C_{1,n} - e^{-(4)}_{kn}k_{z,n}^{(3)}k_{y,n}^{(3)}C'_{1,n} - \sqrt{\varepsilon^e_{3,n}}k_{z,n}^{(3)}k_{y,n}^{(3)}C_{2,n} + e^{-(4)}_{kn}k_{z,n}^{(3)}k_{y,n}^{(3)}C'_{2,n}\right) = \left(\dd{11}{nm}(e^{(3)}_{nm}A_{x,m} + e^{-(3)}_{nm}B_{x,m}) + \dd{12}{nm}(e^{(2)}_{nm}A_{y,m} + e^{-(2)}_{nm}B_{y,m})\right), \\
&\left(-\frac{c}{\omega}e^{(4)}_{kn}k_{z,n}^{(3)}k_{y,n}^{(3)}C_{1,n} - e^{-(4)}_{kn}k_{z,n}^{(3)}k_{y,n}^{(3)}C'_{1,n} + \sqrt{\varepsilon^e_{3,n}}k_{z,n}^{(3)}k_{y,n}^{(3)}C_{2,n} + e^{-(4)}_{kn}k_{z,n}^{(3)}k_{y,n}^{(3)}C'_{2,n}\right) = \left(\dd{21}{nm}(e^{(3)}_{nm}A_{x,m} + e^{-(3)}_{nm}B_{x,m}) + \dd{22}{nm}(e^{(2)}_{nm}A_{y,m} + e^{-(2)}_{nm}B_{y,m})\right).
\end{align*}
\]

(4.148)

In the following, we are going to cast (4.143)-(4.148) under the form

\[
\begin{pmatrix}
\mathbf{R} \\
\mathbf{A}
\end{pmatrix} = \mathbb{S}_1\begin{pmatrix}
\mathbf{I} \\
\mathbf{B}
\end{pmatrix}, \quad \begin{pmatrix}
\mathbf{B} \\
\mathbf{C}
\end{pmatrix} = \mathbb{S}_2\begin{pmatrix}
\mathbf{A} \\
\mathbf{C'}
\end{pmatrix}, \quad \begin{pmatrix}
\mathbf{C'} \\
\mathbf{T}
\end{pmatrix} = \mathbb{S}_3\begin{pmatrix}
\mathbf{C} \\
\mathbf{T'}
\end{pmatrix}. \quad (4.149)
\]

The column vectors \(\mathbf{A}\) and \(\mathbf{B}\) appearing in this equation gather two vectors defined as in equation (4.138). On the contrary, all the six other column vectors gather the two polarizations of the field under the form

\[
\mathbf{V} = ((V_1(z, k_n, \omega))_n, (V_2(z, k_n, \omega))_n)^T. \quad (4.150)
\]
The system of equations (4.149) has to be solved for the unknowns \( R, T, A, B, C, \) and \( C' \). The expression of \( R \) and \( T \) as a function of \( I \) and \( I' \) will provide us the desired reflection and transmission operators. The fact that for \( A \) and \( B \) we solve in cartesian components and not in polarization is not an issue since these appear as mute variables not participating to the scattering operators.

The explicit expression of the \( S \) matrices appearing in (4.149) can be obtained by means of algebraic manipulation of (4.143)-(4.148). The final result is

\[
S_1 = \begin{pmatrix} K'_1 & -P \\ L'_1 & -P' \end{pmatrix}^{-1} \begin{pmatrix} K_1 & P \\ L_1 & -P' \end{pmatrix},
\]

(4.151)

\[
S_2 = \begin{pmatrix} \sigma_h^{(2)} & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} -P & -K_3 \\ P' & -L_3 \end{pmatrix}^{-1} \begin{pmatrix} P & -K_3' \\ P' & -L_3' \end{pmatrix} \begin{pmatrix} \sigma_h^{(2)} & 0 \\ 0 & 1 \end{pmatrix},
\]

(4.152)

\[
S_3 = \begin{pmatrix} \sigma_\delta^{(3)} & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} K'_3 & K_4 \\ L'_3 & L_4 \end{pmatrix}^{-1} \begin{pmatrix} K_3 & K_4' \\ L_3 & L_4' \end{pmatrix} \begin{pmatrix} \sigma_\delta^{(3)} & 0 \\ 0 & 1 \end{pmatrix},
\]

(4.153)

In these expressions we have defined

\[
K'_i = \begin{pmatrix} -A_y & -B_{i,1} \\ A_x & -B_{i,2} \end{pmatrix}, \quad L'_i = \sqrt{\varepsilon_i} \begin{pmatrix} B_{i,1} & -A_y \\ B_{i,2} & A_x \end{pmatrix},
\]

\[
K_i = \begin{pmatrix} -A_y & -B_{i,1} \\ -A_x & -B_{i,2} \end{pmatrix}, \quad L_i = \sqrt{\varepsilon_i} \begin{pmatrix} B_{i,1} & -A_y \\ -B_{i,2} & A_x \end{pmatrix},
\]

(4.154)

where

\[
A_x = \text{diag} \left( \frac{k_{x,n}}{k_n} \right)_n, \quad A_y = \text{diag} \left( \frac{k_{y,n}}{k_n} \right)_n,
\]

\[
B_{x,i} = \frac{c}{\sqrt{\varepsilon_i \omega}} \text{diag} \left( \frac{k_{x,n} k_{z,n(i)}}{k_n} \right)_n,
\]

\[
B_{y,i} = \frac{c}{\sqrt{\varepsilon_i \omega}} \text{diag} \left( \frac{k_{y,n} k_{z,n(i)}}{k_n} \right)_n.
\]

The symbol \( \text{diag}(a_n) \) denotes a \((2M+1)\times(2M+1)\) diagonal matrix having diagonal elements \( a_{-M}, a_{-M+1}, \ldots, a_M \). We have also defined the square matrices of dimension \(2(2M + 1)\)

\[
\sigma_h^{(2)} \equiv \varepsilon_i^{(11)} = \begin{pmatrix} 0 & \varepsilon_i^{(11)} \\ \varepsilon_i^{(12)} & 0 \end{pmatrix},
\]

(4.156)

\[
\sigma_\delta^{(3)} \equiv \text{diag}(\varepsilon_i^{(3)\delta}) \begin{pmatrix} 0 & \varepsilon_i^{(3)\delta} \\ \varepsilon_i^{(3)\delta} & 0 \end{pmatrix} \text{diag}(\varepsilon_i^{(3)\delta}),
\]

(4.157)

Using (4.149) we obtain the final result

\[
\begin{pmatrix} R \\ T \end{pmatrix} = S \begin{pmatrix} I \\ I' \end{pmatrix},
\]

(4.158)
where

\[ S = S_1 \otimes S_2 \otimes S_3, \quad (4.159) \]

having introduced the associative operation \( A = B \otimes C \), which for three square matrices \( A, B \) and \( C \) of dimension \( 4(2M + 1) \) is defined in (4.101) - (4.104), where each matrix have been decomposed in four square blocks of dimension \( 2(2M + 1) \).

Equation (4.158) allows to identify the four blocks of \( S \) as the reflection and transmission operators associated to the two sides of the grating. For example, the block \( S_{11} \) is the coefficient linking the reflected amplitudes \( R \) to the incident ones \( I \): it then coincides with the reflection operator \( R^- \) for a wave impinging on the grating of Figure (4.14) from \( z < 0 \). By analog reasoning, we write the full \( S \) matrix as

\[ S = \begin{pmatrix} R^- & T^- \\ T^+ & R^+ \end{pmatrix}. \quad (4.160) \]

We now need to calculate the reflection and transmission operators associated to the two gratings represented in Figure 4.13. As far as grating 1 is concerned, the problem we need to solve is exactly the one presented in Section 4.2.1, with the appropriate values of the geometrical parameters. Concerning grating 2, we need to take into account the fact that its interface is the plane \( z = d \) and not \( z = 0 \). The modification of the scattering operators with respect to translations has been discussed in [19] (see also Section 4.1). Based on these results, and using the mode expansion used in this work (see Subsection 4.1.2), the \( R^-_2 \) operator of grating 2 can be expressed as a function of the \( \tilde{R}^-_2 \) derived from FMM as

\[ \langle p, k, n, \omega | R^-_2 | p', k', n', \omega' \rangle = \exp[i(kz + k'z')d]|p, k, n, \omega| \tilde{R}^-_2 |p', k', n', \omega' \rangle. \quad (4.161) \]

As we will show later, this operator is the only one associated to grating 2 appearing in the expression of the force for our configuration.

### 4.3.1 Numerical results

We now present a numerical application concerning the force between two different gratings and we show our results [39],[AN5]. Being both gratings infinite in the \( xy \) plane, we actually calculate the pressure acting on any of them, as discussed in the case of two slabs in [19]. In the first configuration we have chosen both gratings to have period \( D = 1 \mu m \), corrugation depth \( h = 1 \mu m \) and filling factor \( f = 0.5 \). As shown in Figure 4.13, the transition points of the two gratings are aligned, i.e. there is no shift along the \( x \) axis. Grating 1 is made of Fused Silica (SiO\(_2\)) and has thickness \( \delta_1 = 10 \mu m \), while grating 2 is made of Silicon and has infinite thickness. In order to take into account this point we have imposed \( \varepsilon_3 = \varepsilon_4 \) in the FMM relative to grating 2 (see Subsection 4.2.1) and removed in (4.37) all the terms proportional to the transmission operators of body 2. Physically, this can be explained by observing that because of the infinite thickness all the radiation coming from the upper
side of body 2 is absorbed and does not reach the cavity between the gratings. Both Silicon and Fused Silica have been described by means of optical data taken from [62].

As anticipated in Subsection 4.2.1, the numerical use of FMM demands to choose a truncation order, problem that will be addressed in this Subsection. We noted before that by choosing a truncation order $M$ in the FMM we obtain as a result reflection operators which are square matrices of dimension $2(2M+1)$, that is two polarizations times $2M+1$ diffraction orders. Their typical structure is thus

$$
\begin{pmatrix}
A_{1,1}[n,n'] & A_{1,2}[n,n'] \\
A_{2,1}[n,n'] & A_{2,2}[n,n']
\end{pmatrix},
$$

(4.162)

where each block $A_{i,j}[n,n']$ is a $(2M+1) \times (2M+1)$ matrix, the indices $n$ and $n'$ running from $-M$ to $M$.

It is worth stressing that, for a given $M$, only the elements closer to the center of each block of the matrix (i.e. close to $n = 0$ for each couple of polarizations) are at convergence. Thus, for a given $m$, we can increase the value of $M$ starting from $M = m$ in order to extract a $2(2m+1) \times 2(2m+1)$ ($m < M$) scattering operator whose elements are at convergence with a given accuracy (in our case of the order of one percent). The operators obtained following this procedure can be used to compute the force using (4.36) and (4.37). Since these equations imply a trace containing also a sum over the diffraction orders $n$, the series has to be replaced with a finite sum from $-\bar{m}$ to $\bar{m}$. The value of $\bar{m}$ has to be found by imposing the convergence of the series at a chosen accuracy. Also in this case, we required an accuracy smaller than one percent.

The calculation of the pressure at a given distance requires the evaluation of the traces (4.36) and (4.37) at several different values of the wave vector $k$ and the frequency $\omega$, in order to reach the convergence on the integral on the three variables. We have observed that a single calculation of the trace requires values of $\bar{m}$ of the order of 2 (with peaks going up to 7) and corresponding values of $M$ of the order of 5 (with peaks around 20). Moreover, we have that the values of $m$ and $M$ depend on the ratio of the distance to the grating period. This is not unexpected and we have, in fact, that when this ratio increase the values of $\bar{m}$ and $M$ decrease since in this case we have that our systems approximate that of two slabs. A single value of the pressure required a computation time of the order of 16 hours on three 3 GHz CPUs.

In the configuration described above, we have calculated the pressure acting on grating 1. To point out the features of our OTE configuration we present in Figure 4.15 the pressure as a function of distance for different sets of the temperatures $(T_1, T_2, T_e)$.

We clearly see that the modification of the three temperatures strongly affects the value of the force. In particular, three of the four curves show a transition from an attractive to a repulsive behavior, not realizable at thermal equilibrium for this configuration. This qualitative difference is a well-known consequence of the absence of thermal equilibrium and it has already been predicted in the case of two parallel slabs [10, 19]. We stress that the transition point between attraction and repulsion is a function of the temperatures. For
the values chosen, it roughly varies from 3 to 5 μm.

To underline even more the richness of our OTE configuration, we focus on the temperatures \((T_1, T_2, T_e) = (200, 400, 10)\) K and compare the pressure to its equivalent at thermal equilibrium at the temperature of body 1, i.e. \(T_1 = 200\) K. This comparison is presented in Figure 4.16. In the same figure we also plot the pressure, both at and out of thermal equilibrium, for filling factors \(f_1 = f_2 = 1\) (corresponding to filled gratings, that is a 11 μm-thick SiO₂ slab at distance \(d\) from an infinite Si slab) and for \(f_1 = f_2 = 0\) (corresponding to empty gratings, that is a 10 μm-thick SiO₂ slab at distance \(d + 2\) μm from an infinite Si slab).

Besides the transition to a repulsive behavior, Figure 4.16 shows that the pressure in presence of a grating always lies between the two results corresponding to filled and empty ones. Finally, a comparison between Figs. 4.15 and 4.16 shows that the asymptotic value of the pressure can be tuned by varying the three temperatures of the system to values comparable to the pressure at thermal equilibrium (apart from the sign) at much smaller distances, of the order of 3 μm.

To conclude this Subection, we compare the Casimir-Lifshitz pressure between the two gratings obtained using FMM to the result coming from the PFA (Proximity Force Approximation), typically used to deal with complex geometries such as sphere-plane and nanostructured surfaces. In the case of two aligned gratings with equal filling factors \(f_1 = f_2 = f\) the pressure in the PFA reduces to the following weighted sum of the pressures of simple slab-slab configurations [48, 45]:

\[
P_{1,PFA}(d) = f P_{1}^{(ss)}(\delta_1, \delta_2, d) + (1 - f) P_{1}^{(ss)}(\delta_1 - h_1, \delta_2 - h_2, d + h_1 + h_2),
\]

(4.163)

where \(P_{1}^{(ss)}(\delta_1, \delta_2, d)\) is the pressure acting on a \(\delta_1\)-thick slab at a distance \(d\) from a \(\delta_2\)-thick
Figure 4.16 – Non-equilibrium (OTE) pressure \([T_1, T_2, T_e] = (200, 400, 10)\) K, solid lines] compared to equilibrium pressure \(T = 200\) K, dashed lines) for two gratings (black squares), and two slab-slab configurations corresponding to filled gratings \(f = 1,\) green circles) and an empty ones \(f = 0,\) red triangles).

Figure 4.17 – Ratio between the exact pressure and the PFA counterpart (see equation (4.163)), for the same distances and choices of temperatures of Figure 4.15.

In Figure 4.17 we plot the ratio between the exact pressure and the PFA results for the four temperature configurations used in Figure 4.15. We observe that PFA provides in our range of distances a description of the pressure with a relative error typically well below 20%. The fact the PFA predicts a change of sign not exactly at the position predicted by the
exact calculation results in the existence of a vertical asymptote of the ratio \( P/P_{\text{PFA}} \), clearly indicated in the blue and orange curves in Figure 4.17.

### 4.3.2 Dependence on geometrical parameters

It is now interesting to understand how a modification of the geometrical parameters of the gratings is able to tune the value of the pressure. To this end we have chosen as a reference the pressure at a distance \( d = 4 \mu\text{m} \) for \((T_1, T_2, T_e) = (200, 400, 10) \text{K} \), for which the pressure is around \( P_0 = -10^{-6} \text{N m}^{-2} \) (see Figure 4.15). Starting from this result, we have modified one by one the values of the filling factor \( f \), period \( D \), corrugation depth \( h \) and calculated the ratio between the modified pressure and the reference \( P_0 \).

The results are shown in Figure 4.18, where the pressure ratio is plotted as a function of the ratio between the modified parameter and the reference ones \((f_0 = 0.5, D_0 = 1 \mu\text{m} \text{ and } h_0 = 1 \mu\text{m})\). First, we observe that geometrical modifications can tune the pressure by a factor going from 0.5 to 1.6. In particular, this range can be fully explored by varying the filling factor between the two extreme values \( f = 0 \) and \( f = 1 \), i.e. between the two limiting slab-slab configurations. Concerning the depth \( h \), its variation also allows a wide variation of the pressure. We remark that for \( h \) going to zero we recover the result corresponding to \( f = 1 \), that is a filled grating. On the contrary, for increasing values of \( h \), we see that we approach to a pressure approximately equal to half the value of the pressure for \( f = 1 \). This can be interpreted by noticing that roughly speaking at some point the corrugation is so deep that only the upper part (half of the total surface, being \( f = 0.5 \)) contributes to the pressure. Differently, the dependence of the pressure on the period \( D \) is less pronounced, and absent within our accuracy in the case of a lateral shift between the gratings, not reported here.
Figure 4.18 – Variation of the pressure between two gratings at \( d = 4 \mu m \) [temperatures \((T_1, T_2, T_e) = (200, 400, 10) K\)] as a function of the geometrical parameters. The reference point (black circle) corresponds to the set of parameters \( f_1 = f_2 = 0.5, h_1 = h_2 = 1 \mu m, \delta_1 = 10 \mu m, \infty, \delta_2, D = 1 \mu m \). The three curves show the variation of pressure when changing one parameter at a time (red diamonds for the filling factor, green triangles for the period, blue squares for the corrugation depth). Axis scales are normalized to reference value \((P_0, f_0 = 0.5, D_0 = 1 \mu m, h_0 = 1 \mu m)\). Note the scale break on the \( x \) axis.

Figure 4.19 – Pressure on grating 1 as a function of distance [temperatures \((T_1, T_2, T_e) = (200, 400, 10) K\)] for three different values of filling factor, all the other geometrical parameters being the reference ones.
As we have shown, the filling factor is a promising tool to tailor the behavior of the pressure. This is further pointed out in Figure 4.19, where the distance-dependent pressure is plotted for three different values of $f$. Whereas the asymptotic value of the pressure is practically the same, we note that for small distances the three curves differ visibly. More interestingly, the attractive-repulsive transition can be tuned approximately from 2.5 to 3.5 $\mu$m by changing $f$ from 0.15 to 0.85.

![Figure 4.20 – Spectral density of the OTE contribution to the force (defined in (4.164)) at $d = 4 \mu$m [temperatures $(T_1, T_2, T_e) = (200, 400, 10)$ K]. The solid black line corresponds to filled gratings ($f = 1$), the dot-dot-dashed red line to empty ones ($f = 0$), the dotted blue line to our reference gratings, having $f = 0.5$. In the other curves we vary the geometrical parameters one by one with respect to our reference case: dot-dashed violet line for $f = 0.75$, short-dashed green line for $D = 4 \mu$m, long-dashed brown line for $h = 2 \mu$m.]

Let us focus now on the spectral properties of the pressure, by analyzing the quantity $\Delta(\omega)$, defined as the spectral component at frequency $\omega$ of the non-equilibrium contribution to the force (4.37), that is

$$\Delta(T_1, T_2, T_e) = \int_0^{+\infty} d\omega \Delta(\omega).$$

(4.164)

Also in this case, we consider our reference point $d = 4 \mu$m and $(T_1, T_2, T_e) = (200, 400, 10)$ and compare its spectral distribution with the two slab-slab cases ($f = 0$ and $f = 1$) as well as with some variations of one of the three parameters discussed above.

The result is shown in Figure 4.20. We see that no striking spectral difference is present between the configurations compared. Roughly speaking, no new modes (such as the spoof plasmons observed in metal gratings [63, 64]) are observed in the spectral region of interest, that is up to $\omega$ of the order of $3 \times 10^{14}$ rad s$^{-1}$. The spectral properties for any considered value of the geometrical parameters show small differences with respect to the ones of the two slab-slab configurations.
4.3.3 Modulation of the attractive-repulsive transition

As we have seen in Subsection 4.3.2, the filling factor is a promising tool to shift the distance at which the transition between attraction and repulsion takes place. Nevertheless, from an experimental point of view it is more interesting to understand how this transition can be affected by tuning parameters which can be varied during an experiment, such as the three temperatures. This is discussed in this Subsection, where we first consider the case in which the two gratings have a common temperature \( T_1 = T_2 = T_b \), in general different from the environmental one \( T_e \). For this configuration, we plot in Figure 4.21 the pressure acting on grating 1 in the reference configuration discussed above as a function of \( T_b \) and \( T_e \).

The plot is clearly divided in two regions, corresponding to positive and negative values of the pressure, separated by a solid zero-pressure line. Following this line, we see that repulsion can be obtained only for body temperatures larger than approximately 312 K, and that for larger values of \( T_b \) a larger region of \( T_e \) realizes repulsion. Moreover, we stress the remarkable feature that for values of \( T_b \) close to 312 K the pressure is approximately zero and almost independent on the environmental temperature for \( T_e \) up to approximately 150 K.

In the same spirit of our last analysis we now fix only \( T_1 \) at three different values (200, 300 and 400 K) and let \( T_2 \) and \( T_e \) vary. The pressure as a function of the two temperatures is shown in Figure 4.22. We see a behavior similar to that observed in Figure 4.21, that is the existence of a minimum temperature \( \bar{T}_2 \) below which repulsion is impossible, as well as a region where the pressure is close to zero almost independently of \( T_e \). As manifest from Figure 4.22, the limit temperature \( \bar{T}_2 \) is a decreasing function of \( T_1 \).

![Figure 4.21](image)

Figure 4.21 – Pressure acting on grating 1 for \( d = 4 \mu m \) and \( T_1 = T_2 = T_b \) as a function of \( T_b \) and \( T_e \). The solid line corresponds to zero pressure, while the dashed lines to the other contour lines shown in legend.
Finally, we discuss how the distance $d_0$ at which the attractive-repulsive transition takes place can be tuned by changing the three temperatures. This is shown in Figure 4.23, where we fix $T_1 = T_2 = T_b \in \{200, 300, 400\}$ K and plot $d_0$ as a function of $T_e$. As a general remark, when $T_e$ is smaller than $T_b$ the distance $d_0$ tends to a constant value, which decreases from 5.5 μm to 3 μm for $T_b$ going from 200 to 400 K. Furthermore, when $T_e$ tends to $T_b$, i.e. the system approaches thermal equilibrium, $d_0$ tends to a vertical asymptote, in accordance to the fact that the pressure is always attractive at thermal equilibrium.

4.3.4 Concluding remarks

We calculated the Casimir-Lifshitz pressure out of thermal equilibrium acting on a 1D dielectric lamellar grating in front of another (in general different) dielectric grating. To
this aim, we implemented the Fourier Modal Method in order to derive the scattering operators associated to each individual grating. Using the general formalism for Casimir-Lifshitz force based on scattering matrices, we calculated the pressure acting on a finite Fused Silica grating in presence of an infinite Silicon grating, and also compared our results to those obtained using the Proximity Force Approximation.

We showed that the combination of geometrical structuring of the surface and absence of thermal equilibrium offers an extremely rich domain of variation both with respect to thermal equilibrium and with respect to planar slabs out of thermal equilibrium [39],[AN5]. In fact, as in the case of two slabs, non-equilibrium is able to produce a repulsive pressure, whose intensity can be tuned by varying the temperatures. In addition, the several geometrical parameters associated to each grating add more tools to tune the pressure. We also pointed out the presence of regimes in which the pressure is close to zero and almost independent of the environmental temperature. Remarkably, the variations of all the parameters strongly affect the distance at which the transition between attractive and repulsive pressure occurs, allowing to obtain transition distances as low as $2.5 \mu m$. This feature is indeed promising for the experimental observation of a repulsive force. Moreover, our results can be relevant in the context of force manipulations on micro-mechanical systems [51]. Finally, an extension of this study to three-body configurations is also promising toward the manipulation of heat transfer [65, 28].
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Conclusions

Casimir forces are one of the most startling consequences of the existence of vacuum fluctuations and of the quantum nature of the electromagnetic field. They are quantum interactions of electromagnetic origin between neutral microscopic or macroscopic objects in the vacuum and are the main topic of this thesis. These interactions, although they are weak, are measurable and have been observed in many different configurations. It is well known that they are strongly related to the geometry of the system, to the boundary conditions and magnetodielectric properties of the objects involved, and to the temperature of the system. We have been inspired by these remarkable features of Casimir forces for the research project summarized in this thesis. In particular, the theoretical effects occurring when out of equilibrium conditions are considered, and the possibility to tune and control the force in specific systems, have led our research to study the following new configurations: atoms uniformly accelerated, atoms in front of an oscillating mirror, dielectric gratings out of thermal equilibrium. These are the main original problems studied during the PhD. We now summarize the original results obtained.

The first part of our research concerned with the Casimir-Polder interaction between atoms uniformly accelerating. This system is in an out of dynamical equilibrium, due to the uniform accelerated motion of the atoms. In a first work we studied the problem with the help of an heuristic semiclassical model, based on the spatial correlations of vacuum fluctuations, already used in the literature to describe the Casimir-Polder forces in the static case. We showed significant qualitative modifications of these interactions due to the acceleration, and in particular we stressed that their distance dependence is modified both in the near and in the far zone (respectively, new terms as $R^{-5}$ and $R^{-6}$ appear). For this physical system it is also important to consider the connection with the Unruh effect. In fact, the qualitative change of the Casimir-Polder interaction suggests a new possibility to detect the Unruh effect indirectly, measuring the modifications of the Casimir-Polder force induced by the accelerated motion of the atoms. Moreover, we have found a temporal dependence of the force for the system considered. This adds a further possibility to detect the Unruh effect through the Casimir-Polder interaction, without the extremely large accelerations necessary for other radiative processes such as the Lamb shift (it allows to decrease the acceleration by increasing the observation time). We have also investigated the same problem with a more rigorous approach, extending a known general statistical procedure to separate the contributions from vacuum fluctuations and radiation reaction. Using this approach we again found a significant change of the scalar Casimir-Polder force induced by acceleration.
In addition to the previous case, we showed a novel transition in the distance-dependence of the force. We noticed that this new transition occurs at a characteristic length scale, where there is a breakdown of the local inertial frame approximation. For distances larger than this characteristic length scale, the non-inertial character of relativistic acceleration must be taken into account. We have then considered the Casimir-Polder resonant force between accelerated atoms, when the two atoms, one in the ground state and the other in an excited state, are prepared in a correlated state. We have considered both cases of interaction with a scalar and an electromagnetic field. Also in this case, we found a qualitative modification of the distance-dependence of the interaction compared to the case of inertial atoms, and we have discussed the close connection of our results with the Unruh effect.

In the second part of our work, we considered the Casimir-Polder interaction between a Rydberg atom and an oscillating effective mirror (dynamical mirror). We showed that this optomechanical coupling may produce a new near-field resonant atomic excitation. We have found that the excitation probability, consistently with our approximation, can be of the order of 20 per cent using physical parameters currently achievable in the laboratory. To detect this new effect, we also proposed an experimental configuration composed of a cold Rydberg atoms gas trapped at a distance of about $2 \times 10^5 \mu m$ from a dynamical mirror. The latter is made of a semiconductor layer whose dielectric constant is periodically driven by an external laser pulse train. Since the system we studied is related to the dynamical Casimir effect, we also compared the atom-excitation probability due to our near-field effect to that related to the dynamical Casimir effect. We found that our near-field excitation process is much more effective than the atomic excitation due to the absorption of the photons emitted by dynamical Casimir effect. We finally stressed how our dynamical effect can be used to realize an effective optomechanical coupling between a macroscopic body and an elementary quantum system and how the quantum fluctuations may change the internal state of this kind of system.

Finally, in the third part of our research, we studied and analyzed in detail a system in an out of thermal equilibrium condition. The system is composed of two 1D lamellar dielectric gratings. In order to study such a system, we used a general formalism for the Casimir-Lifshitz force based on scattering matrices. The necessary scattering operators of the lamellar gratings were deduced with the implementation of the Fourier Modal Method (FMM). We then numerically evaluated the Casimir-Lifshitz pressure acting on a finite Fused Silica grating in the presence of an infinite Silicon grating when the temperature of the bodies and of the environment were in general different. We stressed the possibility to observe a repulsive force and we showed that, for the system we studied, the combination of geometrical structuring of the gratings surface and the temperatures involved in the system give the possibility to tune and control the force. For example, we showed that the distance between the gratings at which the transition between attractive and repulsive pressure occurs can be easily controlled. In our system the minimum transition distance is around $2.5 \mu m$, a value smaller than the transition distances of the analogous case of two slabs. This feature makes the system we studied promising for the detection of the repulsive Casimir-Lifshitz force.
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Appendix A

Linear susceptibility

In this Appendix we give the expression of the linear susceptibility of the electromagnetic field in the proper reference frame. It can be obtained from the correlation function (2.161). We have

\[ \chi_{F}^{\ell m}(x_A(\tau), x_B(\tau')) = \frac{i}{\hbar}\langle 0| [E_{\ell}(x_A(\tau)), E_{m}(x_B(\tau'))]|0 \rangle \]

(A.0.1)

\[ = \frac{ia^4}{2\pi c^7} \left\{ \left[ \delta_{\ell m} - \frac{za}{4c^2}n_{i}k_{m} \right] \sinh^2 \frac{a(\tau - \tau')}{2c} + \left( \frac{za}{2c^2} \right)^2 [\delta_{\ell m} - 2n_{i}n_{m}] \right\} \]

\[ \times \left[ 1 + 2(\delta_{\ell m} - k_{i}k_{m}) \sinh^2 \frac{a(\tau - \tau')}{2c} \right] \]

\[ \times \left\{ \frac{1}{\left[ \sinh^2 \frac{a(\tau - \tau' - i\epsilon)}{2c} \right]^3} - \frac{1}{\left[ \sinh^2 \frac{a(\tau - \tau' + i\epsilon)}{2c} \right]^3} \right\} \]  

(A.0.2)

For our purposes, it is more convenient to express Equation (A.0.2) as integrals over frequencies. Using the same procedure as in the reference [39] of Chapter 2, after some calculation, we obtain

\[ \chi_{F}^{\ell m}(x_A(\tau), x_B(\tau')) = \frac{ia^4}{\pi c^7} \frac{1}{\sqrt{N(z, a)}} F(T, u) \left\{ M_{\ell m} \left[ c_{1}(z, a) \frac{d^2}{dT^2} + c_{2}(z, a) \frac{d}{dT} + c_{3}(z, a) \right] \right\} \]

\[ + Q_{\ell m} \left[ c_{4}(z, a) \frac{d}{dT} + c_{5}(z, a) \right] \]

(A.0.3)

where we introduced the tensors

\[ M_{\ell m} = 2(\delta_{\ell m} - n_{i}n_{m}) - \frac{za}{2c^2}n_{i}k_{m} + \frac{za^2}{2c^4}(\delta_{\ell m} - n_{i}n_{m})(\delta_{\ell m} - k_{i}k_{m}) \]  

(A.0.4)

\[ Q_{\ell m} = -2(\delta_{\ell m} - 3n_{i}n_{m}) - \frac{za}{2c^2}n_{i}k_{m} + \frac{za^2}{2c^4}(\delta_{\ell m} - n_{i}n_{m})(\delta_{\ell m} - k_{i}k_{m}) \]  

(A.0.5)

taking into account the dependence of the anti-symmetric correlation function on the spatial directions, and

\[ F(T, u) = \int_{0}^{\infty} d\omega \sin(\omega T)(e^{i\omega u} - e^{-i\omega u}), \quad u = \tau - \tau', \quad T = \frac{2c}{a} \sinh^{-1} \left( \frac{za}{2c^2} \right) \]  

(A.0.6)
Also, we defined the coefficients \( c_i(z, a) \) \( (i = 1, \ldots, 5) \)

\[
\begin{align*}
  c_1(z, a) & = \frac{e^5}{Nz^2a^4} \\
  c_2(z, a) & = -\frac{3c^2}{4N^{3/2}a^2} \\
  c_3(z, a) & = -\frac{c^3}{4N^2z^2a^2} \left(1 - \frac{a^2z^2}{2c^4}\right) \\
  c_4(z, a) & = \frac{c^6}{N^{1/2}z^2a^4} \\
  c_5(z, a) & = -\left(\frac{c^3}{za}\right)^2 \left(\frac{c^3}{za^2} + \frac{z}{4Nc}\right)
\end{align*}
\]

(for simplicity, we have omitted in \( N \) the explicit dependence on \( z \) and \( a \)). Equation (A.0.3) shows that the symmetric correlation function of the electromagnetic field depends on the atomic acceleration, through the presence of the coefficients \( c_i \) and the factor \( N \). In particular, these quantities depend on the interatomic distance and are responsible of the qualitative change of the resonant interaction energy, due to the atomic acceleration, as we have discussed in Section 2.6.2.

We now evaluate the resonance interaction between the two accelerated atoms. Putting Eqs. (A.0.3) and (2.164) into Equation (2.160), we get

\[
\delta E = \pm \frac{1}{4} \mu_A^A \mu_m^B \int_{\tau_0}^{\tau} d\tau' X_{lm}(x_A(\tau), x_B(\tau)) \left( e^{i\omega_1(\tau-\tau')} + e^{-i\omega_1(\tau-\tau')} \right)
\]  

(A.0.7)

We now perform integration over time taking the limits \( \tau_0 \to -\infty, \tau \to \infty \); after some algebra, we obtain

\[
\delta E = \pm \frac{1}{2} \mu_A^A \mu_m^B \frac{a^4}{\pi c^3 N^{1/2}} \left\{ M_{lm} \left[ c_1(z, a) \frac{d^2}{dT^2} + c_2(z, a) \frac{d}{dT} + c_3(z, a) \right] \right. \\
+ \left. Q_{lm} \left[ c_4(z, a) \frac{d}{dT} + c_5(z, a) \right] \right\} \\
\times \int_0^{\infty} d\omega \sin(\omega T) \left( \frac{1}{\omega + \omega_0} + \frac{1}{\omega - \omega_0} \right)
\]  

(A.0.8)

The integral above can be easily evaluated and after some algebraic manipulations the resonance interaction assumes the form given in Equation (2.165)

\[
\delta E = \pm (\mu_A^A \mu_m^B) \left( V_{lm}(\omega_0, z, a) + \left( \frac{2a}{N(z, a) 2c^2} \right)^2 U_{lm}(\omega_0, z, a) \right)
\]  

(A.0.9)
where we introduced the tensor potentials

\[
V_{\ell m} = \frac{1}{N^{1/2}} \frac{1}{z^3} \left\{ (\delta_{\ell m} - 3n_l n_m) \left[ \cos(\omega_0 T) + \frac{1}{N^{1/2}} \frac{z \omega_0}{c} \sin(\omega_0 T) \right] - (\delta_{\ell m} - n_l n_m) \frac{1}{N^{1/2}} \frac{z^2 \omega_0^2}{c^2} \cos(\omega_0 T) \right\} \tag{A.0.10}
\]

\[
U_{\ell m} = \frac{1}{N^{1/2}} \frac{1}{z^3} \left\{ (\delta_{\ell m} - 3n_l n_m) \left[ 1 - \frac{1}{N^{1/2}} \left( 1 - \frac{z^2 a^2}{2c^4} \right) \right] \cos(\omega_0 T) - \frac{3}{N} (\delta_{\ell m} - n_l n_m) \frac{\omega_0 z}{c} \sin(\omega_0 T) \right\} \tag{A.0.11}
\]
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