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Abstract

Complex networked systems are a modern reference framework through which very different systems from far disciplines, such as biology, computer science, physics, social science, and engineering, can be described. They arise in the great majority of modern technological applications. Examples of real complex networked systems include embedded systems, biological networks, large-scale systems such as power generation grids, transportation networks, water distribution systems, and social network. In the recent years, scientists and engineers have developed a variety of techniques, approaches, and models to better understand and predict the behaviour of these systems, even though several research and industrial challenges are still open.

This thesis addresses the study of different properties of complex networked systems and their applications. The main contribution of the work can be considered as three-fold: the study of interaction among agents and the relative data clustering in small groups, the analysis of convergence conditions towards a common or multiple agreements, and the investigation of security aspects concerning the detection of perturbations that can propagate across network components and subnetworks. Firstly, a novel approach to solve data clustering problems within wireless sensor networks is proposed, including additional constraints on the distance among cluster centroids. A key feature of the presented algorithm is its ability to partition the original raw dataset into a suboptimal set of clusters, without the requirement of a priori specification of the desired cluster number. Secondly, after introducing a mathematical framework describing the dynamic model of a
complex network, a set of centralised and distributed conditions are determined, allowing the detection of the connectedness of the network’s underlying topological structure, its convergence to a steady state, and even to an agreement. To this purpose, the so-called Hegselmann-Krause opinion dynamics model is adopted, which describes the way agents of a community dynamically influence with each other. Thirdly, the problem of optimal sensor location within a class of networked systems, which requires the detection of unknown input disturbance, is addressed. To this aim, a measure simultaneously based on the properties of controllability and observability of the network is used, which allows different sensor locations to be evaluated with respect to the location of the signal to be detected. These results inform the design of robust networks, and they suggest that sensor location methods based on the network topology alone may lead to poor detection performance.
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Chapter 1

Introduction

Nowadays, the world where we live and operate is networked. We drive to work on a network of roads and fly across a web of cities connected by commercial airlines. We communicate using an increasingly elaborate set of devices ranging from phones, to computers or tablets, all of which are connected through Internet [1]. Our personal choices are often influenced by the opinions of other members belonging to our social community. We shop at stores and dine at restaurants connected through food and goods delivery networks. Our governments are networked as are our financial and societal infrastructures. Everything around us may be considered as a networked system whose complexity increases with the number of components as well as the interactions among them. Complex networked systems can be interpreted as large collections of entities that are interconnected by links, whose structure is irregular, complex and dynamically evolving in time [7]. Such networks arise in many applications involving, e.g., wireless sensor networks, swarms of robots, advanced communication systems, power distribution networks, social and economic networks, smart grids. They have been studied for the purpose of modelling, analysing, and controlling different kinds of real world systems. In this respect, to achieve a correct description of their behaviour, the specification of the dynamics of the individual entities, or agents, acting within the system, must be accompanied by a characterisation
of their interaction, indicating, e.g., how they communicate with each others, namely the graph of their interaction topology.

1.1 Current Research and Challenges

The main goal of modern research on modelling, simulation and analysis of complex networked systems is to develop capabilities for understanding, designing and control of those networked systems [10]. To carry out this, it needs to better understand the structure and the dynamics of the network, predictive modelling and simulation of dynamic networks, and situational awareness and control. Despite the use of different analysis tools, network properties such as connectivity, efficiency, and robustness are critical to both control design and complex-network modelling [13, 19, 96].

Network theory provides tools that characterise the growth and topology of distributed networks in relation to their navigability, congestion, clustering, and robustness to failure [17, 27, 79]. Nevertheless, the need for new paradigms for control design is particularly evident in large-scale interconnected multi-agent systems, where signals need to how quickly and efficiently, but interconnected components may not be able to store and manipulate the complete state of the system. Although complexity barriers render the task of designing controllers for high-dimensional systems impractical, the ability to reason about global network properties based on locally available information enables the design of decentralised control laws.

To this regard, distributed systems and networks have received much attention in the last years because of their flexibility and computational performance. Frequently, the tasks that must be accomplished by a group of autonomous agents requires that they agree on the value of suitable parameters, which can be effectively achieved within the framework of so-called consensus algorithms. Several kinds of these algorithms have been proposed in the literature [55, 80, 102]. A large research effort in this direction is
witnessed by pioneer researchers such as French [32] and DeGroot [38], who proposed first frameworks to model such problems with respect to groups of experts making decisions together. The study of agreement has been further fostered by the work of Olfati-Saber and Murray [71] were distributed procedures are devised to let a set of agents reach a common standpoint by means of only local interaction, without a central authority. Among the proposed approaches, the simplest ones are those based on linear consensus iterations [33, 99] where each node updates its state, at each time instant, according to a weighted combination of its own value and those received from its neighbours. As it is known, the combination weights determine the convergence velocity towards a steady state value.

A further important research direction is the study of opinion dynamics within interacting agent networks, whether consisting of humans, robots or sensors, which has always attracted large part of the scientific community, also for the challenge of capturing the major features of such complex processes. To this respect, the Hegselmann-Krause (HK) opinion dynamics model was first proposed and studied in [41]. Many works have later established properties of the HK model and showed their application [5, 6]. This model is based on the assumption that agents having far different opinions do not communicate, while agents with close enough opinions that is, the difference in opinions is less than an influence parameter \( \varepsilon \) will influence each other [43]. In spite of its simplicity, the HK model displays nontrivial characteristics, since the graph topology underlying the communication among the agents is timevarying and depends on the state in a nonlinear and discontinuous way [4, 14, 16]. There is, however, no guarantee to obtain an agreement, and several clusters of opinions can be obtained, based on the choice of \( \varepsilon \) [40, 85, 101]. Notwithstanding the large research effort focused on taming the complexity of such a model [18, 51, 60, 68], all the inherent features has not been fully understood yet.

Another crucial issue to be addressed for complex networked systems is linked to their security. Networked systems are prone to malicious attacks and faults against individual
nodes and interconnection dynamics [15, 65, 86]. Perturbations propagate across components and subnetworks and may cascade into the failure of all interconnected parts [12]. Reliable operation of network systems relies on the prompt detection and remedy of malfunctions. The ability to detect perturbation in network systems depends on the intrinsic structure of the system, as well as on the location of sensors and monitors [77, 94]. New security approaches for complex networks, improve the design of networks to be more robust against failures or attacks, detecting, i.e., potential catastrophic failure on the power grid and preventing or mitigating its effects, understanding how populations will respond to the availability of new energy sources or changes in energy policy, and detecting subtle vulnerabilities in large software systems to intentional attacks [20, 30, 64].

1.2 Thesis Contributions

The main contribution of each chapter are as follows.

Chapter 2 introduces the general notation that will be adopted in the document. We first recall definitions from algebraic graph theory and notions from network science analysis. We provide mathematical models that are used in the literature, describing the dynamical behaviour of network agents, and the mechanism by which opinions evolve and lead to an agreement or multiple local consensus. We finally present structural properties of networked systems, such as controllability and observability, which will be used to detect external input attacks.

Chapter 3 gives centralised and distributed conditions for the HK model aimed at detecting at time instant $t$ the convergence to a steady state, the connectedness of the underlying topological structure, and the convergence to an agreement at time instant $t + 1$. This is obtained by using an alternative formulation of the HK model, which provides some insights on the complexity of the model. According to these distributed conditions, each agent $i$ is assumed to known, at each time step, not only the opinion of its neighbours $j$,
but also the size of the neighbourhood of the agents \( j \), i.e., the number of agents they are connected to.

**Chapter 4** provides a distributed method to partition a large set of data into clusters, characterised by small in-group and large out-group distances. We assume a wireless sensor network where each sensor is given a set of data, and the objective is to provide a way to group the sensor values in homogeneous clusters based on the type of information. In the previous literature, the desired number of clusters must be specified a priori by the user. In our approach, the clusters are constrained to have centroids with a distance at least \( \varepsilon \) among them, and the number of desired clusters can be unspecified. The inclusion of this type of constraint within the problem formulation allows better clustering performance. However, existing and available algorithms fail to cope with such a constraint. We show how a solution based on the HK model is able to find a sub-optimal admissible solution. Even though the HK model is a centralised algorithm, we provide in this work a distributed implementation, based on a combination of distributed consensus algorithms.

**Chapter 5** discusses the general problem of network security and proposes an optimal sensor placement method to detect an external attack. We consider both the cases of Toeplitz line networks, where edge weights are specified by three parameters, and line networks with general weights. As a counterintuitive result we prove that, depending on the edge weights, the sensor should be placed as far as possible in the network from the origin of the signal. On the other hand, in certain regions of the parameters space, the sensor should be co-located with the signal to be detected. Our results suggest that sensor location methods based on the network topology alone may lead to poor detection performance in complex cyber-physical systems, due to the intricate relation between the system dynamics and the underlying network structure. The findings are illustrated on a class of electronic circuits.
Chapter 2

General Notions in Algebraic Graph Theory, Dynamic Models and Properties of Networked Systems

In this chapter we review some basic notions in graph theory and present some dynamical models describing the behaviour of networked systems. We also recall the known structural properties of networked control systems, such as controllability and observability, which are used within the attack detection framework as metrics to solve optimisation problems.

2.1 Preliminaries in Graph Theory

Let $\mathcal{G} = \{\mathcal{V}, \mathcal{E}\}$ be a graph, where $\mathcal{V} = \{v_1, \ldots, v_n\}$ is the set of $n$ vertices and $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$ is the set of links $(v_i, v_j)$, also called edges. A link $(v_i, v_j)$ is called a self-loop if $i = j$. Let us refer to a graph such that all the nodes have a self-loop as a self-loop graph. A graph is said to be undirected if $(v_i, v_j) \in \mathcal{E}$ whenever $(v_j, v_i) \in \mathcal{E}$, and directed otherwise. The in-degree of a node is the number of incoming edges, while the out-degree is the number
of out-going edges; for undirected graphs the in-degree coincides with the out-degree and is referred to as the degree of the node. An undirected graph $\mathcal{G}$ is connected if for any $v_i, v_j \in V$ with $v_i \neq v_j$ there is a path that connects $v_i$ and $v_j$. A graph $\mathcal{G}$ is complete if for any $v_i, v_j \in V$ s.t. $v_i \neq v_j$ the link $(v_i, v_j) \in \mathcal{E}$. A self-loop undirected graph $\mathcal{G}$ has an $m$-path if there is a path connecting $m$ consecutive nodes, each with exactly degree $m$, and such path contains a node that is connected to each others node in the path (see Fig. 2.1). Let a unit segment graph be a graph embedded in $\mathbb{R}$ s.t. a couple of nodes are connected whenever their distance is smaller than a given threshold $\rho$. Note that unit segment graphs are the mono-dimensional analogue of unit disk graphs [3].

![Figure 2.1: Example of two self-loop undirected graphs with $m$-paths: A) graph with a 4-path where each node in grey colour ($V_2, V_3, V_4, V_5$) has got four links with the other nodes, B) graph with five nodes and a 3-path.](image)

As reported in [8], let us give some other graph definitions. A cycle is a closed path in which all nodes and all edges are distinct. With the term neighbours it is indicated the nearest of a node $i$, and they are the nodes to which it is connected directly by an edge, so the number of nearest neighbours of the node is equal to the node degree. A node is said to be reachable from another node if there exists a path connecting the two nodes, even if it goes through multiple nodes in between. The shortest path length is defined as the length of the shortest path going from nodes $i$ to $j$. The diameter of network is defined as the maximum shortest path length in the network. That is, the diameter is the longest
of all shortest paths among all possible node pairs in a graph. The size of a network is the average shortest path length defined as the average value over all the possible pairs of nodes in the network. The density of a graph is defined as the ratio of the number of edges in the graph to the square of the total number of nodes.

In the following, matrices are represented by uppercase literals (e.g., $\Gamma$) while their coefficients are represented by lower case literals (e.g., $\gamma_{ij}$). A $n \times n$ matrix $\Gamma$ and a graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$ with $n$ nodes are associated if the coefficient $\gamma_{ij} > 0$ whenever $(v_i, v_j) \in \mathcal{E}$, and $\gamma_{ij} = 0$ otherwise. A matrix $\Gamma$ whose rows sum all to one is said to be row stochastic, while it is said to be column stochastic when all the columns sum to one. If $\Gamma$ is both row stochastic and column stochastic then it is called double stochastic.

### 2.2 Network Graph Topologies

In this section we report the main network topologies arising in many context of real applications. Generally, in communication networks and computer science [50, 81], a physical topology is a schematic description of the network layout, which includes nodes (vertices) and edges lines (links). With reference to Fig. 2.2, the most widespread topologies are the following:

![Different topologies of communication networks](image)

Figure 2.2: Different topologies of communication networks
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- In the line network topology, the nodes are arranged in series each of which is linked to the predecessor and the followers, except for the first and the last node of the line.

- In the ring network topology, the nodes are connected in a closed loop configuration. Adjacent pairs of nodes are directly connected, the data flow passing through one or more intermediate nodes.

- In the star network topology, there is a central node to which all nodes are directly connected. Every node is indirectly connected to every other through the central node.

- In the bus network topology, every node is connected to a main cable called the bus. Therefore, in effect, each node is directly connected to every other node in the network.

- The tree network topology uses two or more star networks connected together. The central node of the star networks are connected to a main bus. Thus, a tree network is a bus network of star networks.

- In the mesh network topology the nodes are connected among them according to an undefined rule. In this case, different paths of graph can be determined.

- In the fully connected network topology each node is connected directly to each of the others.

2.3 Consensus in Multi-Agent Systems

Consensus issues in multi-agent systems have attracted a lot of interest in the last years [54, 80]. In such multi-agent systems, starting from some initial value, the agents communicate with each other, and tend to modify their values so that the difference with
their neighbours decrease. These communications often take the form of agents averaging other agents values to update theirs. Such a system may reach or converge to consensus, that is, a situation where all agents hold the same value. The nature of the values on which consensus is sought, the way averages are performed and the communications that take place are part of each particular system definition. Many properties of these systems depend on their communication topology, which is usually represented by a sequence of graphs. The term consensus is usually indicated to describe the diffusion process taking place on the network that leads to the harmonization of the node initial conditions with their asymptotic evolutions converging onto a common equilibrium [22].

2.3.1 Consensus model for continuous-time systems

The interaction topology of a network of agents is represented using a directed graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ with the set of nodes $\mathcal{V} = \{1, 2, \ldots, n\}$ and edges $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$. $\mathcal{G}$ is a graph with a non negative adjacency matrix $A = [a_{ij}]$ that specifies the interconnection topology of a network of dynamic systems, sensors, or agents [72]. The neighbours of agent $i$ are denoted by the set $\mathcal{N}_i = \{j \in \mathcal{V} : (i, j) \in \mathcal{E}\}$. A simple consensus algorithm to reach an agreement can be expressed in the form of a linear system:

$$
\dot{x}_i(t) = \sum_{j \in \mathcal{N}_i} a_{ij} (x_j(t) - x_i(t)), \quad x(0) = c \in \mathbb{R}^n.
$$

(2.1)

Given a connected network $\mathcal{G}$, all the solutions of system (2.1) converge to an aligned state $x^* = (\mu, \mu, \ldots, \mu)^T$ with identical elements equal to $\mu = x(0) = \frac{1}{n} \sum_i c_i$. In a more compact form, system (1) can be expressed as

$$
\dot{x} = -Lx
$$

(2.2)
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where $L$ is the Laplacian Matrix of graph $\mathcal{G}$, defined as follows

$$L = \Delta - A,$$

(2.3)

where $\Delta = \text{diag}(A \cdot 1)$ is the degree matrix of $G$ with diagonal elements $d_i = \sum_j a_{ij}$. The vector $1 = (1, 1, \ldots, 1)^T \in \mathbb{R}^n$ denotes the vector of ones that is always a right eigenvector of $L$ corresponding to $\lambda_1 = 0$. Instead, the second smallest eigenvalue $\lambda_2$ of $L$ determines the speed of convergence of the algorithm.

2.3.2 Consensus algorithm for discrete-time systems

In this section we review the consensus algorithm for discrete-time systems, with a briefly focus on the: $\chi$-consensus, max-consensus, and average-consensus problem.

In multi–agent systems each agent updates his current state based upon the information received from other agents. In the study of this system, the communication topology of information flow can be well represented by a weighted directed graph $\mathcal{G}(A)$ [98]. If agent $i$ can receive information from agent $j$, then there exists an edge from vertex $i$ to vertex $j$. Therefore, the neighbours of agent $i$ just correspond to the set of neighbours $\mathcal{N}(v_i)$. Let $x_i(0) \in \mathbb{R}$ denote the value of vertex $v_i$ (of agent $i$). Suppose every node $i$ of $\mathcal{G}(A)$ at each iteration $t$, updates its own state as

$$x_i(t + 1) = A x(t)$$

(2.4)

where $A \in \mathbb{R}^{n \times n}$ and $x = (x_1, x_2, \ldots, x_n)^T$, which is a discrete-time system. We say that the vertices $v_i$ and $v_j$ agree if and only if $x_i = x_j$, thus the vertices of $\mathcal{G}(A)$ have reach a consensus if and only if $x_i = x_j$ for all $i, j \in n$. 12
Eq.(2.4) can be expressed also as:

\[ x_i(t+1) = \mathcal{U}_i(\{x_j(t) : v_j \in \mathcal{N}^i_{in} \cup \{i\}\}) \quad (2.5) \]

where \( \mathcal{U}_i \) is a function of the current state of the node \( v_i \) and its in-neighbourhood. Let \( \chi(x_1(0), \ldots, x_n(0)) \in \mathbb{R} \) be any function of the initial conditions of all the nodes the \( \chi \)-consensus problem consists in finding a function \( \mathcal{U}_i(\cdot) \), such that:

\[ \lim_{t \to \infty} x_i(t) = \chi(x_1(0), \ldots, x_n(0)) \quad \forall i = 1, \ldots, n. \]

Let us now discuss the max-consensus problem, where the nodes are required to converge to the maximum of the initial conditions, i.e., \( \chi(\cdot) \) is the maximum of its arguments.

### 2.3.3 Max-consensus

Assuming the graph is connected and undirected, the problem is known to have a solution in finite time [71] (and specifically in no more than \( n \) steps) by choosing

\[ \mathcal{U}_i(\cdot) = \max_{h \in \mathcal{N}^i_{in} \cup \{i\}} x_h(t). \quad (2.6) \]

In the following we will denote by

\[ \bar{x}_i = \text{max-consensus}_i(x_i(0), x_j(0) \mid j \neq i, \mathcal{G}, t_{max}), \]

the execution of \( t_{max} \) iterations of the max-consensus procedure by the \( i \)-th agent in a network \( \mathcal{G} \), starting from its own initial condition \( x_i(0) \) and the “unknown” initial conditions of the other agents, while \( \bar{x}_i \) is the state of the \( i \)-th agent at iteration \( t_{max} \). Such a formalism just represents the execution of the max-consensus or min-consensus by the \( i \)-th agent, and we assume that all other agents are executing the same algorithm in
a synchronous manner, each with its own initial condition.

### 2.3.4 Average-consensus

In the *average*-consensus problem the nodes are required to converge to the average of their initial conditions, i.e.,

$$\chi(\cdot) = c^T [x_1(0) \ldots x_n(0)]^T$$

where $c^T = \frac{1}{n}1_n^T$ and $1_n$ is a vector with $n$ components all equal to 1. Let each node choose

$$U_i(\cdot) = w_{ii}x_i(t) + \sum_{j=1}^{n} w_{ij}x_j(t) \quad (2.7)$$

where $w_{ij} = 0$ if $(v_i, v_j) \notin \mathcal{E}$. The update strategy for the entire system can be represented as

$$x(t+1) = Wx(t),$$

where the $n \times n$ matrix $W$ contains the terms $w_{ij}$.

According to [99], this choice of $U_i(\cdot)$ yields an asymptotical solution if and only if:

(I) $W$ has a simple eigenvalue at 1 and all other eigenvalues have magnitude strictly less than 1; (II) the left and right eigenvectors of $W$ corresponding to eigenvalue 1 are $1_n$ and $c^T$, respectively. The above condition implies that, if the underlying graph is undirected, it needs to be connected. A possible choice for $W$, assuming that each node knows $n$ (or an upper bound for $n$), is that each node $i$ chooses independently the terms $w_{ij}$ as

$$w_{ij} = \begin{cases} 
\frac{1}{n}, & \text{if } v_j \in \mathcal{N}_i^m \\
0, & \text{if } v_j \notin \mathcal{N}_i^m \\
1 - \sum_{l \in \mathcal{N}_i^m} w_{il}, & \text{if } i = j
\end{cases}$$
resulting in a matrix $W$ that satisfies the conditions in [99]. Several other choices that yield to asymptotic consensus are possible (e.g., see [80]). As for the complexity, note that at each time step $t$ each agent $i$ calculates the contribution of each neighbour to the next state, hence we have $O(dnt_{\text{max}})$. Notice that, however, the algorithm in its basic setting has asymptotic convergence, hence typically $t_{\text{max}} \gg 1$ in order to obtain a good approximation of the asymptotic result. An alternative is to resort to finite-time average consensus algorithms like the one in [89] but we choose to omit the discussion for the sake of clarity. In the following we will denote by

$$\bar{x}_i = \text{average-consensus}_i(x_i(0), x_j(0) \mid j \neq i, G, t_{\text{max}}),$$

the execution of $t_{\text{max}}$ iterations of the average-consensus procedure by the $i$-th agent in a network $G$, starting from its own initial condition $x_i(0)$ and the “unknown” initial conditions of the other agents, while $\bar{x}_i$ is the state of the $i$-th agent at iteration $t_{\text{max}}$. Again, such a formalism just represents the execution of the max-consensus or min-consensus by the $i$-th agent, and we assume that all other agents are executing the same algorithm in a synchronous manner, each with its own initial condition.

### 2.3.5 Network size calculation

Combining the max-consensus and the average consensus algorithms, it is possible to calculate the number of agents $n$ in the network in a distributed way [84].

Specifically, suppose a leader is elected via max-consensus over $G$ (e.g., the nodes each have a unique identifier and the node with maximum identifier is elected as leader via max-consensus). Now, let the nodes execute an average consensus algorithm with $\bar{x}_i(0) = 1$ if node $v_i$ is the leader and $\bar{x}_i(0) = 0$ otherwise: the average-consensus yields

$$\lim_{t \to \infty} \bar{x}_i(t) = \frac{1}{n}$$
hence \( n \) can be calculated in a distributed way.

### 2.4 The Hegselmann-Krause Opinion Dynamics Model

The Hegselmann and Krause opinion dynamic model was designed to analyse the evolution and diffusion of opinions in a population of human beings [41]. The model represents social influence mechanisms in several contexts, such as political voting, commercial preferences, and social networks [61]. The main feature of this model is that agents with different opinions do not influence each other, while agents interact, influencing each other, if the opinions are close enough [42]. Let us consider a system composed of \( n \) agents, each characterized by an initial opinion \( x_i(0) \) expressed by a real number. It is assumed that the process of opinion formation is discrete time \( T = \{0, 1, 2 \ldots \} \). Let \( x_i(t) \in \mathbb{R} \) be the opinion of the \( i \)-th agent at time instant \( t \), the vector \( x(t) = [x_1(t), \ldots, x_n(t)]^T \) in \( n \) dimensional space represents the opinion profile at the fixed time instant \( t \). The \( i \)-th agent is influenced by opinions that differ from its own one no more than an influence parameter \( \varepsilon \geq 0 \). Fixing an agent \( i \) at generic time \( t \), it can be define the set of neighbours of \( i \), depending on \( x(t) \) and \( \varepsilon \), as:

\[
\mathcal{N}_i(x(t), \varepsilon) = \{ j \in \{1, \ldots, n\} : |x_i(t) - x_j(t)| \leq \varepsilon \} \tag{2.8}
\]

The set \( \mathcal{N}_i(x(t), \varepsilon) \) is always non-empty since it always contains the \( i \)-th agent itself. Indeed, in the HK model each agent takes into account also its current opinion to form a new one. The opinion of the \( i \)-th agent at time instant \( t + 1 \) is given by the average of the opinions of its neighbours, according to the iterative rule:

\[
x_i(t + 1) = \frac{1}{\#(\mathcal{N}_i(x(t), \varepsilon))} \sum_{j \in \mathcal{N}_i(x(t), \varepsilon)} x_j(t) \tag{2.9}
\]
where \( \#(\mathcal{N}_i(x(t), \varepsilon)) \) is the cardinality of \( \mathcal{N}_i(x(t), \varepsilon) \). The model (2) can be rewritten in compact form, as:

\[
x(t + 1) = A(x(t), \varepsilon) x(t), \quad x(0) = x_0
\]

where \( A(x(t), \varepsilon) \) is a state-dependent \( n \times n \) dynamic matrix whose entries are in the form:

\[
a_{ij}(x(t), \varepsilon) = \begin{cases} 
\frac{1}{\#(\mathcal{N}_i(x(t), \varepsilon))} & \text{if } j \in \mathcal{N}_i(x(t), \varepsilon) \\
0 & \text{otherwise}
\end{cases}
\]

(2.11)

\( A(x(t), \varepsilon) \) is a row stochastic matrix, that is, all elements of each rows sum to one. The entries of \( A(x(t), \varepsilon) \) are either zero or are in the form \( 1/m \) (for \( m = 1, \ldots, n \)), and all the nonzero elements of a row are equal.

For every time instant \( t \) an undirected self-loop graph \( \mathcal{G}(x(t), \varepsilon) \) can be associated to the matrix \( A(x(t), \varepsilon) \).

In the following, where it is understood, we will refer to \( A(x(t), \varepsilon) \), \( \mathcal{G}(x(t), \varepsilon) \) and \( \mathcal{N}_i(x(t), \varepsilon) \) as \( A(t) \), \( \mathcal{G}(t) \) and \( \mathcal{N}_i(t) \), respectively.

Notice that the discrete model (2.10) has a high degree of discontinuity. As an example, Fig. 2.3 shows how a small variation in the magnitude of \( \varepsilon \), of a quantity equal to \( 10^{-5} \), leads to quite different evolutions for the state of the agents, due to different evolutions of the coefficient \( a_{56}(\cdot) \).

Several works can be found in the literature attempting to characterise the properties of the HK model. Given the complexity of the HK model, most of the recently studies assume simple initial opinion profiles, i.e., the initial condition \( x(0) \) and symmetric or asymmetric confidence intervals. Mainly, within the interval \([0, 1]\) two different classes are considered in the literature [41,68]: the deterministic equidistant profile, where \( x_i(0) = \frac{i-1}{n-1} \), and the random profile where opinions are uniformly distributed.

Fig. 2.4 shows an example of result of the HK model with \( n = 100 \) agents and initial
Figure 2.3: Example of completely different evolutions of the HK model for two extremely close values of $\epsilon$ (for $n = 10$ agents with deterministic equidistant initial opinion profile in $[0, 1]$ and $\epsilon$ in the two examples that differs of a factor $10^{-5}$).

Figure 2.4: Simulation of HK model for $n = 100$ agents with deterministic equidistant initial opinion profile in $[0, 1]$ and for different values of $\epsilon$.  


opinions equidistantly distributed within $[0, 1]$, plotted for several choices of the parameter $\varepsilon$. It is noteworthy that the number of clusters decreases when $\varepsilon$ grows; for sufficiently large $\varepsilon$, the opinion of all the agents reach an agreement (i.e., a unique shared opinion for all the agents). In [41] it is conjectured that for every $\varepsilon$ there must be a number of agents $n$ s.t. the equidistant profile leads to an agreement, while in [68] it is shown that for any initial opinion profile, there exists a finite time $\bar{t}$ after which the graph $G(t)$ underlying the matrix $A(t)$ remains fixed, i.e., $G(\bar{t}) = G(t)$ for all $t \geq \bar{t}$. In [4] it is proven that, during the evolution of the system, the order of the opinions is preserved, that is $x_i(0) \leq x_j(0) \Rightarrow x_i(t) \leq x_j(t)$ for all $t$. It is also proved that, if the initial opinion profile is sorted in ascending order, then the evolutions of the smallest opinion $x_1(t)$ and of the largest opinion $x_n(t)$ are non-decreasing and non-increasing, respectively. Moreover, if at any step $\bar{t}$ it holds $|x_i(\bar{t}) - x_{i+1}(\bar{t})| > \varepsilon$, this remains true for any $t \geq \bar{t}$, and the system splits into at least two independent subsystems and the graph $G(x(t), \varepsilon)$ has become disconnected. As a consequence, for any time instant $t$, an agreement is possible if and only if

$$\min_{i=1,\ldots,n-1} \{|x_i(t) - x_{i+1}(t)|\} \leq \varepsilon$$

In [4, 26, 59] the convergence of the HK model is investigated. In [4], it is proved that the system converges in finite time to a steady state. More precisely, a steady state is reached if there is a time instant $t^*$ s.t. for all $t \geq t^*$ it holds $x(t) = x(t^*)$. However, the convergence to a single or different clusters is still under investigation. Recently, in [101] for a smoothed HK model, a sufficient condition on the initial states (opinions) s.t. the system will converge to exactly one cluster is presented.
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2.5 Structural Properties of Networked Systems

2.5.1 Network model

The control problem of complex networks consists of the selection of a set of control nodes, and the design of a control law to steer the network to a target state \[75\]. Consider a network represented by a directed graph \( G = (\mathcal{V}, \mathcal{E}) \) in which the set of nodes \( \mathcal{V} = \{1, 2, \ldots, n\} \) while the edges set is \( \mathcal{E} \subseteq \mathcal{V} \times \mathcal{V} \). Let \( A = [a_{ij}] \) be the weighted adjacency matrix associated to the graph \( G \). Assume that \( A \) is diagonalizable, i.e., \( A \) admits a basis of eigenvectors. We associate a real value (state) with each node, collect the nodes states into a vector (network state), and define the map \( x : \mathbb{R} \to \mathbb{R}^n \) to describe the evolution (network dynamics) of the network state over time. We consider the discrete-time, linear, and time invariant network dynamics described by \( \dot{x}(t) = Ax(t) \). Controllability of the network \( G \) refers to the possibility of steering the network state to an arbitrary configuration by means of external controls. We assume that a set \( \mathcal{K} := \{k_1, k_2, \ldots, k_n\} \subseteq \mathcal{V} \) of nodes can be independently controlled and we let \( B_k := \{e_{k_1}, e_{k_2}, \ldots, e_{k_n}\} \) be the input matrix, where denotes the \( i \)–th canonical vector of dimension \( n \). The network with control nodes \( k \) reads as

\[
\dot{x}(t) = Ax(t) + B_k u_k(t)
\]

(2.12)

where is \( u_k : \mathbb{R} \to \mathbb{R}^n \) the control signal injected into the network via nodes \( k \).

2.5.2 Controllability of networked systems

A network is controllable by the set of control nodes \( \mathcal{K} \) if and only if for every state \( x_f(t) \in \mathbb{R}^n \) there exists an input \( u_k \) such that \( x_f(t) = x(t) \) with initial condition \( x(0) = 0 \). Controllability of dynamical systems is a well understood property, and it can be ensured by different structural conditions \[57\]. For instance, let \( C_k \) be the controllability matrix.
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defined as:

\[ C_k := [B_k \ AB_k \ldots A^{n-1}B_k] \]  \hspace{1cm} (2.13)

The network system (2.12) is controllable by the nodes \( k \), if and only if, \( \text{rank } (C_k) = n \).

The above notion of controllability is qualitative, and it does not quantify the difficulty of the control task as measured, for instance, by the control energy needed to reach a desired state. As a matter of fact, many controllable networks require very large control energy to reach certain states. To formalize this discussion, define the controllability Gramian

\[ W_c = \int_0^\infty e^{At} BB^T e^{At} \, dt \]  \hspace{1cm} (2.14)

and it is the solution of Lyapunov equation

\[ -BB^T = A^T W_c + W_c A \]  \hspace{1cm} (2.15)

The controllability Gramian defines an ellipsoid in the state space

\[ \mathcal{E}_c(t) = \{ x \in \mathbb{R}^n | x^T W_c(t)^{-1} x \leq 1 \} \]  \hspace{1cm} (2.16)

that contains the set of states reachable in \( t \) seconds with one unit or less of input energy. The eigenvectors and corresponding eigenvalues of \( W_c \) define the semi-axes and corresponding semi-axis lengths of the ellipsoid. Eigenvectors of \( W_c \) associated small eigenvalues (large eigenvalues of \( W_c^{-1} \) define directions in the state space that are less controllable (require large input energy to reach), and eigenvectors of \( W_c \) associated with large eigenvalues (small eigenvalues of \( W_c^{-1} \) define directions in the state space that are more controllable (require small input energy to reach).

An analysis of the eigenvalues and corresponding eigenvectors of the controllability Gramian reveals which directions the system can be easily steered to, and which are more
energy-demanding. In particular, the direction of the eigenvector corresponding to an eigenvector zero cannot be reached. In other words a controllable system has a positive definite $W_c$ [87]. It can be verified that the controllability Gramian $W_c$ is positive definite if and only if the network is controllable at the time $t$ by the nodes $k$. Different quantitative measures of controllability of dynamical systems have been considered in the last years [23]. In addition to the smallest eigenvalue of the controllability Gramian $\lambda_{\min}(W_c)$, the trace of the inverse of the controllability Gramian $\text{trace}(W_c^{-1})$, and the determinant of the controllability Gramian $\det(W_c)$, have been proposed. It can be shown that, while $\text{trace}(W_c^{-1})$ measures the average control energy over random target states, $\det(W_c)$ is proportional to the volume of the ellipsoid containing the states that can be reached with a unit energy control input. Unlike the controllability metrics $\lambda_{\min}(W_c)$, $\text{trace}(W_c^{-1})$, $\det(W_c)$ the selection of the control nodes to maximize the $\text{trace}(W_c)$ admits a closed-form solution. Unfortunately, the maximization of $\text{trace}(W_c)$ does not automatically ensure controllability and, it often leads to a poor selection of the control nodes with respect to the worst-case control energy to reach a target state.

2.5.3 Observability of networked systems

A quantitative description of a complex networked systems is inherently limited by our ability to estimate the systems internal state from experimentally accessible outputs. A system is called observable if we can reconstruct the systems complete internal state from its outputs [58]. More precisely, the network system (2.12) is observable if the observability matrix $O_k := [C_k^T C_k^T A \ldots C_k^T A_{n-1}]^T$ is full column rank. The observability problem of complex networks consists of selecting a set of sensor nodes, and designing an estimation strategy to reconstruct the network state from measurements collected by the sensor nodes. Equivalently to the controllability case, observability can be analysed by using the
observability Gramian \( W_o \) which is defined as

\[
W_o = \int_0^\infty e^{At} C^T C e^{At} \, dt
\]  

The observability Gramian is symmetric and positive semi–definite and it is also the solution of Lyapunov equation:

\[
-C^T C = A^T W_o + W_o A
\]

The observability Gramian is a measure of the energy visible in the output signal when letting the system freely evolve from the initial state at time zero towards the steady state 0. Similarly to the controllability Gramian, the observability Gramian defines an ellipsoid in the state space

\[
E_o(t) = \{ x \in \mathbb{R}^n | x^T W_o(t)^{-1} x \leq 1 \}
\]

The eigenvectors and eigenvalues of the observability ellipsoid provide information about the relative degree of observability of different directions in state space.

### 2.6 Attack Detection and Optimal Sensor Placement in Networked Systems

Controllability and observability have long been recognized as fundamental structural properties of dynamical systems [69], but have recently seen renewed interest in the context of large, complex networks of dynamical systems [88]. A basic problem is the sensor and actuator placement, namely, selecting a subset from a finite set of possible placements to optimize some real-valued controllability and observability metrics of the network [88]. In this section we model complex networked systems under attack as a time-invariant dynamical network models, in which the dynamics are given by subject to unknown inputs.
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This modelling framework is very general, it includes many of the existing networked systems and describes various attack scenarios of interest [76]. The network’s dynamics is thus described by the following linear time–invariant dynamical system:

\[
\dot{x}(t) = Ax(t) + Bu(t),
\]
\[
y(t) = Cx(t) + Du(t),
\]

(2.20)

where \( x : \mathbb{R} \rightarrow \mathbb{R}^n, y : \mathbb{R} \rightarrow \mathbb{R}^p, A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{p \times n} \) and \( D \in \mathbb{R}^{p \times m} \).

We assume that the vector \( u \) models the attacks on the state \( x \), and the vector \( y \) models sensor measurements. As discussed before in Section 2.5.1, \( A \) is the network matrix, and without affecting generality, a crucial assumption leading to a correct analysis for the system (2.20) is that \( A \) is Hurwitz stable [92], i.e., all its eigenvalues are contained in the open left half of the complex plane \( \text{Re}[\lambda_i] < 0 \). In this description, the states are subjected to attacks through the input matrix \( B \), while the system output is reconstructed by the sensors matrix \( C \), describing where it is best to place available sensors in order to detect possible attacks to the network. Moreover, \( y \) can be influenced by unknown signals \( Du \), modelling disturbances affecting the plant. Besides, reflecting the genuine failure of systems components, these disturbances model the effect of an attack against the networked system. For systems with sensors and measurements, the impact of an attack can be marginalized if one can detect the attack. Sensor and actuator placement problems can be formulated as set function optimization problems.

For a given finite set \( V = \{1, \ldots, n\} \) a set function \( f : \mathcal{P}(V) \rightarrow \mathbb{R} \) assigns a real number to each subset of \( V \). In our setting, the elements of \( V \) represent potential locations for the placement of sensors or actuators in a dynamical system, and the function \( f \) is a metric for how controllable or observable the system is for a given set of placements, which is to
be maximized. We consider set function optimization problems of the form:

\[
\max \quad f(S) \\
\text{subject to } |S| = k, \ S \subseteq V.
\]

The problem is to select a \( k \)-element subset of \( V \) that maximizes \( f \). This is a finite combinatorial optimization problem, so one way to solve it is by brute force: simply enumerate all possible subsets of size \( k \), evaluate \( f \), and pick the best subset. However, we are interested in cases arising from complex networks in which the number of possible subsets is very large. The number of possible subsets grows extremely fast as \( V \) increases, so the brute force approach quickly becomes infeasible as \( V \) becomes large.
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Chapter 3

Distributed Steady-State, Connectedness and Agreement Detection Criteria for the Hegselmann-Krause Model

3.1 Alternative Formulation of the Hegselmann-Krause Model

Let us start this section with an alternative formulation of the HK model presented in Section 2.4, by providing insights on the complexity underlying the model. The update rule of the HK model (2.9) can be rewritten as follows:

\[
x_i(t + 1) = \frac{\sum_{j=1}^{n} \beta_{ij}(x_i(t), x_j(t), \epsilon) x_j(t)}{\sum_{j=1}^{n} \beta_{ij}(x_i(t), x_j(t), \epsilon)}, \quad i = 1, \ldots, n,
\]  

(3.1)
where $\beta_{ij}(x_i(t), x_j(t), \varepsilon) : \mathbb{R}^+ \times \mathbb{R}^+ \times \mathbb{R}^+ \to \mathbb{R}^+$ is a non–negative weighting function, describing the belief of the $i$–th agent about the opinion of the $j$–th agent, depending also on the parameter $\varepsilon$. Such a weighting function depends on the distance between its two input variables, i.e.,

$$\beta_{ij}(x_i(t), x_j(t), \varepsilon) = \beta_{ij}(|x_j(t) - x_i(t)|, \varepsilon).$$

The stack equation (2.10) of the HK model is obtained for

$$\beta_{ij}(|x_i(t) - x_j(t)|, \varepsilon) = \text{sign}(\text{sign}(\varepsilon - |x_i(t) - x_j(t)|) + 1)$$

setting:

$$a_{ij}(x(t), \varepsilon) = \frac{\beta_{ij}(|x_i(t) - x_j(t)|, \varepsilon)}{\sum_{h=1}^{n} \beta_{ih}(|x_i(t) - x_h(t)|, \varepsilon)} \quad (3.2)$$

Figure 3.1: Weighting function $\beta_{ij}(|x_i - x_j|, \varepsilon)$ of the HK model for $\varepsilon = 0.4$.

The above formalization provides some insights on the challenging complexity of the HK model. Indeed, the model is intrinsically discontinuous: the agents cease abruptly to influence each other when the distance among the agent’s opinion becomes larger than $\varepsilon$, as shown in Fig. 3.1. Notice that, while the term $\beta_{ij}(|x_i(t) - x_j(t)|, \varepsilon)$ only depends on the state of agent $i$ and agent $j$, $a_{ij}(x(t), \varepsilon)$ depends on the state of all the agents. In the following, where understood, we will refer to $\beta_{ij}(|x_i(t) - x_j(t)|, \varepsilon)$ as $\beta_{ij}(t)$. 
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3.2 Criteria for Steady State Detection

It has been established in [4] that the HK model converges to a steady state from any initial opinion profile $x(0)$. In this section, we provide conditions, which can be verified in a distributed way, on the state $x(\bar{t})$ of the system at the time $\bar{t}$ ensuring that the system has reached a steady state at time instant $t+1$; such conditions can be used to determine when the HK algorithm can stop.

Let us present the following preliminary result, which it will use as mathematical tool to prove the convergence of the HK model in one step.

Lemma 3.2.1. (Unit segment graph) Let the opinion profile $x(\bar{t})$ of an HK model for a given time instant $\bar{t}$. The graph $G(\bar{t})$ associated to matrix $A(\bar{t})$ is a unit segment graph with $\rho = \varepsilon$.

Proof. Each agent in the HK model has a scalar opinion $x_i(\bar{t})$ hence the graph $G(\bar{t})$ is embedded in a mono-dimensional space. The definition of the neighboured (2.8) implies that $G(\bar{t})$ is a unit segment graph with $\rho = \varepsilon$. \hfill $\square$

Instead, the following theorem gives a necessary and sufficient condition to establish the convergence of the HK model.

Theorem 3.2.1. (Convergence of the HK model) Given the opinion profile $x(\bar{t})$ of a HK dynamic model at a time instant $\bar{t}$, the dynamic model will converge in one step, i.e., $x(\bar{t} + 1)$ is an equilibrium point, if, and only if, the dynamic matrix $A(\bar{t})$ is doubly stochastic.

Proof. Let us first prove that $A(\bar{t})$ is doubly stochastic if, and only if, $A(\bar{t})$ is similar to a block diagonal matrix, with $\kappa \geq 1$ full blocks, i.e., there exists a permutation matrix $P$ s.t.

$$P^{-1} A(\bar{t}) P = \operatorname{diag}(D_1(\bar{t}), \ldots, D_\kappa(\bar{t})), \quad (3.3)$$
where each sub–matrix $D_i(\vec{t})$ is full.

Suppose matrix $A(\vec{t})$ is symmetric and let $P$ be the permutation matrix that sorts the components of $x(\vec{t})$ in ascending order, i.e., $Px(\vec{t}) = z$ s.t. $z_i \leq z_{i+1}$, for all $i = 1, \ldots, n-1$. Let $\zeta_1 = \#(N_1(z(\vec{t}), \varepsilon))$ be the size of the neighboured of the agent represented by the variable $z_1$. Since by Lemma 3.2.1, $G(\vec{t})$ is a unit segment graph, the neighbours of the agent represented by $z_1$ are also neighbours of each other, the subgraph underlying the agent represented by $z_1$ and its neighbours is complete. Matrix $A(\vec{t})$ is symmetric, therefore the first row $\text{row}_1(D(\vec{t}))$ and the first column $\text{col}_1(D(\vec{t}))$ of matrix $D(\vec{t})$ are given by:

$$\text{row}_1(D(\vec{t})) = \text{col}_1(D(\vec{t}))^T = \begin{bmatrix} \frac{1}{\zeta_1} & \cdots & \frac{1}{\zeta_1} & 0 & \cdots & 0 \end{bmatrix}.$$ 

Since the first $\zeta_1$ elements in $\text{col}_1(D(\vec{t}))$ are equal to $\frac{1}{\zeta_1}$, the first $\zeta_1$ agents have exactly $\zeta_1$ neighbours, and thus

$$\text{row}_i(D(\vec{t})) = \text{row}_1(D(\vec{t})), \quad \forall i = 1, \ldots, \zeta_1$$

hence

$$D(\vec{t}) = \text{diag}(D_1(\vec{t}), D^*_1(\vec{t}))$$

where $D_1(\vec{t})$ is a full matrix and $D^*_1(\vec{t})$ is a $(n - \zeta_1) \times (n - \zeta_1)$ matrix. The proof that $D^*_1(\vec{t})$ is a block diagonal matrix with complete blocks can be obtained by applying the above argument to the agent represented by $z_{\zeta_1+1}$, and so on. Let us now prove that if $A(\vec{t})$ is composed of full block diagonals then $A(\vec{t})$ is column stochastic. Since $A(\vec{t})$ is similar to a full block diagonal matrix, all agents associated with the state variables in the same block have the same number of neighbours. Therefore the elements of each block take the same values and, since the rows sum to one, also the columns sum to one. To complete the proof, let us prove that if $A(\vec{t})$ is column stochastic then it is also symmetric. We can equivalently show that, if $A(\vec{t})$ is asymmetric, there is a $j$ for which $\sum_{i=1}^{n} a_{i,j}(\vec{t}) \neq 1$. Let $P$
be the permutation matrix that sorts the state variables in ascending order and let \( \zeta_1 \) be the number of neighbours of agent with smaller opinion. The first row \( \text{row}_1(D(\bar{t})) \) and the first column \( \text{col}_1(D(\bar{t})) \) of matrix \( D(\bar{t}) \) are:

\[
\begin{align*}
\text{row}_1(D(\bar{t})) &= \begin{bmatrix} \frac{1}{\zeta_1} & \ldots & \frac{1}{\zeta_1} & 0 & \ldots & 0 \end{bmatrix}, \\
\text{col}_1(D(\bar{t}))^T &= \begin{bmatrix} \frac{1}{\zeta_1} & q_1 & \ldots & q_{\zeta_1-1} & 0 & \ldots & 0 \end{bmatrix}.
\end{align*}
\]

(3.4)

Since \( A(\bar{t}) \) is asymmetric, \( D(\bar{t}) \) is not a block diagonal matrix with full blocks, hence one of the following holds:

i) \( D(\bar{t}) = \text{diag}(D_1(\bar{t}), D^*_1(\bar{t})) \), where \( D_1(\bar{t}) \) is a complete block and \( D^*_1(\bar{t}) \) is not a diagonal block matrix composed of full blocks;

ii) there is an index \( i \) s.t. \( q_{i-1} \) is different from the value of the \( i \)-th element in the first row. Moreover, since it must hold that \( \frac{1}{\zeta_1} \leq q_i \leq \frac{1}{\zeta_1} \), for \( i = 1, \ldots, \zeta_1 - 1 \), it must also hold that \( q_i < \frac{1}{\zeta_1} \).

Suppose case ii) is verified; the sum of the first column is s.t.

\[
\frac{1}{\zeta_1} + \sum_{i=1}^{\zeta_1-1} q_i \leq \frac{1}{\zeta_1} + \frac{\zeta_1 - 2}{\zeta_1} + q_1^* < \frac{1}{\zeta_1} + \frac{\zeta_1 - 2}{\zeta_1} + \frac{1}{\zeta_1} = 1
\]

hence the statement is proved.

If conversely, case i) is verified, the argument used for case ii) can be applied to the first column of \( D^*_1(\bar{t}) \) and so on, until a non complete block is found s.t. the sum of the first row is less than 1. We are guaranteed to find at least one of such incomplete blocks because \( A(\bar{t}) \) is asymmetric.

The above result shows that, when \( A(\bar{t}) \) is column stochastic, \( G(\bar{t}) \) is either a complete graph or is decomposed in complete subgraphs, hence \( x(\bar{t} + 1) \) is the steady state.
Finally, we need to show that, once the matrix $A(\bar{t})$ has reached the diagonal form in Eq. (3.3), the state of the system will converge to an equilibrium in one step. To prove this, note that, once $A(\bar{t})$ has assumed such a structure, according the HK model, no further links can appear and no existing ones can disappear. Thus it must hold $x_i(\bar{t}^*) = x_i(\bar{t})$, for all $i = 1, \ldots, n$, and for all $\bar{t}^* > t$.

According to the above result, checking for column stochasticity is a stop criterion that can be verified in a centralized way. We now focus on understanding whether the above criterion can be translated into a local criterion, i.e., if the following claim holds true.

**Criterion 3.2.1. (Distributed steady state achievement criterion)** Let the opinion profile $x(\bar{t})$ of a HK model (2.10) for a given time instant $\bar{t} \geq 0$. If the $i$-th column of $A(\bar{t})$ sums to one, then the state $x_i(\bar{t} + 1)$ coincides with the steady state of agent $i$.

Such a criterion is easily checkable in a distributed fashion if each node $i$ provides to his neighbours at each time step $t$ the value of $\#(\mathcal{N}_i(t))$; knowing such values, each node $i$ is able to calculate sum of the entries of the corresponding column of $A(t)$.

There is, unfortunately, a counterexample to the above claim.

![Graph topology relatives of the Counterexample 3.2.1 with five-agents system.](image)

**Counterexample 3.2.1.** Let us consider a five-agent system, represented by the HK model (2.10) for a fixed time instant $\bar{t}$, $\varepsilon = 0.2$ and $x(\bar{t}) = [0.1, 0.3, 0.5, 0.7, 0.9]^T$. The graph $\mathcal{G}(\bar{t})$ underlying the HK model at time instant $\bar{t}$ is given in Fig. 3.2, while the corresponding matrix $A(\bar{t})$ is:
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\[
A(\bar{t}) = \begin{bmatrix}
1/2 & 1/2 & 0 & 0 & 0 \\
1/3 & 1/3 & 1/3 & 0 & 0 \\
0 & 1/3 & 1/3 & 1/3 & 0 \\
0 & 0 & 1/3 & 1/3 & 1/3 \\
0 & 0 & 0 & 1/2 & 1/2 \\
\end{bmatrix}
\]

In this case \( G(\bar{t}) \) has only non complete components, but there is a column (in boldface) whose sum is 1.

As it will be shown in the following, a case similar to the above counterexample can be obtained if several contiguous agents have the same number of neighbours. Let us characterize the above class of counterexamples, and let us show under which hypotheses Criterion 3.2.1 holds.

**Lemma 3.2.2. (Equal column elements value)** suppose the opinion profile \( x(\bar{t}) \) of a HK dynamic model is given at a time instant \( \bar{t} \). A column of \( A(\bar{t}) \) sums to 1 if, and only if, all the nonzero entries of that column have all the same value.

**Proof.** The sufficiency trivially follows by observing that, if all entries of the \( i \)-th column are equal, say, to the value of the entry \( a_{i,i}(\bar{t}) \), they are also equal to the values of the \( i \)-th row, which, by the hypothesis of stochasticity of \( A(\bar{t}) \), also implies that the sum of the entries in the column is one.

To prove the necessity, let us suppose that \( A(\bar{t}) \) is in the form of Eq. (3.3). By absurd assume that the \( i \)-th column of \( A(\bar{t}) \) sums to one, i.e., \( \sum_{j=1}^{n} a_{j,i}(\bar{t}) = 1 \), while its nonzero entries are not equal. We need to show that in this case the number of nonzero entries of column \( i \) is different from the number of nonzero entries of row \( i \), which is absurd because \( G(\bar{t}) \) is symmetric.

Let the \( i \)-th column of \( A(\bar{t}) \) and suppose that it sums to one and that the nonzero entries are not all equal; the \( i \)-th row has exactly \( \frac{1}{a_{i,i}(\bar{t})} \) nonzero elements, all equal to
The $i$-th column does not have all nonzero entries equal to $a_{i,i}(\bar{t})$ for hypothesis, hence there is at least a nonzero element which is not equal to $a_{i,i}(\bar{t})$. Without loss of generality, suppose that the indices of the nonzero elements of column $i$ are $1, \ldots, 1/a_{i,i}(\bar{t})$. The sum of the element of the column is such that

$$\sum_{j=1,j\neq i}^{1/a_{i,i}(\bar{t})} a_{j,i}(\bar{t}) = 1 - a_{i,i}(\bar{t})$$

with the constraint that each $a_{j,i}(\bar{t})$ is positive and rational in the form $1/m$ with at least one $m \neq 1/a_{i,i}(\bar{t})$. It is easy to see that no choice of $a_{j,i}(\bar{t})$ satisfies the above constraints. We can therefore conclude that either the coefficients are all equal or the number of nonzero entries of the $i$-th row and column are different; both cases are absurd.

Let us provide an example explaining Lemma 3.2.2.

**Example 3.2.1.** The following matrix $A(\bar{t})$ has the first column that sums to one, but the nonzero elements are not all equal.

$$A(\bar{t}) = \begin{bmatrix}
\frac{1}{3} & \frac{1}{3} & \frac{1}{3} & 0 & 0 & 0 & 0 & \ldots \\
\frac{1}{3} & \frac{1}{3} & \frac{1}{3} & 0 & 0 & 0 & 0 & \ldots \\
\frac{1}{6} & \frac{1}{6} & \frac{1}{6} & \frac{1}{6} & \frac{1}{6} & \frac{1}{6} & \frac{1}{6} & \ldots \\
\frac{1}{6} & \frac{1}{6} & \frac{1}{6} & \frac{1}{6} & \frac{1}{6} & \frac{1}{6} & \frac{1}{6} & \ldots \\
0 & 0 & 0 & \vdots & \vdots & \vdots & \vdots & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ldots \\
0 & 0 & 0 & \vdots & \vdots & \vdots & \vdots & \ldots 
\end{bmatrix}$$

It is easy to show that matrix $A(\bar{t})$ does not represent a valid HK model: in fact, the first two elements of the 4-th row (in boldface) are positive, while the first two elements of the 4-th column (in boldface) are equal to zero, hence the graph topology underlying the system is not undirected, as required for valid HK models.
Let us state the following Theorem.

**Theorem 3.2.2. (Convergence to a steady state)** Let the opinion profile \( x(\overline{t}) \) of an HK model for a given time instant \( \overline{t} \). Suppose graph \( G(\overline{t}) \) associated to matrix \( A(\overline{t}) \) is decomposed in \( \kappa \geq 1 \) subgraphs, and that an agent \( i \) belongs to a subgraph \( G_j(\overline{t}) \) of \( G(\overline{t}) \) with \( \kappa_j \) nodes. The \( i \)-th column of matrix \( A(t) \) sums to one if and only if either one of the following propositions holds true:

1. \( G_j(\overline{t}) \) is complete;

2. \( G_j(\overline{t}) \) contains a \( m \)-path with \( 2 < m < \kappa_j \).

**Proof.** The proof of necessity is trivial hence we will only prove sufficiency.

Without loss of generality, let us suppose that \( A(\overline{t}) \) is in the form of eq. (3.3). Suppose the \( i \)-th column of matrix \( A(t) \) sums to one but \( G_j(x(\overline{t}),\varepsilon) \) does not contains a \( m \)-path nor \( G_j(x(\overline{t}),\varepsilon) \) is complete. By Lemma 3.2.2, the only way to obtain a column whose elements sum to one is that all the nonzero elements of the column take on the same value \( 1/\alpha \), with \( \alpha \in \mathbb{N} \). Now suppose that the number of such elements is \( m \). The sum of the column is thus \( \frac{m}{\alpha} \) which must equal 1 by hypothesis. Hence, it must be \( m = \alpha \). If the \( m \) entries are consecutive then there exists a path of length \( m \), whose nodes have exactly \( \alpha = m \) neighbours, and such a path has a node connected to each node in the path, that is \( G_j(x(\overline{t}),\varepsilon) \) has a \( m \)-path or is complete.

According to the above result, therefore, there is an intrinsic ambiguity while attempting to evaluate locally the convergence to a steady state by inspecting the column sums, because the criterion provided in Claim 3.2.1 does not hold in the presence of \( m \)-paths.

It is however possible to provide a distributed procedure to detect the convergence to a steady state, which is a corollary of Theorem 3.2.1 and Theorem 3.2.2.
Corollary 3.2.1. (Steady state criterion) Let the opinion profile \( x(\bar{t}) \) of an HK model for a given time instant \( \bar{t} \). The state \( x_i(\bar{t} + 1) \) of an agent \( i \) coincides with its steady state if and only if \( \sum_{n=1}^{n} a_{jh}(\bar{t}) = 1 \) for all \( j \in N_i(\bar{t}) \).

The above corollary can be used to define a distributed check for the convergence to the steady state: as a first step each node \( i \) provides to his neighbours the value of \( \#(N_i(t)) \) of its neighbourhood; then, each node \( i \) calculates the sum of the corresponding column, and provides such value to the neighbours, hence the nodes are able to check whether the column associated to all their neighbours (including themselves) sums to one. Such a two-step procedure can be alternated with the execution of the HK model.

Notice that the previous results provide information on the convergence to a steady state but do not imply the convergence to an agreement or the fact the graph is connected; to this end we provide some conditions in the next Section.

3.3 Connectedness of Graph Network

In this section we provide some centralized and distributed conditions to detect whether the system has reached an agreement, and whether the graph network \( G \) at time instant \( t + 1 \) is connected, given the state \( x(t) \) and \( \varepsilon \). Let us state the following Theorem.

Theorem 3.3.1. (Connectedness of graph) Let the HK model given in eq. (2.10) and let an \((n - 1) \times (n - 1)\) matrix \( \hat{L}^*(t) \) s.t.

\[
\hat{l}_{ij}^*(t) = \sum_{h=1}^{n} \hat{\beta}_{i+1,h}(t) - \hat{\beta}_{1j}(t), \quad i, j = 1, \ldots, n - 1
\]  

(3.5)

where

\[
\hat{\beta}_{ij}(t) = \beta(\sum_{h=1}^{n} (a_{ih}(t) - a_{jh}(t))x_h(t)|, \varepsilon).
\]  

(3.6)
The graph $G(t + 1)$ is connected if, and only if, the matrix $L^*(t)$ is invertible.

**Proof.** Let us consider matrix $L(t) = N(t)(I - A(t))$, where $N(t) = \text{diag}(N_1(t), \ldots, N_n(t))$.

It is easy to verify that it holds

$$l_{ij}(t) = \begin{cases} \sum_{h=1}^{n} \beta_{ih}(t) & \text{if } i = j \\ -\beta_{ij}(t) & \text{if } i \neq j \end{cases} \tag{3.7}$$

therefore $L(t)$ is a Laplacian matrix. Such a matrix has only nonnegative eigenvalues and the multiplicity of the eigenvalue $\lambda_1 = 0$ coincides with the number of connected components of the graph $G(t)$ (see, for instance, [97]). To prove that graph $G(t)$ is connected, we need to show that $L(t)$ has a simple eigenvalue $\lambda_1 = 0$.

To this end, let us consider the following transformation matrix:

$$T = \begin{bmatrix} 1 & 1^T \\ 1_{n-1} & -I_{n-1} \end{bmatrix}$$

where $1_{n-1}$ is a vector with $n - 1$ components, all equal to one and $I_{n-1}$ is the $(n - 1) \times (n - 1)$ identity matrix.

It holds that $L(t)$ has a simple eigenvalue $\lambda_1 = 0$ if and only if $TL(t)T^{-1}$ has a simple eigenvalue $\lambda_1 = 0$.

Since

$$T^{-1} = \begin{bmatrix} \frac{1}{n} & \frac{1}{n}1^T \\ \frac{1}{n}1_{n-1} & \frac{1}{n}1_{n-1}1^T - I_{n-1} \end{bmatrix}$$

it is possible to show, by some algebra, that matrix $TL(t)T^{-1}$ has the following structure
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\[
TL(t)T^{-1} = \begin{bmatrix}
0 & 0^T_{n-1} \\
0_{n-1} & L^*(t)
\end{bmatrix}
\]

where, by some algebra

\[
L^*(t) = \begin{bmatrix}
l_{22}(t) - l_{12}(t) & \cdots & l_{2n}(t) - l_{1n}(t) \\
\vdots & \ddots & \vdots \\
l_{n2}(t) - l_{12}(t) & \cdots & l_{nn}(t) - l_{1n}(t)
\end{bmatrix}.
\]

Matrix \(TL(t)T^{-1}\) is block diagonal with a scalar block equal to 0, hence \(G(t)\) is connected if and only if \(L^*(t)\) has no eigenvalue equal to 0.

Since the elements \(l_{ij}^*(t)\) are given by

\[
l_{ij}^*(t) = \sum_{h=1}^{n} \beta_{i+1,h}(t) - \beta_{ij}(t), \quad i, j = 1, \ldots, n - 1.
\]

we can conclude that \(G(t + 1)\) is connected if and only if \(\hat{L}^*(t)\) is invertible, and the proof is complete. 

\[\square\]
3.4 Agreement Detection Conditions

According to Theorem 3.3.1, we can provide the following agreement condition.

**Corollary 3.4.1. (Agreement condition achievement)** Let the HK model given in eq. (2.10) and suppose \( \mathcal{G}(0) \) is connected. The HK model reaches an agreement if and only if for each time step \( t \) (until the steady state is reached) matrix \( L^*(t) \) is invertible.

Let us first provide a sufficient condition for the convergence to an agreement point:

**Proposition 3.4.1. (Convergence to an agreement point)** Let the HK model given in eq. (2.10) and let

\[
\psi_i(x(t), \varepsilon) = \sum_{j=1}^{n} \hat{\beta}_{i+1,i+1}(t) + \hat{\beta}_{1,i+1}(t) + \sum_{j=2, j \neq i+1}^{n} |\hat{\beta}_{1,j}(t) - \hat{\beta}_{i+1,j}(t)| + |\hat{\beta}_{1,i+1}(t) - \sum_{j=1}^{n} \hat{\beta}_{i+1,i+1}(t)|. \tag{3.8}
\]

where \( i = 1, \ldots, n - 1 \).

If the state \( x(t) \) and \( \varepsilon \) satisfy

\[
\Psi(x(t), \varepsilon) = \min_{i=1,\ldots,n-1} \{\psi_i(x(t), \varepsilon)\} > 0 \tag{3.9}
\]

then \( \mathcal{G}(t + 1) \) is connected.

**Proof.** By Gershgorin Circle’s Theorem [37] the matrix \( L^*(t) \) is invertible if \( c_i - r_i > 0 \) for all \( i = 1, \ldots, n - 1 \), where

\[
c_i := l_{ii}^*(t) = l_{i+1,i+1}(t) - l_{1,i+1}(t)
\]
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and

\[ r_i := \sum_{j=1}^{n-1} |l^*_{ij}| = \sum_{j=2}^{n} |l_{i+1,j}(t) - l_{1j}(t)|. \]

In other words, \( \hat{L}^*(t) \) is invertible if

\[ l_{i+1,i+1}(t) - l_{1,i+1}(t) - \sum_{j=2}^{n} |l_{i+1,j}(t) - l_{1j}(t)| > 0, \]

and thus \( G(t+1) \) is connected if it holds

\[ \hat{l}_{i+1,i+1}(t) - \hat{l}_{1,i+1}(t) - \sum_{j=2}^{n} |\hat{l}_{i+1,j}(t) - \hat{l}_{1j}(t)| > 0 \]

or, by some algebra, if condition (3.9) is verified.

By means of Proposition 3.4.1, we are provided with a function \( \Psi(x(t), \varepsilon) \) that, if positive for a given time instant \( t \), guarantees the graph topology of the HK model to be connected at time instant \( t + 1 \).

Let us conclude the section providing a distributed way to detect at time instant \( t \) the convergence to an agreement at time instant \( t + 1 \).

**Proposition 3.4.2. (Distributed convergence criterion)** Let the HK model given in eq. (2.10). An agreement is reached if and only if there is a time instant \( \bar{t} \) s.t. a coefficient \( a_{ij}(t) = 1/n \) and \( \sum_{h=1}^{n} a_{hi}(t) = 1 \). Such an agreement is reached at time instant \( t + 1 \).

**Proof.** If there is a coefficient \( a_{ij}(t) = 1/n \) we can conclude that all the coefficients on the \( i \)-th row of \( A(t) \) are equal to \( 1/n \) and that all the coefficients on the \( j \)-th column are nonzero, because the graph \( G(t) \) is undirected. Notice that this does not imply \( G(t) \) is complete, because the fact an agent is connected to each other agent does not imply each agent is connected with each other. If the \( i \)-th column sums to one, then for Theorem 3.2.2 the agent \( i \) belongs either to a connected component or to an \( m \)-path, but since
Chapter 3. Distributed Steady-State, Connectedness and Agreement Detection Criteria for the Hegselmann-Krause Model

\[ a_{ij}(t) = 1/n \] we must conclude \( \mathcal{G}(t) \) is complete, and from Corollary 3.2.1 a steady state is reached in time instant \( t+1 \). Such a steady state is the same for all the agents, because the graph \( \mathcal{G}(t) \) is complete.

Proposition 3.4.2 provides a distributed criterion for the verification of the convergence to an agreement. By knowing the value of \( n \), each agent \( i \) is able to verify the convergence to an agreement by calculating the column sums of each node shares \( \#(N_i) \) with its neighbours and checking, for instance, if \( a_{ii} = 1/n \). If, conversely, the value of \( n \) is not known, it is possible to resort to distributed algorithms such as the approach in [84] to calculate \( n \) based on distributed consensus algorithms. It can be noted that, although distributed, in the case an agreement is reached all agents will detect it at the same time instant \( t \).

3.5 Illustrative Examples

In this section we provide an example of application of the proposed centralized criteria to detect at time instant \( t \) the convergence to a steady state in \( t+1 \) and to check the connectedness of the graph. Furthermore, we propose an example of application of the distributed criteria to detect the convergence to a steady state (Corollary 3.2.1) and an agreement (Proposition 3.4.2).

3.5.1 Numeric applications of centralized criteria

In Fig. 3.3, we report a simulation of the HK model for \( n = 100 \) agents with deterministic equidistant initial opinion profile. Column (a) and (b) and (c) show the results for \( \varepsilon = 0.6 \), \( \varepsilon = 0.25 \) and \( \varepsilon = 0.15 \), respectively. The upper plots show the evolution for the agents; the lower plots show the application of the criterion defined in Theorem 3.2.1 to detect the convergence to a steady state (red triangles facing downwards), of the criterion introduced
Figure 3.3: Example of application of the proposed centralized criteria for the convergence to a steady state and for the convergence to an agreement to a case with $n = 100$ agents with deterministic equidistant initial opinion profile. Column (a) and (b) and (c) show the results for $\varepsilon = 0.6$, $\varepsilon = 0.25$ and $\varepsilon = 0.15$, respectively. The first row of plots shows the evolution for the agents; the second row shows the metric for the convergence to a steady state (red triangles facing downwards), the connectedness metric of Theorem 3.3.1 (green diamonds), the connectedness metric of Proposition 3.4.1 and the presence or absence of an $m$-path (black empty boxes).
in Theorem 3.3.1 for the connectedness of the graph (green diamonds), the connectedness criterion of Proposition 3.4.1 (blue triangles facing upwards) and the presence or absence of an $m$-path (black empty boxes). Figures show that the indicator for the detection of the convergence to a steady state is indeed able to identify the time instant for which a steady state is reached; for instance in case (a) the indicator reaches one in $t = 2$, implying a steady state is obtained in $t = 3$, while for case (b) and (c) the detection instants are $t = 8$ and $t = 6$, respectively. As for the connectedness indicators, note that the one from Theorem 3.3.1 is equal to one for all time steps in the cases (a) and (b) where the HK model reaches an agreement, while in case (c) it goes to zero at $t = 6$, hence the graph gets disconnected at $t = 7$ and no agreement is reached. The indicator of Proposition 3.4.1, instead, is not always able to predict that the graph will be connected in the following time instant, because it is only a sufficient condition. Note further that in case (b) graph $G(t)$ contains an $m$-path for $t = 0$, while for case b it contains an $m$-path for $t = \{0, 1, 2\}$, hence Criterion 3.2.1 cannot be applied.

### 3.5.2 Numeric examples of distributed criteria

In Fig. 3.4 numerical implementations of the distributed criteria are reported. The first and the second column of plots shows the results for $n = 150$ agents, and for $\varepsilon$ equal to 0.3, and 0.11, respectively. In case (a) the agents reach an agreement in $t = 4$, hence all the agents detect at the same time in $t = 3$ that the agreement and the steady state will be reached in $t = 4$. In case (b) a steady state is reached in $t = 5$, but the network splits in 4 clusters of opinion, and such clusters converge in different time instants. Specifically the upper and lower cluster both reach a steady state at time instant $t = 4$, while the two central clusters reach both a steady state at time instant $t = 5$ and the four groups of agents detect the convergence to a steady state in two different time instants ($t = 3$ and $t = 4$, respectively); as for the agreement, since the network is split into clusters,
Figure 3.4: Example of application of the proposed distributed criteria for the convergence to a steady state and for the convergence to an agreement relating to the case with $n = 150$ agents with deterministic equidistant initial opinion profile. Column (a) and (b) show the results for $\varepsilon = 0.3$ and $\varepsilon = 0.11$, respectively. The upper row of plots shows the evolution for the agents; the central row shows the distributed metric for the convergence to a steady state defined in Corollary 3.2.1; the lower row of plots, finally, show the distributed metric for the convergence to an agreement, introduced in Proposition 3.4.2.

the criterion of Proposition 3.4.2 is never met, and none of the curves in the lower plot of column (b) reaches one. Note that, although the agents in the same cluster reach the same conclusions at the same time instant, the algorithms adopted are fully distributed.
Chapter 4

Distributed Data Clustering via Opinion Dynamics

In this section we present a distributed method to partition a large set of data in clusters, characterized by small in–group and large out–group distances. We take into account a wireless sensors network scenario where each sensor acquires a large set of data. The main goal is to provide a way to group the sensors in homogeneous clusters by information type. In previous literature, the desired number of clusters must be specified a priori by the user. In our approach, the clusters are constrained to have centroids with a distance at least $\varepsilon$ between them and the number of desired clusters is not specified. We exploit the peculiarity of HK model to generate several clusters, with the aim to abstract from a large set of measurement data into few values (i.e, the opinion clusters). In this view, the HK model can be seen as a powerful methodology to determine the number of clusters while respecting the constraints on the distance among cluster centroids. Even though the HK model in its original setting arise as centralized algorithm [41], in this chapter we provide a distributed implementation based on a combination of distributed consensus algorithms for discrete-time systems. A comparison with $k$-means algorithm concludes the discussion.
4.1 **Introduction to the Data Clustering Problem**

Automatically determining the number of clusters has been one of the most difficult problems in data clustering [47]. Most methods for automatically determining the number of clusters cast it into the problem of model selection. Usually, clustering algorithms are run with different values of $k$; the best value of $k$ is then chosen based on a predefined criterion. The problem of grouping large amounts of data into a small number of subsets with some common features among the elements (often referred to as the *data clustering problem*), has attracted the work of several researchers in different fields, ranging from statistics, to imagine analysis and bioinformatics [25,34,70].

Data clustering techniques are developed to partition an initial set of observation data into collections with small in–group distances and big out–group distances. Among the existing techniques, one of the most used is the $k$–means algorithm, or its successive extensions (e.g., fuzzy $c$–means [28], mixture of Gaussians algorithms [23], etc.). Given a set of initial observation data and a number $k$ of desired clusters, the $k$–means algorithm computes a sub–optimal placement of $k$ cluster centroids and assigns the observations to such centroids, alternating between an assignment phase, where each observation point is assigned with its nearest centroid, and refinement phase, where each centroid position is updated as the center of mass of all observations belonging to that centroid.

A well-known limitation of data clustering algorithms, such as the $k$–means algorithm, is that the number of clusters has to be specified beforehand, based, e.g., on subjective evaluations or a priori analysis. Since this assumption is typically not feasible in practice, a typical solution consists of running several times the algorithm with a different number of clusters, and then deciding on the best obtained solution based on a–posteriori evaluation [48]. Another issue of traditional algorithms is that there is no guarantee that the clusters are sufficiently far from each other. To this respect, distance constrained data clustering approaches have been devised in the literature: in [9,95] the considered constraints are
the so-called *must-links* (i.e., an observation $i$ must belong to a cluster $j$) and *cannot-link* (i.e., an observation $i$ can not belong to a cluster $j$); in [21] the feasibility of a constrained problem involving the so–called $\delta$-*constraints* (i.e., any two observations must have a distance greater than $\delta$) and the $\varepsilon$-*constraints* (i.e., for any observation $i$ in cluster $j$ there must be at least another observation $h$ in cluster $j$ such that the distance between $i$ and $j$ is less than $\varepsilon$) is given. To the best of our knowledge, nowadays there is no methodology to specify a constraint on the distance between cluster centroids, while this class of constraints might help finding a choice for the number $k$ when such value is a–priori unknown. This problem has a particular relevance in a distributed setting, where a network of sensors has to classify information provided by several sensors without a central authority, but using only local data exchange among neighbours in the network.

In this section, based on the preliminary results in [73] a novel approach to solve the data clustering problem with a distance constraint among cluster centroids is provided, that does not require the specification of the initial number $k$ of clusters and that is based on a extension of the HK model [35, 41],which handles scalar data, in order to to handle data in $\mathbb{R}^d$. Such a model, similarly to consensus [29, 71] represents how a set of agents interact in order to reach a local agreement, but the agents may split in several clusters depending on their “opinions”.

### 4.2 Data Clustering in Complex Networks

One of the modern challenge in complex networks and algebraic graph theory research is to partition a large graph (i.e., network) into cohesive subgraphs based on their link structure and node attributes [47]. The problem becomes even more complicated when the links, (which represent relations between objects) are allowed to have diverse types. One of the key issues is to define an appropriate clustering criterion for relational data, as shown in Fig. 4.1.
Figure 4.1: Example of data clustering in a complex network composed by 31 nodes. To the left side the network with grey nodes before the clustering operation is reported, while in the right side it is highlighted the network split up in three different clusters (green, blue and red colors).

The goal of data clustering is to discover the natural grouping(s) of a set of patterns, points, or objects. Clusters can differ in terms of their shape, size, and density, farther the presence of noise in the data makes the detection of the clusters even more difficult. An ideal cluster can be defined as a set of points that is compact and isolated, actually, a cluster is a subjective entity that is in the eye of the beholder and whose significance and interpretation requires domain knowledge. Generally, humans are excellent cluster seekers in two and three dimensions, while it needs automatic algorithms for high-dimensional data when complex systems are considered. It is this challenge along with the unknown number of clusters for the given data that has resulted in thousands of clustering algorithms that have been published and that continue to appear. An operational definition of clustering can be stated as follows: given a representation of \( n \) objects, find \( k \) groups based on a measure of similarity such that the similarities between objects in the same group are high while the similarities between objects in different groups are low. More precisely, let us formalize the following problem.
Problem 4.2.1. (Standard data clustering problem) Given \( k \leq n \), the data clustering problem consists in finding \( r_{ij} \in \mathbb{R}, c_j \in \mathbb{R}^d \) for \( i = 1, \ldots, n \) and \( j = 1, \ldots, k \) that minimize
\[
D = \sum_{i=1}^{n} \sum_{j=1}^{k} r_{ij} \|x_i - c_j\|^2
\]
Subject to
\[
\begin{align*}
(I) & \quad \sum_{j=1}^{n} r_{ij} = 1 \quad \forall i = 1, \ldots, n \\
(II) & \quad r_{ij} \in \{0, 1\} \quad \forall i = 1, \ldots, n; \forall j = 1, \ldots, k
\end{align*}
\] (4.1)

The problem (4.1) is hard to solve, and in the literature several iterative algorithms have been devised.

4.2.1 The k-means Algorithm

Among the data clustering algorithms, the well-known k-means algorithm [62] is the most popular and the simplest partitional algorithm. Specifically, starting with a random set of \( k \) centroids \( \{c_1(0), \ldots, c_k(0)\} \), the algorithm alternates for each step an assignment and a refinement phase.

During the assignment phase, each observation \( x_i \) is assigned to the set characterized by the nearest centroid, i.e.,
\[
r_{ih}(t) = \begin{cases} 1 & \text{if } h = \arg\min_j \|x_i - c_j(t)\| \\ 0 & \text{else} \end{cases}
\] (4.2)

Within the refinement phase each centroid \( c_j \) is updated as the centroid of the observations associated to the cluster \( C_j(t) \), according the following rule:
\[
c_j(t + 1) = \frac{\sum_{i=1}^{n} r_{ij}(t)x_i}{\sum_{i=1}^{n} r_{ij}(t)}
\] (4.3)
The two steps are iterated until convergence or up to a maximum of $M$ iterations.

![Figure 4.2: Example of execution of $k$-means algorithm (source: Wikimedia Commons available under GNU Free Documentation License v. 1.2).](image)

Fig. 4.2 reports a simulation run of the algorithm for a set of $n = 12$ observations in $\mathbb{R}^2$ and for $k = 3$. To this regard, Fig. 4.2.(a) shows with circles the initial centroids, Fig. 4.2.(b) and Fig. 4.2.(c) report the assignment and refinement phases for the first step, while Fig. 4.2.(d) depicts the assignment phase for the second step. The $k$-means algorithm is granted to converge to a local optimum value, while there is no guarantee to converge to the global optimum [11, 62]. Since there is a strong dependency on the initial choice of the centroids, a common practice is to execute the algorithm several times and select the best solution. The algorithm, moreover, is extremely sensitive to outliers, which can significantly alter the results; to cope with this issue, the outliers have to be identified and excluded prior to the execution of the algorithm. Note that for each step, each of the $n$ observations and for each of the $d$ components of the observations, the algorithm calculates the difference with each of the $k$ centers; hence the computational complexity is $O(dk n M)$, where $M$ are the total number of iterations [11]. Notice that in [74] a distributed implementation of the $k$-means algorithm has been provided, with a computational complexity of $O(dk n^2 M)$ for each agent. Note further that, unfortunately, the $k$-means algorithm is not able to solve Problem 4.4, hence we need to seek for other solutions.
4.3 Problem Setup

Consider a collection of \( n \) sensors, each equipped with a \( d \)-dimensional measurement or piece of information \( \{x_1, \ldots, x_n\} \), with \( x_i \in \mathbb{R}^d \). We want to select a number \( k \) of groups or clusters \( \{C_1, \ldots, C_k\} \), \( k \leq n \). Every cluster \( C_j \) is assigned with a cluster centroid \( c_j \in \mathbb{R}^d \), which represents the centroid of the observations allocated to that cluster. A data point \( x_i \in \mathbb{R}^d \) is said to belong to cluster \( C_j \) if its distance from the centroid \( c_h \), with \( h \neq j \), of every other cluster \( C_h \) is larger than its distance from \( c_j \). If \( x_i \) belongs to \( C_j \) we can set a binary assignment variable \( r_{i,j} \in \mathbb{B} \) to 1, and to 0 otherwise. The solution of a data clustering problem with distance constraints involves the computation of the optimal choice of cluster centroids \( c_j \), (for \( j = 1, \ldots, k \)) that minimizes the distance of every measurement data point \( x_i \) from the cluster it belongs to. More formally, we need to solve the following:

**Problem 4.3.1. (Data clustering with distance-constraints)** We want to find the number of clusters \( k \), the cluster centroids, \( c_j \in \mathbb{R}^d \), and measurement data assignments, \( r_{i,j} \in \mathbb{B} \) that minimize the index

\[
D = \sum_{i=1}^{n} \sum_{j=1}^{k} r_{i,j} ||x_i - c_j||^2,
\]

subject to the constraints

\[
(I) \quad \sum_{j=1}^{k} r_{i,j} = 1 \quad \forall i = 1, \ldots, n
\]

\[
(II) \quad ||c_h - c_j||^2 \geq \varepsilon \quad \forall i, j = 1, \ldots, k; \quad h \neq j
\]

\[
(III) \quad r_{i,j} \in \mathbb{B} \quad \forall i = 1, \ldots, n; \quad \forall j = 1, \ldots, k
\]

The first set of constraints \((I)\) along with the third one implies that each observation is assigned exactly with one cluster; the constraints \((II)\) imply that \( \varepsilon \) is a lower bound
for the distance between any pair of centroids; finally constraints (III) imply that $r_{ij}$ are binary decision variables.

This problem is novel, since in the literature the set of constraints (II) are typically not considered. Including such constraints, however, is quite useful, since it may improve the algorithm’s ability to detect homogeneous clusters. The problem is very hard to solve exactly and traditional methods as the $k$-means algorithm [62] may fail even at finding an admissible solution, as it will be shown in the next section.

On the other side, the proposed algorithm uses an algorithm based on the HK model to choose an admissible, although sub-optimal solution, and it has a modest increase in computational complexity with respect to the $k$-means algorithm, while allowing several advantages:

- the algorithm proposed always finds an admissible, although sub-optimal solution to the problem by means of the HK model, while the $k$-means algorithm may fail;
- the proposed approach does not require the user to define a priori the number of clusters, but it finds automatically a suitable number of clusters based on the parameter $\varepsilon$;
- outliers can be automatically isolated, without any a priori data processing; this feature can be obtained by dropping out the clusters whose cardinality is significantly less than the others;
- the solution provided is deterministic, i.e., for fixed $\varepsilon$ and fixed observations the result is always the same, while the $k$–means algorithm depends on the initial random choice of the centroids;
- while traditional approaches are very computationally expensive when applied in a decentralized and distributed setting [74] (i.e., for a sensors network), this method can be distributed with a modest increase in computational complexity [66].
4.4 Data Clustering with Distance Constraints via Opinion Dynamics Model and $k$–means Algorithm

In this section we propose an algorithm for data clustering with distance constraints, based on a generalization of the HK model which consists of a two–phase process (Fig. 4.3).

Figure 4.3: Representation of the two phases of the proposed approach: in the first phase, the number $k$ of clusters is obtained by the processing with HK model, in the second one, post–processing of clusters is carried out by the $k$–means algorithm.

Specifically, measurement data is processed by an HK-like opinion dynamics “filter”, which eventually segment the data into $\kappa$ clusters. Moreover, based on the weight of each cluster (namely represented by the number of measurement data that has converged to that cluster), data outliers can be filtered out from the original set. More precisely, we assume that each agent $i$ is provided with an initial measurement represented by a vector $x_i \in \mathbb{R}^d$. Every agent has an initial state $x_i(0) \in \mathbb{R}^d$, which is updated according to the following set of iterative rules:

$$
\begin{pmatrix}
  x_{1,i}(t+1) \\
  \vdots \\
  x_{n,i}(t+1)
\end{pmatrix} = A(x(t), \varepsilon)
\begin{pmatrix}
  x_{1,i}(t) \\
  \vdots \\
  x_{n,i}(t)
\end{pmatrix},
$$

for $i = 1, \ldots, d$, where the adjacency matrix $A(x(t), \varepsilon)$ is computed based on the following
definition of neighbourhood:

\[ \mathcal{N}_i^*(t) = \{ j \in \{1, \ldots, n\} \text{ s.t. } ||x_i(t) - x_j(t)|| \leq \varepsilon \}, \]

where \( ||\cdot|| \) is the Euclidean norm. Note that for \( d = 1 \) the standard HK model is obtained.

Let us state the following conjecture.

**Conjecture 4.4.1. (HK multi-dimensional extension)** The extension of the HK model to opinions in \( \mathbb{R}^d \) using the Euclidean metric converges to a steady state in finite time.

In order to provide evidence that supports this conjecture, we provide the simulation results of Fig. 4.4, where the average instant in which a steady state is reached and the number of clusters obtained are reported for several choices of \( n = 50, 100, 200 \) agents and \( \varepsilon \in [0.1, 0.5] \); for each choice of \( n, \varepsilon \), the average of 100 runs with random initial opinions in \( [0, 1] \) are reported. Notice that all the executions reached an exact agreement in finite time. The proposed approach, therefore, does not require the user to specify a value for the parameter \( k \), but it finds a suitable number of clusters based on the parameter \( \varepsilon \). A high value of \( \varepsilon \) means very large and sparse clusters (eventually also very few of them) while a small value of \( \varepsilon \) means very compact and small clusters (eventually, many of them). One of the biggest problems of the \( k \)-means-like algorithms, is that the outliers have to be preprocessed and excluded, otherwise they would influence considerably the quality of the clustering. In the proposed approach, depending on the choice of \( \varepsilon \), very far observation are not influenced by the others, and are assigned to a singleton (or more in general to a cluster composed of very few elements). It should be noted that it is always possible to execute a \( k \)-means algorithm with \( \kappa \) clusters in order to attempt to refine the solution found, but this can be done only if the solution of the \( k \)-means algorithm does not violate the constraints on the distance among cluster centroids.
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Figure 4.4: Average instant at which a steady state is reached (left) and average number of obtained clusters (right). Simulation runs are obtained with \( n = 50, 100, 200 \) agents, and \( \varepsilon \in [0.1, 0.5] \). In particular, for each pair \((n, \varepsilon)\), the average values are computed over 100 runs with random initial opinions in the interval \([0, 1]\).

the proposed algorithm appears as a good candidate to allow the clustering of a set of sensors or mobile robots, based on perceived information such as position or other sensorial information (temperature, humidity, etc.). As for the computational complexity of the extension of the HK model to opinions in \( \mathbb{R}^d \), it can be noted that such complexity is the same of executing \( d \) scalar HK models, hence it is \( O(d n^2 M) \); since the complexity of the centralized \( k \)-means algorithm is \( O(dk n M) \) [62], the proposed approach determines an increase in computational complexity with respect to the \( k \)-means algorithm of a factor \( \frac{n}{k} \geq 1 \).
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4.5 Distributed Implementation of the Hegselamann-Krause Model

As shown in the previous sections, the HK opinion dynamics model can be used to provide an admissible, although sub-optimal solution to the distance–constrained data clustering problem. However, since the topology underlying the HK model is indeed a state-dependent topology, theoretically each agent may exchange information with each other agent, depending just on the difference in their opinions.

In order to adopt the HK model in a distributed perspective, therefore, we need to provide a different implementation, as provided in the following Algorithm.

**Algorithm 1: Distributed HK Opinion Dynamics Algorithm**

```plaintext
for t = 1, . . . , M do
    for h = 1, . . . , n do
        /* Transmit the state of agent h to each other */
        δ_{ih}^t = \begin{cases} x_h(t) & \text{if } i = h \\ 0 & \text{else} \end{cases};
        δ_h = \text{max-consensus}_i(δ_{ih}^t, δ_{jh}^t | j \neq i, G_c, n);
        /* Calculate x_i(t + 1) */
        e_{ih}^t = \begin{cases} |x_i(t) - δ_h| & \text{if } |x_i(t) - δ_h| \leq \varepsilon \\ 0 & \text{else} \end{cases};
        x_{ih}^{t+1} = n \cdot \text{average-consensus}_i(e_{ih}^t, e_{jh}^t | j \neq i, G_c, t_{max});
        if i == h then
            x_i(t + 1) = x_{ih}^{t+1};
        end if
    end for
end for
```

Since the agents have a unique identifier h = 1, . . . , n, for each time step and for each agent h a distributed procedure is executed by all agents in order to calculate x_{ih}(t + 1). More specific, for an agent h, each agent i selects δ_{ih}^t = x_h(t) if i = j and δ_{ih}^t = 0 otherwise. Then the agents execute a max–consensus procedure using δ_{ih}^t as initial condition; as a result of such an operation, each agent i knows x_h(t) and is able to determine whether
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\[\|x_h(t) - x_i(t)\| \leq \varepsilon \text{ or not. Such knowledge is stored in a variable } e_i \text{ for each agent, and using } e_i \text{ as initial condition for an average-consensus algorithm, the agents obtain}\]

\[e = \frac{\sum_{h=1}^{n} \|x_h(t) - x_i(t)\|}{n}\]

which, multiplied by \(n\) calculated according to [84], yields the value \(x_h(t)\). As for the computational complexity of the distributed version, note that for each step \(t = 1, \ldots, M\), and for each agent \(h = 1, \ldots, n\), the agents execute a \(\max\)-consensus \((O(dn) \text{ steps})\) and an \(\text{average-consensus} \ (O(dt_{\max}) \text{ steps})\), both with initial conditions in \(\mathbb{R}^d\), and the complexity is \(O(dnM \max\{t_{\max}, n\})\) where \(t_{\max}\) is the number of iterations of the average consensus algorithm. Since, typically, \(t_{\max} > n\), the distributed setting has \(\frac{t_{\max}}{n}\) times the complexity of the centralized algorithm. Moreover, since the computational complexity of the distributed \(k\)-means algorithm is \(O(dknM)\) the proposed distributed algorithm has \(\frac{t_{\max}}{kn}\) times the complexity of the distributed \(k\)-means algorithm, therefore the complexity is reduced for \(t_{\max} < kn\).

### 4.6 Simulation Results

As discussed above, the \(k\)-means algorithm is generally unable to solve the data clustering problem with distance constraints. In this section, in order to show the effectiveness of the proposed approach some examples are reported. A comparative simulation between the HK model and \(k\)-means algorithm is first addressed. Afterwards the potentiality of the proposed mixed approach is showed, then the distributed implementation is discussed.

Fig. 4.5 shows an example in \(\mathbb{R}^2\) with \(\varepsilon = 0.6\) and \(n = 200\) observations. The application of the HK opinion dynamics model yields \(k = 63\) clusters and \(D \approx 0.35\). Unfortunately, the \(k\)-means algorithm finds a solution for \(k = 63\) which, although having \(D \approx 0.29\), is not feasible for Problem 4.4 (violations of the constraints are shown with red
Figure 4.5: Clustering for \( n = 200 \) observations that are uniformly distributed in the interval \([0, 1]\) and \( \varepsilon = 0.06 \): the HK opinion dynamics model finds \( k = 63 \) clusters and \( D \approx 0.35 \). The solution of the \( k \)-means algorithm for \( k = 63 \) is better in terms of the objective function (\( D \approx 0.29 \)), but it does not respect the distance constraints (red thick lines represent violations).

However, this is not always verified, and the \( k \)-means algorithm may represent a quite good post processing algorithm to be applied, after that the HK opinion dynamics algorithm has selected a number \( k \) of clusters.

Fig. 4.6 shows a case where \( n = 200 \), \( \varepsilon = 0.18 \) and the HK opinion dynamics model gives \( k = 5 \) clusters. Using the \( k \)-means algorithm for \( k = 5 \) a better solution is obtained, and the constraints are not violated, hence in this case post-processing the result of the HK model via \( k \)-means algorithm yields a better result.

Fig. 4.7, shows the ability of the proposed methodology to isolate the outliers. For \( n = 200 \) and \( \varepsilon = 0.1 \) the HK model finds \( k = 7 \) clusters, two of which are singletone. Executing a \( k \)-means algorithm for \( k = 7 \) gives a worse results in terms of the objective function with respect to the HK approach. If, conversely, the two outliers are removed (\( k \) becomes equal to 5), then the \( k \)-means algorithm has better results in terms of the objective function.
Figure 4.6: Clustering for $n = 200$ observations that are uniformly distributed in the interval $[0, 1]$ and $\varepsilon = 0.18$: the HK opinion dynamics model finds $k = 5$ clusters. The solution of the $k$-means algorithm for $k = 5$ is better in terms of the objective function $D$ without violating the distance constraints.

Fig. 4.8, shows an example of application of the distributed HK model provided in Algorithm 1, in a case where $n = 40$ agents, each with a random position in $[0, 1]^2$, have to be clustered depending on their positions in a way that the centroids are not closer than $\varepsilon = 0.1$. The simulation was executed for $M = 15$ iterations, and the average-consensus algorithms were executed each $t_{\text{max}} = 100$ steps. The topology of the network of agents is given in the upper left plot, while the lower left plots show the results of the distributed HK model for the $x$ and $y$ coordinates. The consensus steps performed by each agent during one iteration of the distribute HK algorithm are reported in the upper central plot, where
Figure 4.7: Clustering for \( n = 200 \) observations with \( \varepsilon = 0.1 \). The HK opinion dynamics model finds \( k = 7 \) clusters, of which 2 are singleton clusters containing one outlier each. The solution of the \( k \)-means algorithm for \( k = 7 \) is worse than the one found by HK model. If, however, the 2 outliers are removed (thus \( k = 5 \)), the \( k \)-means algorithm has better results in terms of the objective function.

“AVG” stands for average consensus and “MAX” stands for max-consensus, while the distribution of max-consensus and average-consensus steps over the entire execution of the algorithm are reported in the upper rightmost plot. The lower right plots, eventually, show the results of the distributed HK model in terms of the clustering in \([0, 1]^2\): the agents are divided in \( k = 20 \) groups, and the objective function has a value \( D \approx 0.06 \). Notice that, in this case, the \( k \)-means algorithm with \( k = 20 \) yields both a worst solution in terms of the objective function \( D \approx 0.12 \), and in terms of violation of the constraints (5 constraints are violated, and are highlighted with red thick segments).
Figure 4.8: Distributed clustering on the positions of $n = 40$ agents with $\varepsilon = 0.1$: the distributed HK opinion dynamics model finds $k = 21$ clusters. The distributed implementation of the algorithm requires to alternate between max-consensus algorithms and average-consensus algorithms, as shown by the upper rightmost figure. The solution of the $k$-means algorithm for $k = 21$ is both worse in terms of the objective function $D$ and does not respect the distance constraints (red thick lines in the lower rightmost figure represent violations).
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Attack and Defense Location in Line Network Systems

In this chapter we focus on identify an optimal network location for the detection of an unknown perturbation signal. In particular, we define detection metrics based on the static gain of the dynamical network system [49]. Among the different communication topologies (as showed in previous Section 2.2), we consider a class of network systems with line interconnection structure and we identify optimal sensor locations based on the network weights and the origin of the perturbation signal. Surprisingly we find that, in some cases, sensors should be located as far as possible from the origin of the perturbation while, in other cases, the location between the sensors and the origin of the perturbation should be minimized. Although our results pertain a specific, and simple, interconnection structure, we conjecture that a similar behaviour may appear in more complex interconnection structures, and that novel techniques are necessary to relate the structure with the dynamical properties of the associated network system.
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5.1 Motivation

The problem of selecting sensors and actuators in dynamical systems has received considerable attention in the controls community. Typically, sensors and actuators are selected to maximize, respectively, certain observability and controllability metrics, often quantified by Gramian matrices [2, 36, 63]. For small-scale problems, the maximization of observability and controllability metrics often relies on combinatorial optimization procedures, which do not offer any particular insight into the structure of the problem, and become computationally infeasible for large problems.

Motivated by a renewed interest in network systems, and particularly by the need for a deepened understanding of the relation between network structure and network dynamics, recent studies have focused on determining suitable optimization metrics for sensor and actuator placement in large-scale systems [88], as well as on highlighting tradeoffs and relations between network structure and the associated Gramians [75, 93, 100]. In a related fashion, the controllability Gramian has been analysed for security and synchronization problems in network systems [24, 90]. In this thesis, we continue the work along these directions by considering the trace of the cross-Gramian [49] as a metric for joint sensor and actuator location in network systems, and by providing explicit results for a class of network systems.

5.2 Problem Statement

In this section we detail our setup and introduce preliminary concepts that will be used throughout the technical treatment. Consider a network represented by an interconnection graph $G = (V, E)$, where $V = \{1, \ldots, n\}$ and $E \subseteq V \times V$ denote the vertex and edge sets, respectively, and a weighted adjacency matrix $A \in \mathbb{R}^{n \times n}$ containing the weights of the network interconnection edges. That is, $A = [a_{ij}]$, where $a_{ij} = 0$ if $(i, j) \not\in E$, and $a_{ij}$...
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equals the weight of the edge \((i, j)\) otherwise. Assume that a subset of vertices \(\mathcal{U} \subseteq \mathcal{V}\), with \(|\mathcal{U}| = m\), is affected by an external and unknown signal representing genuine disturbances or malicious attacks, and that a subset of nodes \(\mathcal{Y} \subseteq \mathcal{V}\), with \(|\mathcal{Y}| = p\), is equipped with sensors capable of measuring the nodes activity. Let \(B \in \mathbb{R}^{n \times m}\) be the submatrix of the \(n\)-dimensional identity matrix with columns indexed by \(\mathcal{U}\), and let \(C \in \mathbb{R}^{p \times n}\) the submatrix of the \(n\)-dimensional identity matrix with rows indexed by \(\mathcal{Y}\). Let \(x_i \in \mathbb{R}\) be the state associated with node \(i\). As previously introduced in Section 2.6, we assume that the network systems evolves according to linear, continuous-time dynamics described by its weighted adjacency matrix, that is,

\[
\dot{x}(t) = Ax(t) + Bu(t),
\]

\[
y(t) = Cx(t),
\]

where \(x = (x_1, \ldots, x_n)^T\), \(u = (u_1, \ldots, u_m)^T\), and \(y = (y_1, \ldots, y_p)^T\) are the network state vector, the unknown disturbance input, and the measured output vector, respectively. For simplicity of analysis, the output disturbance affecting the plant has been neglected.

Two dual problems are of interest. On the one hand, based on the knowledge of the network dynamics \(A\) and sensor locations \(\mathcal{Y}\), an attacker aims to find optimal input vertices \(\mathcal{U}\) to maximally disrupt the network system while preventing observability from the sensor nodes. Conversely, based on the knowledge of the network dynamics \(A\) and input locations \(\mathcal{U}\), the objective of a security system is to determine the sensor nodes \(\mathcal{Y}\) ensuring optimal detectability of an unknown disturbance. The two problems can be addressed independently by defining quantitative notions of controllability and observability for the network system [36]. Yet, an approach combining both structural measures may lead to more robust results [69]. To this aim, we adopt the notion of cross-Gramian that was first introduced for single-input single-output linear systems in [31], and then extended for the multi-input multi-output case in [46]:
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Definition 5.2.1. (Cross-Gramian) For a stable network system described by the triple $(A, B, C)$, the cross-Gramian is defined as

$$W_{co} = \int_0^\infty e^{At} B C e^{At} dt,$$

or, equivalently, as the solution to the Sylvester’s equation

$$A W_{co} + W_{co} A = -B C.$$

As shown in [31], the cross-Gramian matrix $W_{co}$ carries information about both controllability and observability of the network. For symmetric systems, the cross-Gramian is indeed related to the controllability and observability Gramians, $W_c$ and $W_o$, by the relation $W_{co} = \sqrt{W_c W_o}$ [49, 52]. Moreover, for single-input single-output systems, the trace of the cross-Gramian is related to the network steady-state gain $g = -C A^{-1} B$ by the equation [46]

$$\text{Trace}(W_{co}) = 1/2 g. \quad (5.2)$$

Eq. (5.2) suggests that Trace($W_{co}$) can in fact be used to evaluate the amplification or attenuation of a network signal that is slowly varying with respect to the network dynamics. Motivated by the above discussion, we focus our attention on the following:

Problem 5.2.1. (Optimal sensor placement) Given a network $G$ with adjacency matrix $A$, input nodes $U$, and dynamics as in (5.1), determine the sensor locations $Y$, with $|Y| = p$, that maximize the trace of the associated cross-Gramian, that is,

$$\max_Y \quad \text{Trace}(W_{co}),$$

subject to $|Y| = p. \quad (5.3)$
Addressing the above problem for generic networks, with possibly multiple input nodes and with several sensors, is a daunting task. In this treatment we focus on a single-attack, single-sensor scenario, where $|\mathcal{U}| = 1$ and $|\mathcal{Y}| = 1$. Under this hypothesis, it can be shown that the trace of the cross-Gramian becomes

$$\text{Trace} \left( W_{co} \right) = -\frac{1}{2} A_{ij}^{-1},$$

where $A_{ij}^{-1}$ is $(i,j)$-th entry of the inverse of the adjacency matrix $A$. Thus, for the single-input single-sensor case, Problem 5.2.1 can be addressed by characterizing the inverse of the network adjacency matrix, so as to select the node $i$ that maximizes the element $A_{ij}^{-1}$.

This solution strategy is used in the next section to determine optimal sensor location in line networks, and to show that the network structure and dynamics may enforce counterintuitive relations regarding the location of sensors and actuators in a complex system.

### 5.3 Optimal Sensor Placement for Line Networks

#### 5.3.1 Toeplitz line networks

Consider a Toeplitz line network with a tridiagonal adjacency matrix:

$$A = \begin{pmatrix}
  a & b & 0 & \cdots & 0 & 0 \\
  c & a & b & \cdots & 0 & 0 \\
  0 & c & a & \cdots & 0 & 0 \\
  \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
  0 & 0 & 0 & \cdots & a & b \\
  0 & 0 & 0 & \cdots & c & a
\end{pmatrix},$$

(5.4)
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where the coefficients $a, b, c \in \mathbb{R} \neq 0$. It is known that the inverse $A^{-1} = [A_{ij}^{-1}]$ of a tridiagonal Toeplitz matrix $A$ is given by [53]:

$$A_{ij}^{-1} = \frac{1}{\theta_n} \begin{cases} (-1)^{i+j}b^{j-i} \theta_{i-1} \phi_{j+1}, & \text{for } i \leq j, \\ (-1)^{i+j}c^{j-i} \phi_{i+1} \theta_{j-1}, & \text{for } i > j, \end{cases}$$

(5.5)

where the coefficients $\theta_k$ are obtained through the forward iteration

$$\theta_k = a \theta_{k-1} - bc \theta_{k-2} \text{ for } k = 2, \ldots, n,$$

(5.6)

with initial conditions $\theta_0 = 1$ and $\theta_1 = a$, while the coefficients $\phi_k$ are computed through the backward iteration

$$\phi_k = a \phi_{k+1} - bc \phi_{k+2} \text{ for } k = n - 1, \ldots, 1,$$

(5.7)

with final conditions $\phi_{n+1} = 1$ and $\phi_n = a$. It can be shown that $\theta_n = \det(A)$.

In this framework we are interested in characterizing the behaviour of the sequences (5.6) and (5.7) for large networks. For this reason, even though the network cardinality is finite, we adopt the following asymptotic definitions:

**Definition 5.3.1. (Decreasing sequence)** A sequence $m(j)$, with $j = 1, 2, \ldots$, is decreasing if there exist $j^*$, $\gamma \in \mathbb{R}_{>0}$ and $\rho \in (0, 1)$ satisfying $|m(j)| \leq \gamma \rho^j$ for $j \geq j^*$.

**Definition 5.3.2. (Increasing sequence)** A sequence $m(j)$, with $j = 1, 2, \ldots$, is increasing if there exist $j^*$, $\gamma \in \mathbb{R}_{>0}$ and $\rho \in \mathbb{R}_{>1}$ satisfying $|m(j)| \geq \gamma \rho^j$ for $j \geq j^*$.

The following theorem characterizes the behaviour of the entries $A_{ij}^{-1}$ of the inverse of a tridiagonal Toeplitz matrix $A$. 
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Theorem 5.3.1. (Inverse of Toeplitz matrix) Let $A \in \mathbb{R}^{n \times n}$ be a tridiagonal Toeplitz matrix with parameters $a, b, c \in \mathbb{R} \neq 0$. Let

$$
\mu_+ = -a + \sqrt{a^2 - 4bc}, \quad \text{and} \quad \mu_- = -a - \sqrt{a^2 - 4bc}.
$$

As the dimension $n$ grows, the entries $A^{-1}_{ij}$ satisfy the following conditions:

1. For all rows $i$,
   
   (a) if $|\mu_+| < 2|b|$ and $|\mu_-| < 2|b|$, then the sequence $A^{-1}_{ij}$, with $j \geq i$, is increasing;
   
   (b) if $|\mu_+| > 2|b|$ or $|\mu_-| > 2|b|$, then the sequence $A^{-1}_{ij}$, with $j \geq i$, is decreasing;

2. For all rows $i$,
   
   (a) if $|\mu_+| < 2|c|$ and $|\mu_-| < 2|c|$, then the sequence $A^{-1}_{ij}$, with $j < i$, is decreasing;
   
   (b) if $|\mu_+| > 2|c|$ or $|\mu_-| > 2|c|$, then the sequence $A^{-1}_{ij}$, with $j < i$, is increasing.

Proof. To analyse the behaviour of the entries of $A^{-1}$, based on (5.5), one can conveniently fix a row index $i$ and study the behaviour of all column entries $j$ by distinguishing the cases with $i \leq j$ and $i > j$.

If $i \leq j$, the entry $A^{-1}_{ij}$ can be factorized as

$$
y(i)(j) := A^{-1}_{ij} = \alpha(i) (-1)^{j} b^j \phi(j + 1),
$$

where $\alpha(i) = (-1)^i b^{-i} \theta_i^{-1} \theta_{i-1}$. Starting from the last two column entries, which are given by

$$
y(i)(n + 1) = \alpha(i) (-1)^{n+1} b^{n+1},
$$

$$
y(i)(n) = \alpha(i) (-1)^n b^n a,
$$

one can recursively obtain all other entries of the $i$-th row through a backward recurrence relation that is derived below. Consider expanding the expression of the entry $y(i)(j - 1)$
as follows: for \( j = n, \ldots, i + 1 \),

\[
y'(j - 1) = \alpha(i) (-1)^{j-1} b^{j-1} \phi(j)
\]

\[
= \alpha(i) (-1)^{j-1} b^{j-1} (a \phi(j + 1) - bc \phi(j + 2))
\]

\[
= -\frac{a}{b} \alpha(i) (-1)^j b^j \phi(j + 1)
\]

\[
- \frac{c}{b} \alpha(i) (-1)^{j+1} b^{j+1} \phi(j + 2)
\]

\[
= -\frac{a}{b} y'(j) - \frac{c}{b} y'(j + 1).
\]

Translating of a step backward the above relation yields:

\[
y'(j - 2) = -\frac{c}{b} y'(j) - a \frac{b}{b} y'(j - 1) \text{, for } j = n + 1, \ldots, i + 2.
\]

To analyse the behaviour of the above difference equation, one can define the vector state

\[
x(j) = (y'(j), y'(j - 1))^T,
\]

whose backward evolution is described by the state form

\[
x(j - 1) = H_\phi x(j) \text{, for } j = n, \ldots, i + 2,
\]

(5.8)

with

\[
H_\phi = \begin{pmatrix}
0 & 1 \\
-\frac{c}{b} & -\frac{a}{b}
\end{pmatrix},
\]

and initial condition \( x(n) = \alpha(i) (-1)^n (-b^{n+1}, b^n a)^T \). Based on the expression of \( H_\phi \)'s eigenvalues,

\[
\frac{\mu_+}{2b}, \quad \frac{\mu_-}{2b},
\]

one can conclude the following. 1-a) If \( |\mu_+| < 2 |b| \) and \( |\mu_-| < 2 |b| \), both eigenvalues lay
inside the unit circle, the backward evolution of the system in (5.8) is decreasing, while the sequence \( \{y^i(j)\} \), for \( j = i, i + 1, \ldots, n \), is increasing. 1-b) If \( |\mu_+| > 2|b| \) and \( |\mu_-| > 2|b| \), at least one eigenvalue lays outside the unit circle, the backward evolution of the system in (5.8) is increasing, and the sequence \( \{y^i(j)\} \) is decreasing. If \( i > j \), the entry of \( A_{ij}^{-1} \) can be factorized as

\[
y^i(j) := A_{ij}^{-1} = \beta(i) (-1)^j c^{-j} \theta(j - 1),
\]

where \( \beta(i) = (-1)^i c^i \theta_n^{-1} \phi_{i+1} \). Starting from the first two column entries, \( y^i(1) = 1 \) and \( y^i(2) = a \), one can recursively obtain all other entries of the \( i \)-th row through a forward recurrence relation that is derived below. Consider expanding the expression of the entry \( y^i(j + 1) \) as follows: for \( j = 2, \ldots, n \),

\[
y^i(j + 1) = \beta(i) (-1)^{j+1} c^{-j-1} \theta(j) \\
= \beta(i) (-1)^{j+1} c^{-j-1} (a \theta(j - 1) - bc \theta(j - 2)) \\
= -\frac{a}{c} \beta(i) (-1)^j c^{-j} \theta(j - 1) \\
- \frac{b}{c} \beta(i) (-1)^{j-1} c^{-j+1} \theta(j - 2) \\
= -\frac{a}{c} y^i(j) - \frac{b}{c} y^i(j - 1).
\]

Translating of a step forward the above relation yields:

\[
y^i(j + 2) = -\frac{b}{c} y^i(j) - \frac{a}{c} y^i(j + 1), \text{ for } j = 1, \ldots, n - 1.
\]

One can define the vector state \( x(j) = (\theta(j), \theta(j + 1))^T \) and study the evolution of the state form

\[
x(j + 1) = H_0 x(j), \text{ for } j = 1, \ldots, i - 1,
\]

\[ (5.9) \]
with
\[ H_\theta = \begin{pmatrix} 0 & 1 \\ -b/c & -a/c \end{pmatrix}, \]
and initial condition \( x(1) = \beta (i) (1, a)^T \). Based on the expression of \( H_\theta \)'s eigenvalues,
\[ \frac{\mu_+}{2c}, \quad \frac{\mu_-}{2c}. \]
one can conclude the following. 2-a) If \(|\mu_+| < 2|c|\) and \(|\mu_-| < 2|c|\), both eigenvalues lay inside the unit circle and the sequence \( \{y_i(j)\} \), for \( j = i, i + 1, \ldots, n \), is decreasing. 2-b) If \(|\mu_+| > 2|c|\) and \(|\mu_-| > 2|c|\), at least one eigenvalue lays outside the unit circle and the sequence \( \{y_i(j)\} \) is increasing.

Theorem (5.3.1) characterises the behaviour of the sequences defined by the entries of the rows of \( A^{-1} \). Fig. 5.1 contains graphical illustrations of the possible trends that may occur depending on the network parameters \( a, b, c \). While Fig. 5.2 shows, for the same value of coefficients, a complete characterisation of the elements of \( A^{-1} \) through heat maps. Theorem (5.3.1) can be used to describe an optimal sensor location, and indeed to solve Problem (5.2.1), for tridiagonal Toeplitz networks. The following corollary can be established under the hypothesis that the designer has a priori knowledge of the location of the input node (see for example [78]).
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Figure 5.1: Trends of the first, middle, and last rows of the inverse of stable tridiagonal Toeplitz matrices $A$ of dimension $n = 30$. The different behaviour are described in the following: (1) with the coefficients $a = -2$, $b = 0.5$, $c = 2$, the quantities $|\mu_-|$ and $|\mu_+|$ are less than $2|c|$ and greater than $2|b|$, thus ensuring the convergent behaviour of both the entries below the diagonal and of those above it; (2) with the coefficients $a = -2$, $b = 0.6$, $c = -3$, similar conditions of the previous case, but two eigenvalues are complex numbers; (3) with the coefficients $a = -2$, $b = 2$, $c = 0.5$, the quantities $|\mu_-|$ and $|\mu_+|$ are greater than $2|c|$ and less than $2|b|$, thus ensuring the divergent behaviour of both the entries below the diagonal and of those above it; (4) with the coefficients $a = -3$, $b = 1.1$, $c = 1$, the quantities $|\mu_-|$ and $|\mu_+|$ are greater than both $2|c|$ and $2|b|$, thus ensuring the divergence of the entries below the diagonal and the convergence of those above it.
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Figure 5.2: This figure shows the heat map of the matrix $\log(|A^{-1}|)$ for different parameters of the tridiagonal Toeplitz matrix $A \in \mathbb{R}^{30 \times 30}$. Notice that brighter colours correspond to entries with larger absolute values. The figure shows different behaviours of the entries of $A^{-1}$ as described in Theorem 5.3.1. In particular, the parameters in Fig. 5.2a and Fig. 5.2b satisfy conditions 1-b and 2-a in Theorem 5.3.1 so that, for each row, the sequence of entries is decreasing. The parameters in Fig. 4.7 satisfy conditions 1-a and 2-b in Theorem 5.3.1 so that, for each row, the sequence of entries is increasing. Finally, the parameters in Fig. 5.2d satisfy conditions 1-b and 2-b in Theorem 5.3.1 so that, for $j \geq i$, the sequence of entries is decreasing and, for $j < i$, the sequence of entries is increasing. Notice that, in all four cases, the network matrices are Hurwitz stable.
Corollary 5.3.1. \textit{(Optimal sensor placement for Toeplitz networks)} Consider a Toeplitz line network as in (5.1). If the input is located at node $i$, then the sensor node $j$ such that $A_{ij}^{-1}$ is largest is determined as follows:

1. If 1-a and 2-a hold, then $j = i$, that is, the sensor is co-located with the input node;
2. if 1-b and 2-a hold, then $j = 1$, that is, the sensor is located at the first node;
3. if 1-a and 2-b hold, then $j = n$, that is, the sensor is located at the last node of the line;
4. if 1-b and 2-b hold, then $j = h$, where $h$ is the nearest between 1 and $n$ to vertex $i$, i.e., if $n$ is even

$$h = \begin{cases} 1 & \text{if } i \leq \frac{n}{2}, \\ n & \text{if } i > \frac{n}{2}, \end{cases}$$

and if $n$ is odd,

$$h = \begin{cases} 1 & \text{if } i \leq \left\lfloor \frac{n}{2} \right\rfloor, \\ n & \text{if } i > \left\lceil \frac{n}{2} \right\rceil, \\ 1 \text{ or } n & \text{if } i = \left\lceil \frac{n}{2} \right\rceil. \end{cases}$$

Proof. The proof trivially follows from Theorem 5.3.1.

Remark 5.3.1. \textit{(Stability of the network matrix)} It should be observed that the stability of a tridiagonal Toeplitz matrix $A$ does not imply the convergence or divergence of the entries of its inverse $A^{-1}$. In fact, Theorem 5.3.1 shows that, even for stable matrices, the rows of the inverse of the network matrix may contain convergent or divergent sequences of entries. See Section 5.4 for an example.
5.3.2 General line networks

Let us now focus on the case of general line networks described by tridiagonal adjacency matrices of the form:

\[
A = \begin{pmatrix}
  a_1 & b_1 & 0 & \cdots & 0 & 0 \\
  c_1 & a_2 & b_2 & \cdots & 0 & 0 \\
  0 & c_2 & a_3 & \cdots & 0 & 0 \\
  \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
  0 & 0 & 0 & \cdots & a_{n-1} & b_{n-1} \\
  0 & 0 & 0 & \cdots & c_{n-1} & a_n \\
\end{pmatrix},
\]

(5.10)

with coefficients \(a_k, b_k, c_k \in \mathbb{R} \neq 0\) for all \(k\). The formula for the entries of the inverse \(A^{-1} = [A_{ij}^{-1}]\) is generalized as follows [53]:

\[
A_{ij}^{-1} = \frac{1}{\theta_n} \begin{cases} 
(-1)^{i+j} b_i \cdots b_{j-1} \theta_{i-1} \phi_{j+1}, & \text{for } i \leq j, \\
(-1)^{i+j} c_j \cdots c_{i-1} \phi_{i+1} \theta_{j-1}, & \text{for } i > j,
\end{cases}
\]

(5.11)

where the coefficients \(\theta_k\) and \(\phi_k\) are obtained respectively through the forward and backward iterations:

\[
\theta_k = a_k \theta_{k-1} - b_{k-1} c_{k-1} \theta_{k-2}, \text{ for } k = 2, \ldots, n,
\]

\[
\phi_k = a_k \phi_{k+1} - b_k c_k \phi_{k+2}, \text{ for } k = n - 1, \ldots, 1,
\]

with initial conditions respectively given by \(\theta_0 = 1, \theta_1 = a_n,\) and \(\phi_{n+1} = 1, \phi_n = a_n.\)

A complete characterization of the behaviour of the inverse \(A^{-1}\) of a general tridiagonal matrix \(A\) is not immediate, and in fact involves conditions that cannot be easily verified. However, a conservative yet useful analysis test can be derived, based on lower and upper approximations of \(A\) by suitable tridiagonal Toeplitz matrices. This fact is shown in the
Theorem 5.3.2. (Inverse of tridiagonal matrix) Let $A \in \mathbb{R}^{n \times n}$ be a tridiagonal matrix with parameters $a_i, b_i, c_i \in \mathbb{R} \neq 0$. Let $a, b, c, \bar{a}, \bar{b}, \bar{c} \in \mathbb{R}_{>0}$. Assume that

$$\begin{align*}
(\bar{a}^2 - 4bc)(\bar{a}^2 - 4\bar{b}\bar{c}) &> 0, \\
(a^2 - 4\bar{b}\bar{c})(a^2 - 4\bar{b}c) &> 0,
\end{align*}$$

and, for all indices $i$,

$$a \leq |a_i| \leq \bar{a}, \; b \leq |b_i| \leq \bar{b}, \; c \leq |c_i| \leq \bar{c}.$$  

Let $\nu_1 = \bar{a} + \sqrt{\bar{a}^2 - 4\bar{b}\bar{c}}$, and $\nu_2 = a - \sqrt{a^2 - 4bc}$.

As the dimension $n$ grows, the entries $A_{ij}^{-1}$ satisfy the following conditions:

1. For all rows $i$,
   
   (a) if $|\nu_2| > 2\bar{b}$, then the sequence $A_{ij}^{-1}$, with $j \geq i$, is decreasing;
   
   (b) if $|\nu_1| < 2b$, then the sequence $A_{ij}^{-1}$, with $j \geq i$, is increasing.

2. For all rows $i$,
   
   (a) if $|\nu_1| < 2c$, then the sequence $A_{ij}^{-1}$, with $j < i$, is decreasing;
   
   (b) if $|\nu_2| > 2\bar{c}$, then the sequence $A_{ij}^{-1}$, with $j < i$, is increasing.

Proof. As in Theorem 5.3.1 one can conveniently fix a row index $i$ and study the behaviour of all column entries $j$ for $i \leq j$ and $i > j$.

If $i \leq j$, the entry $A_{ij}^{-1}$ can be factorized as

$$y'(j) := A_{ij}^{-1} = \alpha'(i) b_i \cdots b_{j-1} \phi(j + 1),$$
where $\alpha'(i) = (-1)^i \theta^{-1}_n \theta_{i-1}$. The entry $A^{-1}_{i,j-1}$ can be rewritten as follows:

$$y^i(j - 1) = -\alpha'(i) (-1)^j b_i \cdots b_{j-2} \phi(j)$$

$$= -\frac{a_j}{b_{j-1}} \alpha'(i) (-1)^j b_i \cdots b_{j-2} b_{j-1} \phi(j + 1) y^i(j)$$

$$- \frac{c_j}{b_{j-1}} \alpha'(i) (-1)^{j+1} b_i \cdots b_{j-2} b_{j-1} b_j \phi(j + 2) y^i(j+1),$$

and thus, after translating of a step backward, the following difference equation is obtained:

$$y^i(j - 2) = -\frac{c_j}{b_{j-1}} y^i(j) - \frac{a_j}{b_{j-1}} y^i(j - 1),$$

for $j = n + 1, \ldots, i + 2$. One can obtain the following column-dependent, backward state form that generalizes (5.8):

$$\begin{pmatrix}
  y^i(j - 1) \\
  y^i(j - 2)
\end{pmatrix} =
\begin{pmatrix}
  0 & 1 \\
  -\frac{c_j}{b_{j-1}} & -\frac{a_j}{b_{j-1}}
\end{pmatrix}
\begin{pmatrix}
  y^i(j) \\
  y^i(j - 1)
\end{pmatrix},$$

(5.13)

for $j = n - 1, \ldots, 2$, and whose dynamic matrix has the following column-dependent eigenvalues

$$\lambda^{(j)}_{1,2} = -\frac{a_j \pm \sqrt{a_j^2 - 4 b_{j-1} c_j}}{2 b_{j-1}}.$$

If $i > j$, the entry $A^{-1}_{i,j}$ can be factorized as

$$y^i(j) := A^{-1}_{i,j} = \beta'(i) (-1)^j c_j \cdots c_{i-1} \theta(j - 1),$$

where $\beta'(i) = (-1)^i \theta^{-1}_n \phi_{i+1}$, and one can obtain the following column-dependent state
form that generalizes (5.9):

\[
\begin{pmatrix}
  y^i(j + 1) \\
  y^i(j + 2)
\end{pmatrix} =
\begin{pmatrix}
  0 & 1 \\
  b_{j-1}/c_j & -a_j/c_j
\end{pmatrix}
\begin{pmatrix}
  y^i(j) \\
  y^i(j + 1)
\end{pmatrix},
\] (5.14)

for \( j = 1, \ldots, i - 1 \), and whose dynamic matrix has the following column-dependent eigenvalues

\[
\mu_{1,2}^{(j)} = \frac{-a_j \pm \sqrt{a_j^2 - 4b_{j-1}c_j}}{2c_j}.
\]

Under the conditions in (5.12), it is possible to find the following upper and lower bounds for the modules of the eigenvalues \( \lambda_{1,2}^{(j)} \) and \( \mu_{1,2}^{(j)} \):

\[
\frac{|\nu_2|}{2b} \leq |\lambda_{1,2}^{(j)}| \leq \frac{|\nu_1|}{2b} , \quad \frac{|\nu_2|}{2c} \leq |\mu_{1,2}^{(j)}| \leq \frac{|\nu_1|}{2c}.
\]

As in Theorem 5.3.1, when both eigenvalues \( \lambda_{1,2}^{(j)} \) lay inside the unit circle, for all \( j \), the backward dynamics in (5.13) is decreasing and the forward sequence \( \{y^i(j)\} \) is increasing, while, when both eigenvalues \( \mu_{1,2}^{(j)} \) lay inside the unit circle, for all \( j \), the dynamics in (5.14) is decreasing and the same holds for the sequence \( \{y^i(j)\} \). This reasoning explains the conditions in the statement of the theorem.

As for the case of Toeplitz line networks discussed in Theorem 5.3.1, Theorem 5.3.2 provides guidelines for the selection of sensor nodes with respect to the input location and the network parameters.
5.4 Applications

In this section we validate our findings with three different areas of application. In particular, in Section 5.4.1 through numerical examples we show that by fixing the diagonal entries of network matrix and plotting the regions of the parameters space, one can yield decreasing and increasing behaviours of the entries of the network inverse matrix. Instead, in Section 5.4.2 we present an electronic network whose dynamics are described by a tridiagonal matrix, and we analyse its steady state behaviour as a function of the network elements and the locations of the input and sensor nodes. Finally, in Section 5.4.3 we exploit the theoretical results obtained before in Section 5.3 to solve the problem of detect the disturbance propagation in a vehicular platoon.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.3.png}
\caption{Line network with \(n\) nodes. The \(i\)-th node is affected by an attack, and the \(j\)-th node represents the optimal sensor placement.}
\end{figure}

5.4.1 Map of decreasing and increasing parameters

In this subsection we present numerical examples of line networks with \(n\) vertex nodes (Fig. 5.3), where a node \(i\) is affected by a disturbing signal \(u(t)\), and it is required to find, by means of Theorems 5.3.1 and 5.3.2, the sensor location \(j\) maximizing the ability of an observer to detect such disturbance. Consider the case of a stable Toeplitz line network with \(n = 30\), \(a_k = a = -0.3\), for all \(k\), while the other two coefficients \(b_k = b\) and \(c_k = c\), for all \(k\), are still to be chosen. Suppose that a white noise signal \(u(t)\), with zero mean and unit variance, is injected through the first node, i.e. \(i = 1\). Based on Theorem 5.3.1,
one can build a map telling for different values of $b$ and $c$ whether the behaviour of the first row of the inverse $A^{-1}$ is convergent or divergent (Fig. 5.4).

Assume first the numerical values $b = 1$ and $c = -0.25$. The map reveals that the behaviour of the entries of the first row of $A^{-1}$ is divergent, and thus the optimal sensor location is at the furthest vertex from the attack, i.e. $j = 30$. This result is counterintuitive as one can think that the optimal choice to detect an attack is to place the sensor at the same node where the attack is performed.

In fact, the adopted metric, the trace of the cross–Gramian $W_{co}$, reaches its maximum at the last node, which implies that the corresponding output signal is more detectable when measured at that location. As a second example, assume the numerical values $b = 0.57$ and $c = -1.37$; based on the map the optimal placement is obtained by co-locating the sensor at the vertex where the disturbance is originated, that is $j = i = 1$. Fig. 5.5 shows the amplification of the signal $u(t)$ for the two cases above, and it validates
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Figure 5.5: Simulation runs with two Toeplitz line networks belonging to case (3) and (1) of Fig. 5.2, respectively. In the top figure the maximum amplification of the input \( u(t) \) is achieved at furthest nodes, while in the bottom figure it is obtained at same node where \( u(t) \) is applied.

the results expected from the theorems.

5.4.2 An electronic network yielding tridiagonal dynamics

Consider the electric circuit in Fig. 5.6, which represents a multistage amplifier [82], and consists of a chain of \( RC \) elements connected by voltage–feedback transconductance amplifiers. The \( i \)-th part of the system, for \( i = 1, \ldots, n \), includes a resistor \( R_i \), a capacitor

Figure 5.6: \( RC \)-chain network with \( n \) voltage–feedback transconductance amplifiers \( A_i \), which are depicted in the gray boxes.
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$C_i$, and the elements of the local amplifier’s equivalent circuit. Each amplifier $A_i$ comprises an input resistance, $\rho_i$, an output resistance, $\delta_i$, and a controlled generator $G_i$ injecting a current linearly depending on the capacitor $C_i$'s voltage through a gain coefficient $k_i$. Let $x_i(t)$ be the voltage at time $t$ of the capacitor $C_i$. Then, the current injected by $G_i$ is $k_i x_i(t)$, where $k_i > 0$ if the amplifier works in non-inverting configuration, and $k_i < 0$ if the amplifier is in inverting configuration. The electric circuit is controlled through an input signal $v(t)$ that is applied at the first $RC$-branch, while a short circuit is imposed at the last branch. We aim to characterise the propagative properties of a disturbance signal $u(t)$ that is applied at the $i$-th node. To this aim, we first determine a dynamical model of the system. By applying Kirchhoff’s current law, we obtain the following balance equations:

$$i_{R_i}(t) - i_{C_i}(t) - i_{\rho_i} - i_{G_i}(t) - i_{\delta_i} - i_{R_{i+1}}(t) = 0,$$

for $i = 1, 2, \ldots, n$, which can be written in terms of the system’s state by exploiting Kirchhoff’s voltage law:

$$\frac{x_{i-1}(t) - x_i(t)}{R_i} - C_i \dot{x}_i - \frac{x_i(t)}{\rho_i} - k_i x_i(t) - \frac{x_i(t) - x_{i-1}(t)}{\delta_i} - \frac{x_i(t) - x_{i-1}(t)}{R_{i+1}} = 0.$$

The network dynamical model is thus given by

$$\dot{x}_i(t) = c_i x_{i-1}(t) + a_i x_i(t) + b_i x_{i+1}(t),$$

(5.15)

where

$$c_i = \frac{1}{R_i C_i} > 0 \quad b_i = \frac{1}{R_{i+1} C_i} > 0,$$

$$a_i = -\frac{1}{C_i} \left( \frac{1}{\rho_i} + \frac{1}{\delta_i} + \frac{1}{R_i} - k_i \right) = -b_i - c_i - \frac{1}{\rho_i C_i} - \frac{1}{\delta_i C_i} + \frac{k_i}{C_i},$$

(5.16)
for \( i = 1, \ldots, n \), \( x_0(t) = u(t) \) and \( x_{n+1}(t) = 0 \). Thus, the electric circuit in Fig. 5.6 can be modelled as the line network system in Fig. 5.3 with dynamics of the form (5.1), where the parameters \( a_i, b_i \), and \( c_i \) are given in (5.16). We now study two numerical instances of the above electric circuit with \( n = 10 \).

For simplicity, we let all input and output resistances of the amplifiers have equal value, that is, \( \rho_i = \rho = 1 \cdot 10^6 \Omega \) and \( \delta_i = \delta = 3 \cdot 10^6 \Omega \). By choosing the other circuit parameters as in Table 5.1-a), the network parameters are such that the network matrix \( A \) is Toeplitz and satisfies the conditions 1-b and 2-b in Theorem 5.3.1. Thus, the sequences \( A_{ij}^{-1} \), for \( j \geq i \) (respectively \( j < i \)), show a decreasing (respectively increasing) behaviour. Instead, if the circuit parameters are chosen as in Table 5.1-b), the network matrix \( A \) satisfies the conditions 1-a and 2-b in Theorem 5.3.1, so that the sequences \( A_{ij}^{-1} \) are increasing for all rows \( i \). A graphical illustration of the behaviours of the entries of the inverse of the network matrix is reported in Fig. 5.7. As a consequence of this analysis, for the first set of parameters, a disturbance is mostly visible close to the signal source. Instead, for the latter set of parameters, the effect of a disturbance is greatest at the right extreme of the circuit.
Figure 5.7: This figure shows the heat map of the matrix $\log(|A^{-1}|)$ for different parameters of the tridiagonal Toeplitz matrix $A \in \mathbb{R}^{10 \times 10}$ as obtained in Section 5.4.2 from the network parameters in Table 5.1. The parameters in Fig. 5.7a satisfy conditions 1-b and 2-b in Theorem 5.3.1 so that, for $j \geq i$, the sequence of entries is decreasing and, for $j < i$, the sequence of entries is increasing. The parameters in Fig. 5.7b satisfy conditions 1-a and 2-b in Theorem 5.3.1 so that, for all rows, the sequence of entries is increasing. Notice that, in both cases, the network matrices are Hurwitz stable.

Table 5.1: Network parameters yielding decreasing (left) and increasing (right) behaviours of $A^{-1}$.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$R_i$ [Ω]</th>
<th>$C_i$ [F]</th>
<th>$k_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$1 \cdot 10^6$</td>
<td>$1.33 \cdot 10^6$</td>
<td>$-6.67 \cdot 10^{-2}$</td>
</tr>
<tr>
<td>2</td>
<td>$3.75 \cdot 10^6$</td>
<td>$3.56 \cdot 10^{-1}$</td>
<td>$-1.78 \cdot 10^{-2}$</td>
</tr>
<tr>
<td>3</td>
<td>$1.41 \cdot 10^4$</td>
<td>$9.48 \cdot 10^{-2}$</td>
<td>$-4.74 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>4</td>
<td>$5.27 \cdot 10^1$</td>
<td>$2.53 \cdot 10^{-2}$</td>
<td>$-1.26 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>5</td>
<td>$1.98 \cdot 10^2$</td>
<td>$6.74 \cdot 10^{-3}$</td>
<td>$-3.36 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>6</td>
<td>$7.42 \cdot 10^2$</td>
<td>$1.8 \cdot 10^{-3}$</td>
<td>$-8.86 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>7</td>
<td>$2.78 \cdot 10^3$</td>
<td>$4.79 \cdot 10^{-4}$</td>
<td>$-2.26 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>8</td>
<td>$1.04 \cdot 10^4$</td>
<td>$1.28 \cdot 10^{-4}$</td>
<td>$-5.06 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>9</td>
<td>$3.91 \cdot 10^4$</td>
<td>$3.41 \cdot 10^{-5}$</td>
<td>$-3.71 \cdot 10^{-7}$</td>
</tr>
<tr>
<td>10</td>
<td>$1.47 \cdot 10^5$</td>
<td>$9.09 \cdot 10^{-6}$</td>
<td>$8.79 \cdot 10^{-7}$</td>
</tr>
</tbody>
</table>

$\{a = -1, b = 0.2, c = 0.75\}$

<table>
<thead>
<tr>
<th>$i$</th>
<th>$R_i$ [Ω]</th>
<th>$C_i$ [F]</th>
<th>$k_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$1 \cdot 10^9$</td>
<td>$1 \cdot 10^{-9}$</td>
<td>$1.33 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>2</td>
<td>$8.33 \cdot 10^8$</td>
<td>$1.2 \cdot 10^{-8}$</td>
<td>$1.34 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>3</td>
<td>$6.94 \cdot 10^7$</td>
<td>$1.44 \cdot 10^{-7}$</td>
<td>$1.38 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>4</td>
<td>$5.79 \cdot 10^6$</td>
<td>$1.73 \cdot 10^{-6}$</td>
<td>$1.85 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>5</td>
<td>$4.82 \cdot 10^5$</td>
<td>$2.07 \cdot 10^{-5}$</td>
<td>$7.55 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>6</td>
<td>$4.02 \cdot 10^4$</td>
<td>$2.49 \cdot 10^{-4}$</td>
<td>$7.6 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>7</td>
<td>$3.35 \cdot 10^3$</td>
<td>$2.99 \cdot 10^{-3}$</td>
<td>$8.97 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>8</td>
<td>$2.79 \cdot 10^2$</td>
<td>$3.58 \cdot 10^{-2}$</td>
<td>$1.08 \cdot 10^{-2}$</td>
</tr>
<tr>
<td>9</td>
<td>$2.33 \cdot 10^1$</td>
<td>$4.3 \cdot 10^{-1}$</td>
<td>$1.29 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>10</td>
<td>$1.94 \cdot 10^0$</td>
<td>$5.16 \cdot 10^0$</td>
<td>$1.55 \cdot 10^0$</td>
</tr>
</tbody>
</table>

$\{a = -1, b = 1.2, c = 0.1\}$
5.4.3 Asymmetric bidirectional control of vehicle platoons

Distributed policies for vehicle platooning can potentially increase the safety and capacity of highways and, at the same time, can allow drivers to relax during a travel [45] or the daily commute. In the context of automated vehicular control, various motion control mechanisms and stability properties of the formation have been studied and described in the literature [91]. The problem in its most basic form is to steer a collection of vehicles from an initial point to another one with certain desired speed and such that each vehicle should keep some preset distance respect to the predecessor vehicle and the following [83]. The simplest approach to be implemented, among the ones based on fixed-distance, is the predecessor-following approach, according to which every vehicle is equipped with two sets of sensors, measuring the relative distances from the preceding vehicle and the following vehicle. Therefore, bidirectional symmetric-control or asymmetric-control can be implemented. In all such strategies, scalability in terms of disturbance propagation is a phenomenon known as string instability could be avoided [67]. String instability occurs when a disturbance or measurement error acting at a given vehicle is amplified as it is propagated along the platoon of vehicles.

While symmetric control has been well studied and symmetric systems can be made string stable, though at the expense of tolerating long transients, asymmetric control is only recently receiving a wide attention from many authors [44,91]), for its interesting properties in terms of convergence speed and controllability [39,72]. However, the asymmetric control leads to an undesired behaviour of the entire system, which is referred to as harmonic instability, namely the phenomenon occurring when the peak of the magnitude frequency response exponentially grows with the number of vehicles. In [91] authors has shown how the asymmetric systems are even harmonically unstable.

The theoretical results obtained in Section 5.3 find also application in the aforementioned context of harmonic instability for homogeneous vehicles platoon. To this re-
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Figure 5.8: Example of platoon composed by 5 vehicles. Each car \( i \) with position \( x_i \) is moving in one dimension with velocity \( v_i \). Every vehicle in the platoon should automatically keep the distances \( d_i \) respect to the predecessor \( i-1 \) and the following vehicle \( i+1 \).

gard, [56] in this framework authors want to show an interesting scenario where a disturbance propagation along finite string vehicles can be detect. Indeed, given as metric the cross-Gramian, it will be shown how the disturbance injected i.e by the tail string could be detected by an optimal design of network parameters. In this way the leading vehicle informations will not be affected by the error.

Consider a generic system of \( N \) vehicles such as represented in Fig. 5.8 (for the particular case of 5 vehicles) described by the second-order dynamic model

\[
\begin{align*}
\dot{x}_i &= v_i, \\
\dot{v}_i &= u_i,
\end{align*}
\]

where \( u_i \), for \( i = 1, \ldots, N \), are the normalised inputs of each vehicle, \( x_i \) and \( v_i \) are their position and velocity. In general, centralised control is impractical for medium to large sized platoons; thus a decentralised controller approach should be used. Therefore, we want to find a decentralised law \( u = (u_1, \ldots, u_N)^T \) s.t. all vehicles asymptotically move
at a desired speed $\bar{v}$, i.e.

\[ v_i \rightarrow \bar{v}, \]

and according to the asymmetric bidirectional control policy [67], it maintain a relative distance $\bar{d}$, i.e.

\[ d_i = x_{i-1} - x_i \rightarrow \bar{d}, \quad \text{for } i = 2, \ldots, N. \]

Decentralized means that each vehicle’s input $u_i$ must depend only on the information of its own position and velocity and that of its preceding and following vehicle. Let $\tilde{d}_i = \bar{d} - d_i$ and $\tilde{v}_i = \bar{v} - v_i$. A possible solution is the following

\[ u_i = -(k_1 + k_2) \tilde{v}_i + k_1 \tilde{v}_{i-1} + k_2 \tilde{v}_{i+1} + \lambda \tilde{d}_i, \]

for $i = 2, \ldots, N - 1$, and

\[ u_1 = -k_2 \tilde{v}_1 + k_2 \tilde{v}_2, \]

\[ u_N = -k_1 \tilde{v}_N + k_1 \tilde{v}_{N-1} + \lambda \tilde{d}_N. \]

The system model for $N = 3$ is the following:

\[ \dot{\tilde{v}}_1 = -k_2 \tilde{v}_1 + k_2 \tilde{v}_2, \]
\[ \dot{\tilde{v}}_2 = -(k_1 + k_2) \tilde{v}_2 + k_1 \tilde{v}_1 + k_2 \tilde{v}_3 + \lambda \tilde{d}_2, \]
\[ \dot{\tilde{v}}_3 = -k_1 \tilde{v}_3 + k_1 \tilde{v}_2 + \lambda \tilde{d}_3, \]
\[ \dot{\tilde{d}}_2 = v_1 - v_2, \]
\[ \dot{\tilde{d}}_3 = v_2 - v_3, \]
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It is linear and it thus can be represented as

\[
\begin{pmatrix}
\dot{\tilde{v}}_1 \\
\dot{\tilde{v}}_2 \\
\dot{\tilde{v}}_3 \\
\dot{\tilde{d}}_2 \\
\dot{\tilde{d}}_3
\end{pmatrix}
= A
\begin{pmatrix}
\tilde{v}_1 \\
\tilde{v}_2 \\
\tilde{v}_3 \\
\tilde{d}_2 \\
\tilde{d}_3
\end{pmatrix}
+ B
\begin{pmatrix}
0 \\
0 \\
\bar{d} \\
\bar{d}
\end{pmatrix}
\]

where

\[
A = \begin{pmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{pmatrix}
= \begin{pmatrix}
-k_2 & k_2 & 0 & 0 & 0 \\
k_1 & -(k_1 + k_2) & k_2 & \lambda & 0 \\
0 & k_1 & -k_1 & 0 & \lambda \\
1 & -1 & 0 & 0 & 0 \\
0 & 1 & -1 & 0 & 0
\end{pmatrix}
\]

and \(B\) equals the identity matrix \(I\).

Without considering the contribute of the leading and the tail vehicle (namely, if we neglect the first and last row of \(A\)), the sub–network matrix \(A_{11}\) can be considered as a Tridiagonal Toeplitz with coefficients: \(a = -(k_1 + k_2)\), \(b = k_2\) and \(c = k_1\). That makes sense when the number of vehicles grows-up enough; thus the behaviour of the platoon can be described by a line network (as shown before in Fig. 5.3), where each node corresponds to a single vehicle. Consider a platoon composed of 20 vehicles and supposing an external disturbance (i.e. deceleration signal caused by internal vehicle fault or non-uniform road surface) acts into vehicle 2; we want to find the optimal placement to detect the attack. Given the results obtained in Theorem 3.1, by appropriately selecting \(k_1 = 0.1\) and \(k_2 = 0.2\), we have that the first eigenvalue \(\sigma_1 > 1\), while the other eigenvalue \(\sigma_2\) lays inside on the unit circle. Therefore, the entry \(A_{ij}^{-1}\) have decreasing behaviour as illustrated in Fig. 5.9, than according to the case 1-a) of Corollary 5.3.1, the optimal
Figure 5.9: Decreasing behaviour of the second row of $A_{ij}^{-1}$. According to Corollary 5.3.1, the optimal sensor placement will be for $j = 2$, where the metric value is the biggest.

sensor placement will be for $j = i$ (sensor co-located with the attacker). In this way, one can establish exactly which vehicle of the platoon has decelerated, in order to decide which control law must be chosen to achieve the desired speed $\bar{v}$.  
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Conclusion and Future Work

This thesis work has mainly focused on (i) analysing the convergence of multi-agent systems by considering their complex dynamic behaviour through the consensus model and the HK model, (ii) addressing the well-known data clustering problem with additional distance centroid constraints for a wireless network application, (iii) and dealing the problem of attack detection through optimal sensor placement in line network systems.

In Chapter 3 we have given centralised and distributed conditions to determine, at the generic instant $t$, if a system described by the HK opinion dynamic model can eventually reach an agreement state or, more in general, a steady state (based on the doubly stochasticity of the dynamic matrix $A(t)$). Furthermore, we have also given conditions about the connectedness of the graph at time instant $t + 1$ and have investigated on the feasibility of a local convergence criterion, which is valid except under the cases when the graph contains $m$-paths. Through an alternative formulation of the HK model insights on its complexity are found, which suggests a way to study the detection of the agreement condition. The proposed criteria represent a method to determine whether the a set of agents, interacting via the HK model, can stop. To show the effectiveness of the proposed criteria, simulation results have been shown which successfully confirm their validity. Future works in this topic will be along two main directions. First, we will inspect a generalisation of the HK model to a $n$-dimensional vector opinion problems and study the finite-time convergence to a steady state, in order to characterise an upper bound for the time instant when a steady state is reached. Secondly, we will use the alternative
Appendix. Conclusion and Future Work

formalisation of the model provided in Section 3.1 to inspect the possibility of finding a closed-form solution to the HK model and determine conditions for reaching a steady state and agreement, depending only on the initial state $x(0)$ and the confidence interval length $\varepsilon$.

Chapter 4 described a distributed algorithm to solve a data clustering for a sensors network, with the constraint that cluster centroids must be minor than $\varepsilon$. The proposed approach is two steps: first, an admissible, although sub-optimal, solution of the problem is found by using an HK model “filter”, which requires no a-priori specification by the user of the number of clusters, and then the found solution is optimised by exploiting the $k$–means algorithm. In spite of the HK model in its original application is a centralised algorithm, we proposed a new distributed implementation based on a combination of consensus algorithms. Future research will focus on proving the convergence of HK model in finite time by considering vectorial opinions and testing the algorithm in a real world scenario, including noise and packet loss.

In Chapter 5 we studied the problem of selecting sensor nodes for optimal signal detection in network systems. We adopted the trace of the cross–Gramian or, equivalently, for single-input single-output systems, the static gain of the network system, to evaluate different sensor positions with respect to the origin of a signal to be detected. For the class of line networks characterised by Toeplitz dynamic matrices or, more in general, by tridiagonal dynamic matrices, we have shown that the entries of the inverse of the network matrix can exhibit drastically different behaviours. Consequently, to maximise the detection performance, the sensor should either be co-located with the origin of the signal, or as far as possible from it, depending on the network parameters. We illustrated our findings through a synthetic example and a class of electrical circuits. Several problems are left as the subject of future research, including the extension to multi-input multi-sensor scenarios and the study of different network topologies.
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