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A B S T R A C T

Automatic Text Complexity Evaluation (ATE) is a research field that aims at creating new methodologies to
make autonomous the process of the text complexity evaluation, that is the study of the text-linguistic features
(e.g., lexical, syntactical, morphological) to measure the grade of comprehensibility of a text. ATE can affect
positively several different contexts such as Finance, Health, and Education. Moreover, it can support the
research on Automatic Text Simplification (ATS), a research area that deals with the study of new methods
for transforming a text by changing its lexicon and structure to meet specific reader needs. In this paper, we
illustrate an ATE approach named DeepEva, a Deep Learning based system capable of classifying both Italian
and English sentences on the basis of their complexity. The system exploits the Treetagger annotation tool,
two Long Short Term Memory (LSTM) neural unit layers, and a fully connected one. The last layer outputs the
probability of a sentence belonging to the easy or complex class. The experimental results show the effectiveness
of the approach for both languages, compared with several baselines such as Support Vector Machine, Gradient
Boosting, and Random Forest.
1. Introduction

Recent years have been characterized by the significant growth of
solutions related to Natural Language Processing (NLP) problems. Such
solutions vary and they concern different topics such us computational
creativity [1], support system for teaching [2–4], machine transla-
tion [5], semantic analysis [6], health support system [7] and so on.
Automatic Text Simplification (ATS) is a natural language processing
task whose main purpose is to transform a text in an automated manner
to make it more easily understandable by a reader, keeping as much as
possible the original meaning of the content. People with language dis-
abilities, low reader skills, or lack of knowledge of a specific language
are categories of users who can benefit from ATS systems.

Nowadays, researches related to the ATS concern the development
of intelligent systems capable of simplifying texts automatically. In
this context, the automatic text complexity evaluation (ATE) is a rel-
evant research field related to the development of Text Simplification
systems. ATE systems analyze the features of the text that are repre-
sentative of its complexity and relate them with those linked to the
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1 http://www.libertaciviliimmigrazione.dlci.interno.gov.it/it/documentazione/statistica/cruscotto-statistico-giornaliero

reading skills of the user. An ATE recognizes if a text is already suitable
for the reader or it needs to be simplified. If the text is judged to be
too difficult, the text should be modified, for instance, by changing
the lexicon or the sentence’s syntax to adapt the text complexity to the
reading skills of the user.

An ATE system is not only related to the ATS activities: it can be
used for many different contexts as a standalone system. The automatic
evaluation of the complexity of a text can be appreciated as support
system by people that have to engage with different communities.
Educators are an example of individuals who need ATE systems since
they often produce educational material that can be used by students
having linguistic problems such as those affected by dyslexia, deafness,
or aphasia. In this regard, ATE supports educators during the drafting
process by suggesting simplifying the text if it is not suitable for a
reader’s skills. Furthermore, substantial waves of immigration have
occurred in Italy since 2017.1 These phenomena have increased the
number of students, who are not native speaker inside classrooms, that
have to tackle linguistic understanding problems. An augmentation of
students in need of supporting demands more effort to educators to
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prepare the educational material, which increases the worth of ATE
tools.

Although investments have improved the school system making
education available to almost everybody, there is still a high percentage
of the population with low reading skills. Statistical investigation2 has
een carried out to assess literacy competencies of 24 OCSE countries.
he study places Italy as the country with the highest number of people
ith worse literacy skills. At the same time, England/Ireland and the
nited States are ranked respectively 15th and 17th for language
ompetencies showing the need for simplification tools for both Italian
nd English languages.

In this paper, we propose a solution for overcoming the classical
easures to assess text complexity leveraging Deep Learning and an

ffective parsing tool named Treetagger [8]. Facets that make a sen-
ence not suitable for the reader are identified via a learning process
hat exploit a dataset which include the description of the reader skills
hrough the examples. The system considers the syntactical features by
sing Treetagger that extracts the sentence’s parts-of-speech. Instead, it
xploits an RNN to extract the most important facets of text complexity
seful to classify sentences as hard to understand (i.e, the sentence
oes not meet the reader skills) or easy to understand (i.e. the sentence
s suitable for the reader) for both languages. The architecture of
he network uses two Long Short Term Memory (LSTM) neural unit
ayers and a fully connected one. The LSTM layers analyze lexical and
yntactic peculiarities by exploiting its capabilities of remembering the
nput sequence arrangement. The output, representing the extracted
eatures, stimulates the next layer, activated using the softmax activa-
ion function, which gives the probability of a sentence belonging to
ne of the two classes.

Experimental results highlight the system aptitude for the ATE task.
uch a system achieves relevant values of the F1-Score measure for both
nglish and Italian, underlining its versatility for tackling the problem
n more than one language.

The paper is structured as follows: in Section 2 we bibliography
ontents of ATE, Sections 3.1 and 3.2 describe the system with a
ocus on the NN architecture, Section 4 gives information about the
sed corpus for training the NN and the experiments carried out for
valuating its performance; a discussion on the effectiveness of the NN
s provided in Section 5. Finally the conclusions are given in Section 6.

. Literature review

.1. Historical measures

ATE is a relevant research topic that has been studied for the
nglish language since 1893 [9]. The first important attempt to tackle
he problem was leveraged on quantitative approaches that exploited
tatistical formulas to measure the text readability mainly for the
nglish language. Subsequently, researchers started to study ATE for
ther languages such as Italian.

In 1943, Rudolf Flesch created a readability formula which take
nto account three language elements: average sentence length in words,
umber of affixes, and number of references to people [10]. Such a formula
ecame state of the art. It was utilized to control the text complex-
ty in many different contexts like newspaper reports, government
ublications, and materials for adult education. In the same line, in
969, Bormuth [11] created a statistical formula which exploits average
entence length, number of words not on the revised Dale list of words
nown by fourth graders, and number of letters per word.

In 1975, by taking inspiration from the original Flesch formula,
t was created the Flesch–Kincaid readability index (FKI) [12], one of
he most common indexes for assessing text complexity. It is based

2 https://www.oecd.org/skills/piaac/Country%20note%20-%20Italy%
0(ITA).pdf
2
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on the combination of three common readability formulas: the Au-
tomated Readability Index, Fog Count and Flesch Reading Ease. It was
developed in the military environment to help the training of Navy
enlisted personnel. The problem was to create a reliable support tool
for making training material understandable by the military students.
FKI gives a score that measures the complexity level of an English
document based on its structural features. It takes into account number
of words, number of sentences, amount of syllables, and relates them
by using numerical coefficients calculated carrying out tests on 531
military personnel. Despite the relevance of this index, it has some
limitations. One is that it evaluates longer texts as more challenging to
understand. Note that the length of a text is not always a feature that
affects the text complexity. The text might be longer because of a larger
amount of information, which could help the reader better understand.
Furthermore, this typology of indexes does not take into account other
important facets of text complexity. Indeed, it is a common opinion that
evaluating only document surface features is not enough for assessing
its complexity. Despite its limitations, the FKI has been largely adopted.

In 1986, Roberto Vacca adapted the FKI for the Italian language
creating the Flesch–Vacca index (FVI) [13], which assesses specifically
the text complexity of an Italian text. Another historical index created
for measuring the complexity of an Italian text is GulpEase (GE) [14].
It is based on the length of words, the number of words and the number
of sentences. GE was created specifically for the Italian language, and
it provides a score that can be used to associate the complexity of text
with the degree level of the reader. For example, a score of 60/100
points attests that the text complexity is very difficult for people with
an elementary school diploma but easy to understand for people with a
high school diploma. Unfortunately, also GulpEase lacks in considering
other fundamental aspects of text complexity.

In 1989, the Lexile framework, a formula which use sentence length
nd word frequency, was developed [15]. The formula uses 1000 Lexile
oints (from 200 to 1200), where 200 is the first grade, and 1200 is the
welfth-grade level. The Lexile score has been used for assessing 30’000
ooks, and a growing number of test publishers such as CTB-McGraw
ill and NWEA Achievement Level Test have adopted such a measure.

In 1994, a formula based on the Bormuth formula, named Degrees of
eading Power, was created to assess the text complexity by exploiting
entence length, number of words not in an updated version of the Dale

List, and average number of letters per word [16]. This formula uses a
point-scale of difficulty on the range 15–85, and the authors provide a
translation table which maps the formula values to the reading levels.

The most important shortcomings of the described formulas are
related to the use of only surface facets like the sentence length and
number of syllables. These are not enough to cover all the factors that
characterize the text complexity. Therefore they have become outdated,
and researchers have started to explore new methodologies to assess the
text complexity.

2.2. Modern measures

The shortcomings of traditional readability indices are overcome by
using cognitive studies on how the reader interacts with a text. Such
studies conclude that the assessment of text comprehension can not use
only shallows features but they must include psycholinguistics ones,
such as text cohesion, syntactic parsing, measures related to decoding, and
meaning construction.

In [17], the CohMetrix is utilized to measure English text readability
or students who are learning a second language (L2 readers) relying
n text cohesion. It integrates many deep-level factors like seman-
ic lexicons, part-of-speech taggers, and other computational linguistics
omponents that allow the examination of features related to text
rocessing and reading comprehension.

Meaningful readability index has been developed according to Pro-
otype Theory [18], which states that the most readable words repre-

ent objects humans interact with. For example, guitar is more readable

https://www.oecd.org/skills/piaac/Country%20note%20-%20Italy%20(ITA).pdf
https://www.oecd.org/skills/piaac/Country%20note%20-%20Italy%20(ITA).pdf


Array 12 (2021) 100097G. Lo Bosco et al.

m
a
c
h
s
b
t
c
b
t
t
t
t
l
m
p
a
c
t
f
a
i

i
l
p
b
u
s
a
o
a
l
n
f
t
b
t
s
f
q
a
t
a
t
f
T
o
e

t
c
c
R
t

a
a
p
n
a
t
t
s
l
c

s
u
t
I
t
b
N
o

h
t
e
s
T
m
t

A
t
d
l
K
c
o
i
s
m

3

c
p
p
a
f
i
i
d
o

than its superordinate words stringed instrument and its subordinate
words acoustic guitar. Then, Wordnet [19] is exploited to study such
words relations in order to build a readability measure which relates
basic, superordinate and subordinate words.

Statistical techniques have been explored for creating the language
odel of a particular grade level. The analysis of large corpora suit-

ble for a specific type of reader allows us to discover features that
haracterize his abilities. In [20], the reading difficulty of Web pages
as been assessed by using simple statistical language models and
urface linguistic features. An extension of Bayes classification has
een used for combining multiple language models to determine the
ext complexity [21]. In [22] Grammar and vocabulary features are
ombined for estimating the reading difficulty to outperform models
ased only on grammar or language modeling approaches. In [23],
he problem of readability is modeled as a text-categorization task
ackles by using a statistical language model based on a variation of
he multinomial naïve Bayes classifier. Such a model has been utilized
o classify Web pages by examining their reading difficulty. In [24],
exical (i.e., the relative frequencies of word unigrams) and gram-
atical features (i.e., extracted from automatic context-free grammar
arses of sentences) are correlated utilizing statistical models to build
measure of readability. The study compares Linear Regression, Multi-

lass Logistic Regression, and Proportional Odds to choose the model
he best suit the problem. Statistical models have been widely utilized
or evaluating the readability of financial disclosure since the way they
re written, and content comprehension affects the decision to invest
n a product [25,26].

The multiple types and nature of features that could be involved
n text complexity evaluation lead to the suggestion that a machine
earning model might catch the relation among features by its learning
rocess. Following this suggestion, several supervised models have
een provided. In [27], Simple English Wikipedia and Wikipedia are
sed to create a corpus that contains sentences labeled respectively as
imple and hard, then lexical, syntactic, and psycholinguistic features
re extracted to train the SVM model for classifying sentences based
n their difficulty. In [28] a dependency tree and a semantic network
re used to build a readability index in which features like sentence
ength, word length and word frequency are related by using the nearest
eighbor algorithm. The study shows that deep syntactic and semantic
eatures help better represent a reader’s difficulties in understanding a
ext. In [29], a Stochastic Gradient Descent classifier is proposed for the
inary classification of complex and simple sentences. The training of
he algorithm has been carried out on a specific corpus created aligning
entences of Newsela [30] through massAlign [31] system. In [32],
eatures like word length, sentence length, part-of-speech counts, fre-
uency of common words, medical concept density, specificity, and
mbiguity are used to train six different ML algorithms for predicting
he difficulty of health texts. In [33], a new readability assessment
pproach that relies on a set of features to support the process of
ext simplification with cognitively-motivated metrics has been used
or supporting the text-simplification process for poor literacy readers.
he assessment has been carried out through a standard classifier, an
rdinal (ranking) classifier, and a regressor. The best model is then
mbedded in an efficient Text Simplification system.

A robust system developed for measuring sentence complexity of
he Italian language is READ-IT [34]. READ-IT is an SVM-based system
apable of taking into account many text features that affect sentence
omplexity. The training phase has been carried out by exploiting the
epubblica newspaper, which is considered difficult to comprehend for

he 70% of the Italian people, and Due Parole which articles are recom-
mended to low literacy skills readers. Starting from an Italian sentence
READ-IT extracts raw, lexical, morpho-syntactic, and syntactic features
which are used for training the SVM to identify hard to understand and
easy to understand sentences. It offers a score of complexity, represented
by the probability of the sentence being one of the two classes. In the
3

context of the evaluation of the readability of software codes, in [35] s
many classifiers are tested to discover the features of code writing,
which affect the software quality and to create a readability measure.
The study presents a descriptive model of software readability, which
is strongly correlated to the judgments of 120 human annotators.

The sentence complexity evaluation has been explored by authors
interpreting it as a classification problem. The aim is to classify sen-
tences in two classes based on their lexical and syntactical features.
We have chosen NN models since they have been successfully used as
supervised classification models showing their power in many contexts.
Furthermore, they make it possible to overcome the weakness of the
features extraction phase since the model itself automatically accom-
plishes it. In [36] Lexical and syntactical features have been evaluated,
nalyzing the sentence as a sequence of tokens, where a token is either
word or a punctuation symbol. The system is characterized by a

reprocessing phase that represents a sentence as a sequence of real
umber vectors and by a Recurrent Neural Network (RNN), which
nalyzes the sequence to learn what is the peculiarities that make
he sentence hard or easy to understand. According to the computed
ests, the system performances are coherent with the READ-IT ones, a
tate-of-the-art system for measuring the text complexity for the Italian
anguage, establishing it as a good alternative to measure the sentence
omplexity level for the Italian language.

A system based on NN architecture has been developed for mea-
uring syntactic complexity [37,38]. These kinds of systems could be
sed to support authors who create texts for people with problems
o comprehend syntactic constructs. The system works well for both
talian and English languages, showing the NN models’ high versatility
o tackle the problem for different languages. The developed model has
een compared to the SVM baseline system, which achieves as good as
N model performances for the English language but not for the Italian
ne.

To improve the NN model performances, authors have investigated
ow evaluating the text complexity is related to the tokens represen-
ation [39]. The paper describes a set of experiments in which the
valuation of the text complexity has been carried out through the
ame model but with different tokens representation methodologies.
he results suggest that the problem of text complexity evaluation is
ainly affected by the model architecture than the ways to represent

he sentence elements.
Nowadays, tools for understanding if the text generated by an

TS system is effectively suitable for the target reader are necessary
o enhance the TS research field. In addition to the system already
escribed, there exist other metrics explicitly created for this purpose,
ike FKBLEU and SARI [40]. FKBLEU attempts to combine the Flesch–
incaid index with an extension of the well-known BLEU index to
reate a new measure capable of capturing the readability and adequacy
f the simplified text. The SARI index takes into account how good
s the system in adding, deleting or keeping words that support the
implification, and it evaluates the system employing a rewards-based
ethodology.

. Method

We present DeepEVA, a text complexity evaluation system that
lassifies sentences based on their difficulty. Two main modules com-
ose the system: the preprocessing and the classification model. The
reprocessing module enriches the sentences with its parts-of-speech,
nd it deals with the adaptation of sentences to make them suitable
or the analysis by the classifier. The final output of the preprocessing
s a representation of data in a vectorial form. The second module
s a supervised classifier based on an RNN, which learns how to
iscriminate hard to understand sentences from the easy to understand
nes by examining labeled sentences. The structure of our system is

hown in Fig. 1.
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Fig. 1. The system architecture. The picture is divided into modules. From left to right: the representation matrix of a sentence computed by the preprocessing module by
transforming words, punctuation marks, and part-of-speech into a vector form. The Model module describes the neural networks which learn what is hard to understand and easy
to understand. The output module evaluates the response of the Model assigning the sentence to either the first or the second class.
3.1. Preprocessing

The preprocessing phase is done before the model starts the elabo-
ration of the sentence. Its objectives are multiple: to carry out a deep
analysis of the sentence extrapolating its parts-of-speech, to recognize
words and punctuation marks, to transform each part-of-speech, word and
punctuation symbol to an appropriate vector of numbers that can be
analyzed by the model and which properly represent the features of
the input sentence.

The process of extrapolating the sentence parts-of-speech and recog-
nize words and punctuation marks is done by using a pre-trained version
of Treetagger [8]. Treetagger is an annotating tool that has been created
to associate parts-of-speech to sentence tokens. In our case, each token
is either word or a punctuation mark of the sentence. The choice of
this tool is due to its ability to tag different languages like German,
English, Italian, and so on. Since the idea of the authors was to create
a unique model capable of understanding what are the features that
identify a sentence as hard to understand or easy to understand for Italian
and English language, the preprocessing phase needs to be done for
both the languages in a coherent way.

Treetagger is highly customizable, which means that the tool can
be used for different languages, simply changing a configuration file,
that we call tag-set, which describes the features of the language. Each
tag-set file is explicitly created for a language, and it identifies a set of
linguistic elements that can be recognized during the analysis of the
text.

The Italian language has been tagged using the Stein,3 tag-set this
configuration file takes into account linguistic elements such as adverbs,
adjective, verb and noun. In detail, Tretagger using the Stein configura-
tion file can recognize 13 different categories of verbs, 8 different types
of pronouns, numeral, punctuation, name, definite and indefinite article,
abbreviation, adjective and so on. In addition to Stein configuration file,

3 https://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/data/
italian-tagset.txt
4

there exist another tag-set file created by Baroni4 that we have not used
for our experiments. The reason justifying this choice can be found
in [37] where the authors show that the Stein configuration file is more
suitable for the problem we are tackling.

The same procedure has been done for the English language. We
have used Treetagger for tagging the English sentences that will be
elaborated by the model. The configuration file utilized for this process
is the one trained on the British National Corpus named BNC tag-set.5
The tag-set is composed by 61 tag including, inter alia, 25 different
categories of verbs, adverb, noun, 4 different punctuation marks types,
prepositions and 4 classes of nouns.

After the tagging process, every part-of-speech associated with a
sentence is coded as a vector utilizing the well known one-hot encoding.
This type of coding system consists of creating a vector with a total
length equal to the amount of parts-of-speech recognizable by the tool
for a specific language. The rationale of the methodology is to consider
the vector positions representing all possible parts-of-speech and the
value of 1 as a mark point, which suggests the presence of a determined
part-of-speech. Thus, the vector elements are put to 0 except for a unique
position that contains the value of 1.

Words and punctuation marks have been also detected by using
Treetagger. Both of them are turned into vectors of real numbers by
using FastText [41]. FastText is a library that allows making effective
word representations and sentence classification, taking into account
features not only related to the entire word or punctuation marks but
also tied to local characteristics like the bag of characters that compose
the word. It has been used for representing words and punctuation
marks of 157 different languages [42] such as Italian and English.
This work has produced available resources in which, for a specific
language, there is a correspondence between a word and a vector of real
numbers. In detail, FastText [41,42] has been trained on Wikipedia,6

4 http://sslmit.unibo.it/~baroni/collocazioni/itwac.tagset.txt
5 http://www.natcorp.ox.ac.uk/docs/gramtag.html
6 https://www.wikipedia.org/

https://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/data/italian-tagset.txt
https://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/data/italian-tagset.txt
http://sslmit.unibo.it/~baroni/collocazioni/itwac.tagset.txt
http://www.natcorp.ox.ac.uk/docs/gramtag.html
https://www.wikipedia.org/
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and Common Crawl7 and it maps each token of the sentence to a 300-
dimensional space vector which means that, in our case, at the end of
the preprocessing phase the meaning and the structure of the sentence
will be represented as a sequence of 300-dimensional vector suited for
the analysis by the model.

3.2. Classifier

The classifier module is based on a specific type of NN known as
Long–Short Term (LSTM) Neural Networks [43]. LSTM Neural Networks
belong to the family of Recurrent Neural Networks (RNNs), a set
of networks that tackle the problem of analyzing sequences. Their
peculiarity is the exploiting of a stimulus called feedback that constitute
a cumulative representation of the sequence elements that the network
has already analyzed. This type of recurrence allows creating a link
between the outcome of the network and each element of the input
sequence, which means a different result if the elements or their
order change. The computation of the RNNs can be understood by
using the unfolding concept [44] in which the network is evaluated
as a progression of states which was taken during the analysis of
the sequence elements. RNNs can consider all the elements of the
sequence, changing their behavior based on the sequence elements
and their order. Remembering how the elements are arranged into
the sequence shows extraordinary potential to model problems related
to speech recognition [45], language model generation [46], machine
translation [47], emotion recognition in a video [48] and so on.

Despite their good features, these types of networks are difficult to
train using back-propagation through time (BPTT) [49] because of the
well-known vanishing gradient problem [50]. There exists an optimiza-
tion algorithm (e.g., [51]) that avoid the problem of vanishing gradient.
However, the high effectiveness of these algorithms is comparable to
their computational cost, so they are less attractive than the BPTT
methodology. To leave the methodology unchanged, the researchers
have designed a new architecture of RNN units called LSTM cell that
is capable of facing the vanishing gradient problem holding the main
properties related to the recurrence.

The LSTM cell goes beyond the vanish gradient problem by means of
specific architecture based on gates. The system of gates controls how
the information is propagated from input to the output and acts on the
internal state of the cell. As shown in Fig. 2, the LSTM cell contains two
loops (o-loop and s-loop) which allow to implement the feedback stimulus
to keep track of the sequence of elements. The input is related to the
gates by a series of operations which affect the state of the system and
the output of the cell is mainly given by an appropriate combination of
the output gate and the system state. More details can be found in [44].

The classifier model we propose will be able to differentiate between
two classes of sentences: easy to understand, hard to understand. As
explained in Section 2, the complexity of a sentence is influenced by
many factors such as the lexicon and its syntax, therefore it is important
to consider methodologies that can include not only words but also
the structure of the sentence. The RNN has shown good potential to
understand these features, as shown in [36–38] in which the authors
present that a NN architecture is reliable to classify sentences based
on their difficulty. The proposed classifier model tries to combine the
ideas of [36–38] to build a new powerful model that can outperform
the performance of past models.

For this reason, we propose a classifier that is composed by two
separate LSTM layers, 𝐿1 and 𝐿2. 𝐿1 layer deals with the examination
of parts-of-speech sequence while the layer 𝐿2 analyzes the progression
of both words and punctuation symbols

The model learns separately the features that represent the difficulty
level of comprehension behind the parts-of-speech and the complexity

7 www.commoncrawl.org
5

Fig. 2. The LSTM Cell. The picture shows the flow of the operations that are applied
to the input sequence. Each input element contribute to the final outcome and it is
related to the input, forget and output gate which are activated by a sigmoid function
and the input which is activated by a logistic sigmoid function.

aspects expressed by words and punctuation marks. Analyzing the parts-
of-speech the 𝐿1 layer discovers the syntactic rules which makes a
sentence more or less hard to understand while the layer 𝐿2 looking at
words and punctuation marks finds out features related to both lexical
and syntactic aspects that identify the complexity of the sentence.
Indeed, the syntax of a sentence is related to its structure; thus, the layer
𝐿2 observing how the tokens follow one another can make inference
on the sentence syntax. The outcomes of the layers 𝐿1 and 𝐿2 are
concatenated, and then they are processed by the successive dense
layer, which is fully connected with the previous. The Dense Layer takes
care of evaluating the contributes of 𝐿1 and 𝐿2 layers so that mix the
information in order to give a judgment about the complexity of the
sentence. The output of this layer is activated by the softmax function,
which gives the probability that a sentence belongs to the category of
hard to understand or easy to understand. The Output module deals with
the evaluation of the dense layer output. Its objective is to compare
the two outputs of the dense layer and to choose the maximum. This
means assigning the input sentence to the class that is more likely to
be correct based on the knowledge that the network has acquired.

3.3. Parameters

The system parameters have been computed empirically by testing
different loss functions, optimization algorithms and trying multiple
combinations of neuron numbers. Tests have shown that an efficient
solution is to use 128 neurons for each layer and training the network,
minimizing the well-known cross-entropy loss function choosing the
RMSPROP [52] optimization algorithm on balanced minibatch of size
50. In doing so, the model architecture relies on the first two layers
composed of 128-LSTM neural units whose outcome is analyzed by
the last 2-units dense layer activated by the softmax function and
normalized by using an L2 norm with a factor scale of 0.05. The Early-
stopping approach has been used, setting the threshold at 0.001 to
avoid overfitting.

We have considered the maximum length of each sentence the
average length of the entire corpus, which means 20 tokens for the
English language and 21 for the Italian one.

http://www.commoncrawl.org
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4. Results

4.1. Corpus

In the text complexity evaluation, the concepts of hard and easy to
understand are strongly related to the reader’s linguistic skills. Specific
types of texts might be challenging for a class of people but very un-
derstandable for others characterized by higher linguistic proficiency.
The same scenario is reflected for the ATE systems, which have to
consider the target people’s properties (e.g., L1 learners, L2 learners,
dyslexic and deaf people) to compute the complexity threshold that, if
exceeded, identifies text as not suitable for the reader. Such readability
skills could be embedded directly within the system or described in
a concealed manner inside the dataset using the labeling process. An
ATE system based on ML algorithms learns from data on classifying sen-
tences based on their complexity. It sets the most appropriate threshold
by examining the labels associated with the data. The computed thresh-
old is representative of the knowledge acquired by the model, and it
may be explained only if the labeling process is described accurately.
For these reasons, both training and test phases have been carried
out by using two accurately chosen corpora: a specific Italian corpus
annotated according to the Common European Framework of Reference
for Languages (CEFR) which contains only Italian sentences and the
English corpus that is composed based on Newsela, which content has
been accurately drafted by a group of professional linguistics.

4.1.1. Italian
Unfortunately, the evaluation of text complexity is made harder by

the lack of resources exploitable for the Italian language. To the best of
our knowledge, the only corpus big enough for training a deep learning
model is PACCSS [53] that has been created in a semi-automatic way
for solving specifically the ATS task. PACCSS has also been used in the
context of ATE [36,37,39] by using as hard to understand all the not-
implified sentences and as easy to understand the relative simplified
ersions. Although it represents a resource to solve the problem, the
eed for a specific Italian corpus for ATE persists, since PACCSS is
ainly adequate for the ATS topic and it is a silver-standard.

We have created a new sentence-based corpus by harvesting pub-
icly online resources to develop a more reliable model. The corpus
s a mixture of texts drafted specifically for teaching the Italian lan-
uage, fairy tales for children, and classical Italian novels. While the
eaching material is handmade annotated, we have manually examined
he reminder documents tagging the fables for children as A2 and
he classic Italian novels as C2. It is well known that fables address-
ng low-proficiency linguistic users are written by using straightfor-
ard syntactical constructs and common words. Whereas we have

elected, classical Italian novels considered complicated by the majority
f Italians (e.g., Anna Karenina).

The corpus is enriched by the sentences extracted from duepa-
ole8(2P). 2P is a news magazine whose articles are written using a
lear, precise, and easy to understand language. 2P aims to make accessi-
le the information to people who have difficulties in comprehending
talian texts. For example, they could be people who are not mother
ongues, people with language disabilities such us dyslexia or aphasia
nd mother tongue people who have low linguistic skills. The authors
f 2P are professional linguists, journalists, and teachers. Their studies
ave led to discovering a set of criteria for controlling the complexity
f texts and communicating effectively. They use a specific method of
riting, keeping the text short, with easy to understand sentences, and

hey enrich the text with common Italian words, which are more easily
nderstandable. The method, called controlled writing, can be applied to
ifferent types of text like informative, regulatory, bureaucratic, and so
n.

8 www.dueparole.it
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The final corpus contains about 100.000 sentences whose lengths
are comprised between 6 and 177 tokens and distributed as follows:
C1/C2: 73.000, B2/B1: 1.000, A2/A1:26.000. The total amount of
different words is around 70.000, and it concerns both L1 and L2
learners. The new corpus, annotated, according to the CEFR standard,
represents a reliable resource for training and testing machine learning
models suitable for the subject problem.

4.1.2. English
For what concerns the English language, we have trained the model

using the Newsela [30] corpus. The idea behind the creation of the
corpus is to help educators for preparing students to meet the English
language objectives for each grade level according to Common Core
Standards [54] in the United States. Since the reliability and quality of
the resource, it has become widely used for helping the TS field. Indeed,
before the Newsela corpus, the most important resource suitable to
resolve TS problems was the Parallel Wikipedia Simplification (PWS)
corpus created aligning articles from Wikipedia and Simple Wikipedia.9
PWS is built using automatic sentence alignment methodologies, which
make it prone to contain errors. Indeed, many simplifications are
inappropriate experiencing the 50% of the sentence pairs are not
simplification [30].

The Newsela authors overcome these troubles by creating a sim-
plification corpus with the aid of professional editors without the use
of automatic methodologies. The corpus is designed for children at
different grade levels. It is composed of 1.130 news articles which each
of which has been rewritten at least four times10 by professionals at dif-
ferent grades of complexity meeting the needs of different reader levels.
The documents are labeled with numbers ranging from 0 to 4, denoting
the complexity of the text. 0 represents the document’s original version,
while the labels from 1 to 4 mean successive simplification levels of the
same document where 4 (or 5 in some cases) is the easiest version of
the document.

Unfortunately, the Newsela corpus is a set of articles that is not
compatible with the idea of the authors that is to create a model
capable of evaluating the complexity of sentences. Indeed, the Newsela
corpus specifies the complexity of the entire document, not giving
any information about the complexity of the sentences included in the
article. This means that although an article is classified as a specific
complexity level 𝐿, its sentences do not necessarily reflect the same
complexity the set of all sentences reflect L. To tackle this problem,
we have processed Newsela articles extracting the sentences and then
trying to divide them into the classes hard to understand and easy to
understand.

The sentence extraction has been carried out using a regular ex-
pression that selects all the sentences of documents as a sequence
of characters terminated by a dot mark, treating apart special cases
like acronyms. After the process, we harvested approximately 530,000
sentences associate with the complexity level of the document, where
the sentence is extracted.

The dataset consists in a list of pairs (𝑠𝑖, 𝑑𝑗𝑘) formed by the sentences
𝑠𝑖, that are included in the document 𝑑𝑗𝑘 that has a complexity level
𝑘 ∈ {0, 1, 2, 3, 4, 5}.

We have analyzed the sentences inside the documents looking for
how they are being distributed. Table 1 shows the number of common
sentences between all possible complexity pairs. In particular, the
element (𝐿𝑥, 𝐿𝑦), 𝑥, 𝑦 ∈ 0, 1, 2, 3, 4, 5 represent the number of common
sentences between all the documents with complexity level 𝑥 and all
documents with complexity level 𝑦. For example, the element table
(𝐿2, 𝐿3) shows that the number of common sentences among the docu-
ments with complexity level 2 and the documents with complexity level
3 is 22869.

9 https://simple.wikipedia.org/wiki/Main_Page
10 There are exceptions in which the document has five degrees of
implification.

http://www.dueparole.it
https://simple.wikipedia.org/wiki/Main_Page
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Table 1
Every table cell identified by the row 𝐿𝑥 and column 𝐿𝑦, represents the number of the
same sentences between all the document of difficulty level x and those of difficulty
level y.

# 𝐿0 𝐿1 𝐿2 𝐿3 𝐿4 𝐿5

𝐿0 104801 32475 17991 8493 4191 41
𝐿1 32475 99980 31849 11918 5151 43
𝐿2 17991 31849 108586 22869 8274 58
𝐿3 8493 11918 22869 111029 21253 97
𝐿4 4191 5151 8274 21253 103496 254
𝐿5 41 43 58 97 254 2073

Table 2
The averaged measures on English (Left) and Italian (Right) corpora computed by
means of 10-fold cross validation methodology which shows the variation of F1-SCORE
on changing of the neurons number and training epochs. The results are achieved by
means of Early Stopping process.

Epochs Neurons F1-SCORE Epochs Neurons F1-SCORE

15 16 .880 20 16 .865
11 32 .880 13 32 .864
9 64 .879 11 64 .864
7 128 .880 10 128 .866
4 256 .879 7 256 .866

The analysis of the distribution shows, as expected, the higher num-
er of common sentences for couples (𝑥, 𝑥), symmetric values between

couples (𝑥, 𝑦) and (𝑦, 𝑥), 𝑥, 𝑦 = 1, 2, 3, 4, 5, and a low number of common
sentences between couples (𝑥, 𝑦), 𝑥 ≥ 4 and 𝑦 ≤ 2.

In order to reach our purposes we categorized as hard to understand
all the sentences present in document 𝑑𝑗𝑘, with grade of difficulty 𝑘 ≤ 1
that are not included in documents 𝑑𝑗𝑘 with 𝑘 ≥ 2. More formally, we
set the set of hard to understand sentences set 𝐻 as:

𝐻 =
⋃

∀𝑗,𝑘≤1
𝑑𝑗𝑘 ⧵

⋃

∀𝑗,𝑘≥2
𝑑𝑗𝑘

We consider easy to understand all the sentences included in docu-
ents 𝑑𝑗𝑘, that have a grade of difficulty 𝑘 ≥ 4 which are not inside

documents 𝑑𝑗𝑘, with 𝑘 ≤ 3, i.e.

=
⋃

∀𝑗,𝑘≥4
𝑑𝑗𝑘 ⧵

⋃

∀𝑗,𝑘≤3
𝑑𝑗𝑘

By using the above-described selection paradigm, the cardinality
f 𝐻 is 130.000, while 𝐸 is composed of 80.000 sentences. The final
orpus contains sentences of lengths between 1 and over 160 tokens;
he vocabulary size is equal to 92817 different words.

.2. Experiments

The objective of the paper is to build a model capable of tackling
he problem of evaluating the complexity of sentences in Italian and
nglish languages. In the following, we present experiments and results.

As described in Section 3.1, parameters of the model have been
hosen empirically. We have carried out a set of experiments to eval-
ate the system’s performances by changing the number of LSTM
eural units. Table 2 reports for each model configuration both the
erformances and the epochs needed to attain the best system. Based
n the achieved results, we have chosen to set the neurons number of
he LSTM layers at 128, limiting both the complexity of the network
nd the computational effort for the training process. Indeed the system
chieves the best performances after seven epochs for the English
anguage and ten epochs for the Italian language. Every experiment
akes into account the set of hard to understand sentences as positive
lass and the set of easy to understand sentences as negative class.
7

able 3
esults achieved by both DeepEva and the baseline model on Italian harvested Corpus.
very measure is carried out as the average of results computed for each run on the
ase of the 10-Fold method.
Model Epochs Kernel Recall Precision F1-SCORE

DeepEva-IT 10 – .872 (±.014) .862 (±.009) .862 (±.004)
SVM-IT-L – linear .725 (±.003) .789 (±.002) .756 (±.002)
SVM-IT-R – rbf .708 (±.002) .624 (±.003) .663 (±.002)
RF-IT – – .756 (±.003) .762 (±.003) .759 (±.003)
GB – – .794 (±.003) .753 (±.002) .773 (±.002)

4.2.1. Experiment 1: Italian
The corpus contains Italian sentences classified following the six11

ascending levels of difficulty described on the CEFR standard. In order
to create the binary classification model, we have selected as E=easy to
understand (Negative class) the sentences labeled as the A1, A2 and B1,
while we have chosen as H=hard to understand (Positive class) the ones
classified as B2, C1 or C2. The derived corpus includes around 26.500
easy to understand sentences and 73.000 hard to understand.

Since the dataset is unbalanced, in order to exploit the entire
dataset, we have partitioned the biggest class 𝐻 into 𝐿 sub-sets 𝑆𝑖,
where |𝑆𝑖| is equal to |𝐸|, and carried out several runs. Each run
exploits a dataset composed of a partition 𝑆𝑖 and the entire set of
the easy to understand sentences. As runs change, a new dataset is
created by coupling an 𝑆𝑖 that has not been chosen before and E. For
each created dataset, we considered using the K fold cross-validation
approach averaging the partial results. Final results are computed as
the averaged partial results over the number of runs. The quantification
of the performance is done using Accuracy, Recall, Precision. The
Precision and the Recall are used to calculate the F1-SCORE.

For what concerns the Italian language, we have used a 10-Fold for
each of the three runs.

DeepEva has been trained for a variable number of epochs. For each
epoch, according to the K-Fold methodology, we have trained K models.

The system has been compared with a baseline method that relies
on SVM, Random Forest, and Gradient Boosting. Each input sentence
is represented numerically by using a pre-trained embedding tool com-
puted using FastText [42] and the bag of words method. Every sentence
is embedded as the concatenation of a) the normalized sum of all the
vectors representing the tokens and b) the bag of words applied to
the parts of speech normalized as well. The baseline method has been
tested on more runs as well as the DeepEva system to exploit the entire
Italian corpora. To improve the performances of the SVM baseline, the
following kernel methods have been used: linear, and rbf. For what
concerns the Random Forest and Gradient boosting both exploit 100
estimators. Their implementation has been carried out by exploiting
scikit-learn12[55] and holding the standard parameters.

Table 3 contains results achieved by both DeepEva and the baseline
models on the Italian corpus, showing the better performances achieved
by the NN-based model.

DeepEva has been tested exploiting the PACCSS corpus as well. As
described above, the achieved performances are compared to baseline
models ones that rely on SVM (with linear and RBF kernel), Random
Forest, and Gradient Boosting. They all exploit the same sentence
representation manner, which relies on FastText and the bag of words
of parts of speech. In this case, DeepEva achieves the best results after
19 epochs.

11 CEFR levels: A1, A2, B1, B2, C1, C2
12 scikit-learn version 0.23.2
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Table 4
Results achieved by DeepEva compared to the ones achieved by the baseline on
PACCSS. Every measure is carried out as the average of results computed on the base
of 10-fold method.

Model Epochs Kernel Recall Precision F1-SCORE

DeepEva-PIT 19 – .880 (±.012) .895 (±.011) .888 (±.002)
SVM-IT-PL – linear .725 (±.002) .789 (±.002) .756 (±.002)
SVM-IT-PR – rbf .708 (±.004) .624 (±.003) .663 (±.002)
RF-IT-P – – .857 (±.001) .877 (±.002) .867 (±.000)
GB-IT-P – – .741 (±.004) .823 (±.005) .780 (±.003)

Table 5
Results achieved by both DeepEva and the baseline model on the English Corpus. Every
measure is carried out as the average of results computed for each run on the base of
10-Fold method.

Model Epochs Kernel Recall Precision F1-SCORE

DeepEva-EN 7 – .870 (±0.010) .890 (±0.008) .880 (±0.002)
SVM-EN-L – linear .797 (±0.002) .892 (±0.002) .842 (±0.001)
SVM-EN-R – rbf .789 (±0.001) .806 (±0.001) .797 (±0.001)
RF-EN – – .794 (±0.02) .869 (±0.001) .823 (±0.001)
GB-EN – – .803 (±0.002) .867 (±0.001) .834 (±0.001)

4.2.2. Experiment 2: English
The performance evaluation of the system for the English language

has been carried out on sentences inside the Newsela corpus. The test-
set is created using the extraction procedure described in Section 4.1.
According to that used for the Italian language, the system testing has
been carried out by using the K-Fold cross-validation methodology with
𝐾 = 10. Since the number of hard to understand sentences is greater than
the easy to understand one the experiments has been carried out in two
runs (see Section 4.2.1). The first run exploits a dataset composed of
all the 𝑇 easy to understand sentences and the first 𝑇 hard to understand
sentences. In the second run, the model uses a dataset composed by
taking the latest 𝑇 hard to understand sentences and the set of the
easy to understand sentences. Finally, the results have been averaged
on K-Fold and then over the number of runs. The quantification of the
performance is computed using Recall and Precision. The last ones are
used to calculate the F1-Score.

The performances of DeepEva are compared with the same baseline
models used for experiments in the Italian language. The baseline
models have been trained on two runs and carried out previously
to evaluate the entire set of available data. Table 5 shows both the
most relevant result achieved by DeepEva and the comparison with the
baseline models.

5. Discussion

The first insight that comes from experiments is the suggestion that
different efforts need to evaluate sentence complexity written in Italian
and English. The above tables show that the highest performances are
achieved faster for the English language than for the Italian one that
needs more training epochs. Moreover, let us look at the F1-Scores. The
model finds it harder to infer the features that denote the complexity
of the Italian sentences since it achieves worse classification measures
making more effort.

The system has been tested to measure its effectiveness for the
evaluation task. To increase the robustness of the testing process,
the entire set of experiments exploit the cross-validation methodology
with a considerable number of Folds. Moreover, since the datasets are
unbalanced, the K-Fold method has been applied on more runs of the
model execution to use all the available data (see Section 4.2.1).

In the first experiment (Section 4.2.1), the system has been evalu-
ated by measuring its performance to assess the complexity of sentences
written in the Italian language. Results in Table 3 show the best value of
F1-Score for the harvested corpus is achieved after training the model
8

for ten epochs, Table 4 contains the best system’s performance achieved t
for the PACCSS corpus by training the network for 19 epochs. Such
high values of F1-Score suggest the system’s capabilities of evaluating
the complex facets of the Italian sentences inferred from the data. The
Italian corpora are composed of many different types of sentences,
which include several perspectives of both lexical and syntactical com-
lexity. Moreover, the system addresses a crucial feature of the topic;
t is not length-dependent since for both the hard to understand and the
asy to understand classes, the number of tokens ranges widely. Indeed,
lthough longer sentences might be believed harder to understand, they
ould contain a significant amount of information that limits the growth
f the complexity.

The model has been compared with baseline models trained by
ollowing the methodology used for the performance evaluation of
eepEva and the same amount of information (i.e., embedding and
arts of speech). Experiments have taken into account Random Forest,
radient Boosting, and SVM with different kernels methods. Notice that
eepEva has been trained and tested from scratch for both corpora
ecause the harvested corpus and PACCSS address different types of
eaders.

Results show that the best performances have been achieved by
radient Boosting for the harvest corpus and by Random Forest for

he PACCSS one. Nonetheless, the measures are not as good as the
nes achieved by DeepEva that can evaluate the sentence complexity
etter than other models. Only the Random Forest trained on PACCSS
chieves results comparable to the ones of DeepEva. This is interesting
nd worth a deeper analysis that will be carried out in future works.

The second experiment aids the evaluation of the performances
f DeepEva for the English language. Experiments have been carried
ut by following the methodology established for the first experiment.
herefore, a 10-Fold cross-validation methodology has been used re-
eatedly to take into account the entire dataset (see Section 4.2.2).
able 5 shows the overall performances of DeepEva for the evaluation
f the English sentence complexity. Training the network for seven
pochs allows us to attain an F1-Score value equal to 0.88. It can
e deducted the capabilities of the network to recognize the features
hat affect the text complexity. Specifically, there are few discrepancies
etween the Recall and the Precision measures, which means that
he system can recognize hard to understand sentences keeping a high
evel of exactness. Considering both the methodology to carry out the
xperiment and the reliability of the data exploited for the training,
uch high values of the achieved measures guarantee an accurate
unctioning of the system. Baseline models are used to evaluate the
ffectiveness of DeepEva. In contrast to results shown for the Italian
anguage, the SVM-L can reach higher results for the English language.
able 5 outlines the best F1-Score if the baseline is used in combination
ith the linear kernel. Overall, Random Forest and Gradient Boosting
chieve almost the same value of F1-Score of SVM-L, showing good
ehavior for classifying sentences. In this case, the Precision value is
omparable to the one achieved by DeepEva; on the contrary, the Recall
easure is 8% worse.

. Conclusions

We have introduced an ATE system based on RNN capable of taking
nto account many facets of complexity to classify sentences based
n their difficulties. The evaluation of sentence complexity is a new
erspective of the ATE research fields, which offers different challenges
han those based on documents. Working on sentences is more complex
ince there is less information for the analysis, but it is more beneficial
ince the system allows us to intervene directly on the part of the text
hat needs to be simplified. The system has been tested for Italian and
nglish languages, the high performances of the system to classify hard
nd easy to understand sentences suggest its high versatility to tackle
he problem of complexity evaluation for different languages. Although

he languages are very different from various points of view, the system
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shows the ability to discover the features that affect complexity for both
of them.

Future works will be focused on carrying out additional tests to
understand the system’s functioning deeply. We are going to compare
DeepEVA with state-of-the-art AI methods such as transformers and
convolutional neural networks for text classification. A deeper linguistic
analysis will be carried out on the employed corpora. Moreover, the
system is being embedded in a more complex system whose aim is to
simplify text in an automated manner under development, and it will be
also used in conversational systems like those used in [56,57] in order
to improve the effectiveness of interaction with users in social robotic
environments [58].
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