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Introduction

Chapter 1 is dedicated to the problem of the existence of a metrically equiva-
lent metric with respect to a given quasi-ultrametric. The idea of measuring
distance between points on abstract sets arises naturally as a generalization of
the concept of geometric distance; clearly every distance must satisfy some
characterizing requirements. The notion of space with a distance, or distance
space, appears in 1906, appropriately exposed in relation to some sets of func-
tions [1], and in the first half of twentieth century has gradually found full
acceptance. We stress immediately the in our study, the terms distance and
metric have a different meaning, due to the level of generality and complete-
ness of the results. The problem of the existence of a suitable metric with a
prescribed topology is well known, and the techniques employed are typical
of the topological setting; instead, rather geometric are the techniques known
in literature for the problem of the existence o a geometrically equivalent met-
ric. Indeed, in 1937, generalizing the proof of E. W. Chittenden, A. H. Frink
exhibits for the first time an equivalent metric to a given – nowadays called –
quasi-ultrametric (with constant K = 2); more precisely in [2] the existence of
a topological equivalent metric is proved, then in [3], by the introduction of
the chain approach techniques jointly with a candidate metric dρ , the existence of
a bi-lipschitz equivalent metric is proved, arguing by contradiction; after that,
several proof of the existence of such a metric, and related facts, do appear in
literature (see for instance [4, 5]): in this chapter we organize main key points
and provide simple and new proofs in a unified setting by using standard
techniques based both on the the validity of a relaxed polygonal inequality
(see, for instance, [6])

ρ(x, y) ≤ c
n

∑
i=1

ρ(xi−1, xi), x0 = x, x1, ..., xn = y ∈ X,

and topological techniques based on the existence of suitable uniformities. For
the sake of completeness, known results related to existence of a bi-lipschitz
metric for a suitable power of a given quasi-metric conclude the chapter.
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Chapter 2 is a technical one. Space of homogeneous type and doubling spaces
are compared: the equivalence of these facts is known, we present several
equivalent facts in the setting of a general quasi-ultrametric spaces. Note
that spaces of homogeneous type appear in [7], more recent is the notion
of geometrically doubling spaces; spaces of homogeneous type are metric
spaces endowed with doubling measure, as, for instance, Euclidean spaces
and the group H1. Moreover, in the setting of doubling quasi-metric spaces
we provide autonomous proofs of global and local partition of unity lemmas,
employed later in Chapter 3. A standard application of these lemmas provide
extension theorem for normed valued Lipschitz mappings.

Chapter 3 is dedicated to the generalization of Whitney extension theorem
in the setting of step two Carnot groups: actually, for the sake of clarity we
provide a quite detailed proof in the setting of the Heisenberg group H1,
avoiding more technicalities. The history of Carnot groups goes back to E. M.
Stein, in ’82, when jointly with G. B. Folland began calculus in some connected
and simply connected nilpotent Lie groups whose algebra is endowed with
a family of dilations δλ; after more than twenty years a particular class of
these groups, nowadays called Carnot groups, are of relevant interest as a
natural setting for real analysis, calculus and geometric measure theory. These
algebraic structures arise as the natural tangent structures at regular point
of a sub-Riemannian manifold, in analogy with the Euclidean vector spaces
and the Riemannian manifolds. A sub-Riemannian manifold (M, D, g) is a
Riemannian manifold (M, g) where a given distribution D of m-dimensional
vector spaces of the tangent bundle has been fixed. An absolutely continuous
curve γ : R ⊃ I → M joining two points p and q in M such that γ̇(t) ∈ Dγ(t)

for a.e. any t ∈ I is called horizontal; through these curves we can define
a metric d(p, q), the C-C or Carnot-Carathéodory metric, as the infimum of all
the lengths of all such a curves joining p e q. The induced topology is the
original one but d and dg, the Riemannian metric, are non equivalent in general.
Hörmander condition requires that, given a finite family X1, X2, . . . , Xm of
smooth vector fields on a n-dimensional smooth manifold M, there exists a
positive integer r such that we can find at least n linearly independent vectors
at each point p of M among all the vector fields of the kind Xi, [Xi1 , Xi2 ],
[Xi1 , [Xi2 , Xi3 ]], . . . , [Xi1 , [Xi2 , [Xi3 , · · · [Xir−1 , Xir ] · · · ]]], calculated at this point.
So, in the setting of step two Carnot groups we exhibit a quite direct proof
of the well known Whitney’s extension theorem. Let us briefly recall some
historical facts about. In 1925 P. Urysohn proved how a given continuous
function defined on a closed subset F of a normal topological space can be
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extended to a continuous function defined on the whole space [8]; indeed
this theorem, whose proof is quite simple when F is a closed subset of R, was
extended first by H. Lebesgue in 1907 to the plane and after by H. Tietze in
1915 to a metric space [9, 10]). Later on H. Whitney raised and solved in 1934
the problem of finding a differentiable or even analytic extension of a given
function of the same regularity defined on a closed subset F ⊆ Rn [11]; finally,
in 2005, C. Fefferman has given a deep generalization and characterization of
this extension theorem for an extension of class Cm−1,1(Rn) [12]. Whitney’s
proof relies on two key tools: a particular open covering for open sets in
Rn and an extension operator built up with the help of a suitable partition
of unity subordinated to such a covering. Relatively to the first tool, in the
original paper, rather than a type covering argument we should speak about
a decomposition into cubes of open sets in Rn [13]; a simplified argument
avoiding this dyadic decomposition appears in [14], where the same extension
operator is constructed through a partition of unity subordinated to a Vitali
type covering of a given open set. We provide a proof of Whitney’s extension
theorem for functions of class Cm

H1(F), with F ⊆ H1 closed. The proof is
based on Whitney’s original one, following the scheme of H. Federer. From an
analysis of the original proof, it is evident that various steps are made possible
merely thanks to the properties of the Taylor polynomial in the ordinary
Euclidean case. Unfortunately, the well-posedness of the original definition
of the Taylor polynomial given by Folland and Stein, relies on the existence
of a linear isomorphism between the vector space of polynomial and and
the vector space of left invariant vector fields, but considerable difficulties
of computational kinds occurs if we try to write it explicitly. The Taylor
polynomial introduced in [15] and recalled in the first section helps with this
problem, thanks to its properties that make it similar to analogous one in the
Euclidean case; furthermore, the use of the polynomial is also necessary in
the proof of the extension theorem because the condition for the extension
is characterized in terms of it, jointly with a suitable family of functions, i.e.
a jet associated to the set F, which assigns the coefficients of the polynomial
to each point of space. It comes out that the proof of the Whitney extension
theorem, in spite of the highly non linear structure of Carnot groups, reduce,
in spirit, to a Euclidean one.

Finally an appendix is dedicated to the study of the notion of convexity.
An accurate bibliographic research has shown some properties of sets and
candidate functions to be convex in a metric sense, although these convex set
and functions do not seem to have been the subject of particular study in the
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general setting of a metric space, possibly with supplementary hypothesis
(geometric properties of convex sets, differentiability properties of functions,
Caratheodory theorem (which is false in H1) or Helly theorems); actually
such theorems require suitable preliminary definition and properties that, in
a general context of a metric space, do not appear obvious at all. So, in this
appendix, first basic properties of convex sets and functions (characterization
of convex hull, Jensen inequality, basic extensions theorems, etc ), according to
K. Menger [16] are studied, together with possibly supplementary hypotheses
on the metric space.
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Chapter 1

Distance spaces and the metrization
problem

1.1 Distances and triangular type inequalities

In this section we recall some fundamental statements about distances and
distance spaces, in particular distinguishing the different conditions that may
be required for a distance in place of the usual triangular inequality. Most of
the things contained here can be found on every book about the argument [17,
18, 19].

Definition 1.1.1 (Semi-distance). A semi-distance ρ on a non-empty set X is a
symmetric application ρ : X × X → [0,+∞[ such that

x = y ⇒ ρ(x, y) = 0.

A semi-distance space (X, ρ) is a non-empty set X equipped with a semi-distance ρ.

Example 1.1.1. Let X be a no empty set. Then the application ρ : X × X → [0,+∞[

given by ρ(x, y) = 0 for all x, y ∈ X is trivially a semi-distance on X.

Example 1.1.2. Let V be a linear space and p a seminorm on V. Then by definition
of seminorm the application ρ : V × V → [0,+∞[ given by ρ(v, w) = p(v − w)

for all v, w ∈ V is trivially a semi-distance on V.

Example 1.1.3. Let X be a no empty set, x0 ∈ X a fixed point and let F (X) be the
set of functions f : X → R. Then considering the application ρ : F (X)×F (X) →
[0,+∞[ given by ρ( f , g) = | f (x0)− g(x0)| for all f , g ∈ F (X) we have that ρ

is symmetric and that ρ( f , f ) = | f (x0)− f (x0)| = 0 for all f ∈ F (x), so ρ is a
semi-distance on F (X).
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Definition 1.1.2 (Distance). A distance ρ on a non-empty set X is a semi-distance
on X such that

ρ(x, y) = 0 ⇒ x = y.

A distance space (X, ρ) is a non-empty set X equipped with a distance ρ.

Example 1.1.4. Let X be a set with at least two points and k ∈ R fixed such that
K > 0. Then the application ρ : X × X → [0,+∞[ given by ρ(x, y) = 0 if x = y
and ρ(x, y) = k if x ̸= y for all x, y ∈ X is trivially a distance on X.

Example 1.1.5. Let V be a linear space and p a norm on V. Then by definition of
norm the application ρ : V × V → [0,+∞[ given by ρ(v, w) = p(v − w) for all
v, w ∈ V is trivially a distance on V.

Example 1.1.6. Considering the application ρ : R × R → [0,+∞[ given by
ρ(x, y) = (x − y)2 for all x, y ∈ X, then ρ is trivially a distance on R.

Example 1.1.7. Considering the application ρ : R2 × R2 → [0,+∞[ given by
ρ(x, y) =

(√
|x1 − y1|+

√
|x2 − y2|

)
for all x = (x1, x2), y = (y1, y2) ∈ R2,

then ρ is trivially a distance on R2.

Example 1.1.8. Fixed n ∈ N with n ≥ 1 and considering the application ρ :

Rn ×Rn → [0,+∞[ given by ρ(x, y) =
n
∑

i=1
|xi − yi|2 for all x = (x1, . . . , xn), y =

(y1, . . . , yn) ∈ Rn, then ρ is trivially a distance on Rn.

It is clear that a distance space is also a semi-distance space, but in general the
opposite can not be true.

Example 1.1.9. Let us consider the application ρ : R2 × R2 → [0,+∞[ given
by ρ(x, y) = |x1 − y1| for all x = (x1, x2), y = (y1, y2) ∈ R2. Then ρ(x, x) =

|x1 − x1| = 0 for all x ∈ R2, so ρ is a semi-distance on R2. However this is not an
example of a distance, since we can have two distinct points that are distance 0 from
each other, indeed for all x1, x2, y2 ∈ R such that x1 ̸= y2 taking x = (x1, x2), y =

(x1, y2) ∈ R2 we have ρ(x, y) = |x1 − x1| = 0.

Definition 1.1.3 (Semi-metric and metric). A semi-metric (metric) d on a non-
empty set X is a semi-distance (distance) on X such that the so called triangular
inequality

d(x, y) ≤ d(x, z) + d(z, y) (1.1)

holds for all x, y, z ∈ X. A semi-metric (metric) space (X, d) is a non-empty set X
equipped with a semi-metric (metric) d.
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Example 1.1.10. Semi-distance spaces in the Examples 1.1.1 and 1.1.2, 1.1.3 have
a semi-distance trivially satisfying the triangular inequality (1.1), so they are also
semi-metric spaces.

Example 1.1.11. Distance spaces in the Examples 1.1.4 and 1.1.5 have a distance
trivially satisfying the triangular inequality (1.1), so they are also metric spaces.

It is clear that a metric space is also a distance space, but in general the
opposite can not be true.

Example 1.1.12. Distance space in the Example 1.1.6 is not a metric space. Indeed
taking particular points x = 1, y = −1 and z = 0 we have ρ(x, y) = 4 > 1 + 1 =

ρ(x, z) + ρ(z, y), i.e. the distance ρ does not satisfy the triangular inequality (1.1).

Example 1.1.13. Distance space in the Example 1.1.7 is not a metric space. Indeed
taking particular points x = (1, 0), y = (0, 1) and z = (0, 0) we have ρ(x, y) =
4 > 1 + 1 = ρ(x, z) + ρ(z, y), i.e. the distance ρ does not satisfy the triangular
inequality (1.1).

Example 1.1.14. Distance space in the Example 1.1.8 is not a metric space. Indeed
taking particular points x = (1, 0, . . . , 1), y = (−1, 0, . . . , 0) and z = (0, 0, . . . , 1)
we have ρ(x, y) = 5 > 1 + 2 = ρ(x, z) + ρ(z, y), i.e. the distance ρ does not satisfy
the triangular inequality (1.1).

It is clear that a metric space is also a semi-metric space, but in general the
opposite can not be true.

Example 1.1.15. Let f : R → R be a not injective function. Then the application
ρ : R × R → [0,+∞[ given by ρ(x, y) = | f (x)− f (y)| for all x, y ∈ R is trivially
a semi-metric on R. By injectivity of function f , there exist two points x, y ∈ R with
x ̸= y such that f (x) = f (y), i.e. ρ(x, y) = | f (x)− f (y)| = 0, so ρ is not a metric
on X.

Definition 1.1.4 (Quasi-metric). A quasi-metric ρ with constant A on a non-empty
set X is a distance on X such that there exists a real constant A for which the so called
relaxed triangular inequality

ρ(x, y) ≤ A(ρ(x, z) + ρ(z, y)) (1.2)

holds for all x, y, z ∈ X. A quasi-metric space (X, ρ) is a non-empty set X equipped
with a quasi-metric ρ.

Definition 1.1.5 (Quasi-ultrametric). A quasi-ultrametric ρ with constant K on a
non-empty set X is a distance on X such that there exists a real constant K for which
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the so called relaxed ultra-triangular inequality

ρ(x, y) ≤ K max {ρ(x, z), ρ(z, y)} (1.3)

holds for all x, y, z ∈ X. A quasi-ultrametric space (X, ρ) is a non-empty set X
equipped with a quasi-ultrametric ρ.

Excluding the trivial case by assuming that X be a set with at least two points
we have both A, K ∈ [1,+∞[. We can also note that a quasi-metric with
constant A = 1 is a metric. Then it is usually to call ultrametric a quasi-
ultrametric with constant K = 1. Moreover, by inequality a+b

2 ≤ max {a, b} ≤
a + b true for all real numbers a, b ≥ 0, it is easy to check that every quasi-
metric with constant A is a quasi-ultrametric with constant K = 2A, and
that every quasi-ultrametric with constant K is a quasi-metric with the same
constant A = K (so in particular an ultrametric is also a metric).

Example 1.1.16. Distance space in the Example 1.1.4 have a distance trivially
satisfying the relaxed ultra-triangular inequality (1.3) with constant K = 1, so it is
also an ultrametric space.

Example 1.1.17. Let D = {0, 1} and let X = DN. We note that elements of X are
the sequences x = {xi}i∈N such that each xi is either 0 or 1. For all x, y ∈ X with
x ̸= y let δ(x, y) = min {i ∈ N : xi ̸= yi}, i.e. δ(x, y) is the first index at which x
and y disagree, and consider the application ρ : X × X → [0,+∞[ given by

ρ(x, y) =


0 i f x = y

2−δ(x,y) i f x ̸= y.

It is clear that ρ is symmetric and that ρ(x, y) = 0 if and only if x = y. If x = z,
y = z, or x = y it is clear that ρ(x, y) ≤ max {ρ(x, z), ρ(z, y)} holds. Taking three
distinct points x, y, z ∈ X, let h = δ(x, z) and l = δ(z, y) assuming without loss of
generality h ≤ l. Then xi = zi = yi for all i ≤ k, so δ(x, y) ≥ k, and therefore

ρ(x, y) = 2−δ(x,y) ≤ 2−k = max
{

2−h, 2−l
}
= max {ρ(x, z), ρ(z, y)} ,

i.e. ρ satisfies the relaxed ultra-triangular inequality (1.3) with constant K = 1, so X
is an ultrametric space.

Example 1.1.18. Distance spaces in the Example 1.1.6 is not a metric space but is
a quasi-metric space. Indeed for all fixed x, y, z ∈ X, let a = ρ(x, y), b = ρ(x, z)
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and c = ρ(z, y), so we have
√

a = |x − y| ≤ |x − z| ≤ + |z − y| =
√

b +
√

c; by
squaring both sides of

√
a ≤=

√
b +

√
c we have a ≤ b + c + 2

√
bc and by the

well-known fact that the geometric mean is bounded above by the arithmetic mean, i.e.√
bc ≤ b+c

2 , we obtain a ≤ (b + c) so ρ satisfying the relaxed triangular inequality
(1.2) with constant A = 2.

Example 1.1.19. Distance spaces in the Example 1.1.8 is not a metric space but is
a quasi-metric space. Indeed for all fixed x = (x1, . . . , xn), y = (y1, . . . , yn), z =

(z1, . . . , zn) ∈ Rn we have

2(ρ(x, z) + ρ(z, y)) =2

(
n

∑
i=1

(xi − zi)
2 +

n

∑
i=1

(zi − yi)
2

)

=
n

∑
i=1

2
(
(xi − zi)

2 + (zi − yi)
2
)

≥
n

∑
i=1

(xi − zi + zi − yi)
2

=
n

∑
i=1

(xi − yi)
2

=ρ(x, y),

so ρ satisfying the relaxed triangular inequality (1.2) with constant A = 2.

About quasi-metric spaces we have the following obvious but useful result
below.

Proposition 1.1.1. Let (X, ρ) be a quasi-metric space with constant A. Then for any
n ∈ N with n ≥ 1 and for any points x0, x1, ..., xn ∈ X we have that

ρ(x0, xn) ⩽
n−1

∑
i=1

Aiρ(xi−1, xi) + An−1ρ(xn−1, xn). (1.4)

Proof. Iterating the relaxed triangular inequality (1.2) the thesis holds. □

Furthermore, a better basic inequality than (1.4) can be found as illustrated in
the following theorem [20].

Theorem 1.1.1. Let (X, ρ) be a quasi-metric space with constant A. Then for any
n ∈ N with n ≥ 1 and for any points x0, x1, ..., xn ∈ X we have that

ρ(x0, xn) ⩽ A f (n)
n

∑
i=1

ρ(xi−1, xi), (1.5)
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where the function f : N\ {0} → N is given by

f (n) = −⌈−log2n⌉ (1.6)

Proof. We prove the thesis by induction on n. We first note that 2 f (n)−1 <

n ⩽ 2 f (n) holds for any n ∈ N and that obviously (1.5) holds for n = 1 . We
assume that (1.5) is true for n with n ≥ 2k for same k ∈ N. Fixed n ∈ N

with n ≥ 1 and 2k < n ⩽ 2k+1 let us note that f (n) = k + 1, f (2k) = k and
f (n − 2k) ≤ k, so it follows that

ρ(x0, xn) ⩽Aρ(x0, x2k) + Aρ(x2k , xn)

⩽ AA f (2k)
2k−1

∑
i=1

ρ(xi−1, xi) + AA f (n−2k)
n

∑
i=2k

ρ(xi−1, xi)

⩽ Ak+1
n

∑
i=1

ρ(xi−1, xi)

= A f (n)
n

∑
i=1

ρ(xi−1, xi),

i.e. (1.5) is true for n proving giving the thesis. □

Remark 1.1.1. By proposition 1.1.1 because it is A ≥ 1, considering the
function g : N\ {0} → N given by

g(n) = n − 1 (1.7)

clearly one has that

ρ(x0, xn) ⩽ Ag(n)
n

∑
i=1

ρ(xi−1, xi), (1.8)

for any n ∈ N with n ≥ 1 and for any points x0, x1, ..., xn ∈ X. By comparing
the function f given by (1.6) with the function g given by (1.7) it is evident that
the first allows a better estimate for a condition as the (1.8), being in general g
much smaller than f . For instance by explicit computation one can find

f (1) = 0 = g(1),

f (2) = 1 = g(2),

f (3) = f (4) = 2 = g(3) < 3 = g(4),



1.1. Distances and triangular type inequalities 11

f (5) = · · · = f (8) = 3 < 4 = g(5) < 5 = g(6) < 6 = g(7) < 7 = g(8),

and so on.

About the special case of ultrametric spaces the relative theory is closely
connected with various directions of investigations in mathematics, physics,
linguistics, psychology and computer science, so different properties of ultra-
metric spaces have been studied [21, 22]. For completeness we recall some
peculiar facts about these distance spaces. In the following for a given distance
space (X, ρ), fixed c ∈ X and r > 0, we call open ball of center c and radius r
with respect to distance ρ the set B(c, r) = {x ∈ X : ρ(x, c) < r}, while B(c, r)
will denote the closed one.

Proposition 1.1.2. Let (X, ρ) be an ultrametric space. Then every triangle is isosceles
with possibly a small edge.

Proof. If there exist points x, y, z ∈ X such that ρ(x, y) < ρ(y, z) < ρ(x, z), then
the ultrametric triangular inequality gives ρ(x, z) ≤ max {ρ(x, y), ρ(y, z)} =

ρ(xy, z), i.e. a contradiction. □

Proposition 1.1.3. Let (X, ρ) be an ultrametric space. For all x, y ∈ X if r = ρ(x, y)
then B(x, r) ∩ B(y, r) = ∅.

Proof. Suppose B(x, r) ∩ B(y, r) ̸= ∅ and let z ∈ B(x, r) ∩ B(y, r). Consider-
ing the triangle formed by points x, y and z, we have ρ(x, z) < r and since
ρ(x, y) = r, by proposition 1.1.2 then it follows that ρ(x, y) = r = ρ(z, y). But
ρ(y, z) < r as z ∈ B(x, r) ∩ B(y, r), i.e. a contradiction. □

Proposition 1.1.4. Let (X, ρ) be an ultrametric space. Then every point inside a ball
is its center, i.e. if ρ(x, y) < r it follows that B(x, r) = B(y, r).

Proof. Let z ∈ B(x, r), then ρ(x, z) < r. Since ρ(x, y) < r, by proposition 1.1.2
we have ρ(y, z) < r so z ∈ B(y, r) and therefore B(x, r) ⊆ B(y, r). Similarly
we can show B(x, r) ⊇ B(y, r) hence B(x, r) = B(y, r). □

Proposition 1.1.5. Let (X, ρ) be an ultrametric space. Then intersecting balls
are contained in each other, i.e. if B(x, r) ∩ B(y, s) ̸= ∅ it follows that either
B(x, r) ⊆ B(y, s) or B(x, r) ⊇ B(y, s).

Proof. Supposing r < s let z ∈ B(x, r) ∩ B(y, s) so then ρ(x, z) < r and
ρ(z, y) < s. Therefore by proposition 1.1.4 we have B(x, r) = B(z, r) and
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B(y, s) = B(z, s) and noting that B(z, s) ⊇ B(z, r) as r < s we have B(x, r) ⊆
B(y, s). Similarly, if s < r then B(x, r) ⊇ B(y, s). □

An important class of quasi-metric spaces then are the so called quasi-normed
spaces according to next definition [23, 24].

Definition 1.1.6 (Quasi-norm). A quasi-norm ∥·∥ with constant B on a linear
space V over K (equal to R or C) is a map ∥·∥ : V → [0,+∞[ such that there exists
a real constant B so that

1) ∥v∥ = 0 ⇐⇒ v = 0;

2) ∥αv∥ = |α| ∥v∥;

3) ∥v + w∥ ⩽ B(∥v∥+ ∥w∥),

for all v, w ∈ V and α ∈ K. A quasi-normed space (V, ∥·∥) is a vector space V
equipped with a quasi-norm ∥·∥. A complete quasi-normed space is called a quasi-
Banach space.

It is therefore evident that if (V, ∥·∥) is a quasi-normed space with constant B,
then by definition 1.1.6 the map ρ : V × V :→ [0,+∞[ defined as ρ(v, w) =

∥v − w∥ for all v, w ∈ V is a quasi-metric, with the same constant B, on V.

Example 1.1.20. Let Lp(X, µ) be the linear space of all measurable functions from
X to R or C whose absolute value raised to the p-th power has a finite integral. Then
if 0 < p < 1 the map ∥·∥Lp : Lp(X, µ) → [0,+∞[ given by

∥ f ∥Lp =

(∫
X
| f |pdµ

) 1
p
,

for any f ∈ Lp(X, µ) is a quasi-norm on Lp(X, µ). Indeed it is easy to check that
∥·∥Lp satisfies conditions 1) and 2) of definition 1.1.6. Then also the inequality

∥ f + g∥Lp ⩽ 2
1−p

p (∥ f ∥Lp + ∥g∥Lp) (1.9)

for all f , g ∈ Lp(X, µ) holds, i.e., the condition 3) of definition 1.1.6 with B = 2
1−p

p .
To prove (1.9) first let us note that for fixed θ ∈ [1,+∞[, n ∈ N with n ≥ 1 and
a1, . . . , an ∈ [0,+∞[, the inequality

(
n

∑
i=1

ai

)ϑ

⩽ nϑ−1
n

∑
i=1

aϑ
i (1.10)
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is true: in fact by θ ≥ 1 we have that the function h : [0,+∞ → [0,+∞ given by
h(x) = xθ for all x ∈ R is convex, hence

(
n

∑
i=1

ai

)θ

= h


n
∑

i=1
nai

n


⩽

1
n

n

∑
i=1

h(nai)

= nθ−1
n

∑
i=1

aϑ
i .

Then since 1
p > 1 we obtain

∥∥∥∥∥ n

∑
i=1

fi

∥∥∥∥∥
Lp

=

(∫
X

∣∣∣∣∣ n

∑
i=1

fi

∣∣∣∣∣
p

dµ

) 1
p

≤

 n

∑
i=1

∫
X

| fi|pdµ

 1
p

≤ n
1
p−1

n

∑
i=1

(∫
X
| fi|pdµ

) 1
p

= n
1−p

p
n

∑
i=1

∥ fi∥Lp ,

i.e. the (1.9) for n = 2. We can also note that n
1−p

p is the best possible constant in

(1.10), so 2
1−p

p it is in (1.9). Indeed if E is a measurable set such that µ(E) = α,
taking Ei = E and the characteristic functions fi = 1E for 1 ≤ i ≤ n, we have

∥∥∥∥∥ n

∑
i=1

fi

∥∥∥∥∥
Lp

=

(
n

∑
i=1

µ(Ei)

) 1
p

= (nα)
1
p

= n
1−p

p
(

nα
1
p
)

= n
1−p

p
n

∑
i=1

µ(Ei)
1
p

= n
1−p

p
n

∑
i=1

∥ fi∥Lp .
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Example 1.1.21. Let lp be the linear space consisting of all real or complex sequences
{xk}k∈N satisfying ∑

k∈N

|xk|p < +∞. Then if 0 < p < 1 the map ∥·∥lp :→ [0,+∞[

given by

∥x∥lp =

(
+∞

∑
k=1

|xk|p
) 1

p

,

for x = {xk}k∈N ∈ lp, is a quasi-norm on lp. Indeed it is easy to check that ∥·∥p

satisfies conditions 1) and 2) of definition 1.1.6 and the inequality

∥x + y∥lp ≤ B (∥x∥lp + ∥y∥lp)

for all x, y ∈ lp with the optimal constant B = 2
1−p

p .

Furthermore we note that quasi-ultrametrics and quasi-metrics can be gener-
ated from others using the following general proposition which will be also
very useful later on.

Proposition 1.1.6. Let (X, ρ) be a distance space and α ∈ ]0,+∞[. The following
facts hold:

1) if ρ is a quasi-ultrametric then ρ α is a quasi-ultrametric;

2) if ρ is a quasi-metric then ρ α is a quasi-metric;

3) if d is a metric then d α is a metric when 0 < α ≤ 1, a quasi-metric when
α > 1.

Proof. 1) is trivial. In both two other cases thesis follows by observing that, for
any c > 0, the function [0,+∞[∋ t → (t + c) α − t α − c α is non-positive for
any 0 < α ≤ 1, and the maximum of the function [0,+∞[∋ t → (t+c) α

t α+c α is 2α−1

for any α > 1. □

Example 1.1.22. Let d(x, y) = |x − y| for all x, y ∈ X = R the usual euclidean
metric. Then ρ(x, y) = d2(x, y) for all x, y ∈ X is a quasi-metric on X with constant
A = 2, as already shown in Example 1.1.18.

Remark 1.1.2. Note that the inequality (t + c) α ≤ 2 α (t α + c α) for any α > 0
also holds, and will be useful in the sequel.
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Definition 1.1.7 (Relaxed polygonal inequality). A distance (semi-distance) ρ

on a non-empty set X satisfies a relaxed polygonal inequality if there exists a real
constant c such that

ρ(x, y) ≤ c
n

∑
i=1

ρ(xi−1, xi) (1.11)

for any n ∈ N and for any points x0 = x, x1, ..., xn = y ∈ X.

Usually we call the set of points x0 = x, x1, ..., xn = y ∈ X a chain of length n

with extremes x and y and the number
n
∑

i=1
ρ(xi−1, xi) the sum on this chain.

According to definition 1.1.7 immediately we have that an usual metric d
satisfies a relaxed polygonal inequality with constant c = 1 and that a if a
distance ρ satisfies a relaxed polygonal inequality with constant c then it is
a quasi-metric with constant A = c. In any case, there are quasi-metrics and
also quasi-ultrametric that do not satisfy a relaxed polygonal inequality as
shown in the next example which will be very significant also for further
considerations.

Example 1.1.23. Let d be the Euclidean metric on R, α ∈]1,+∞[ and ρ = dα.
Then ρ is both a quasi-metric with constant A = 2α−1 and a quasi-ultrametric
with constant K = 2α, but the space (R, ρ) does not satisfy the relaxed polygonal
inequality. Indeed, for any given x, y ∈ R with x < y, for any n ∈ N, with
n ≥ 1, let us consider the points xi = x + (y − x) · i

n , i = 0, 1, . . . , n. We have

ρ(xi−1, xi) =
(
|y−x|

n

)α
for any i = 1, . . . , n and, for some real number c ≥ 1, the

relaxed polygonal inequality would imply |y − x|α = ρ(x, y) ≤ c · n ·
(
|y−x|

n

)α
, i.e.

c ≥ nα−1 for all n ∈ N, n ≥ 1.

Now we show a restrictive condition for a distance which guarantees that
a relaxed polygonal inequality is verified. For this purpose we say that a
distance ρ on X is bounded from below if there exists a constant m > 0 such
that m ≤ ρ(x, y) for all x, y ∈ X with x ̸= y and we say that ρ is bounded from
above if a constant M > 0 there exists such that ρ(x, y) ≤ M for all x, y ∈ X.
We also say that m and M are bounds for ρ.

Theorem 1.1.2. Let (X, ρ) be a distance space. If ρ is bounded from below and from
above with bounds m and M, then ρ satisfies a relaxed polygonal inequality with
constant c = M

m .
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Proof. Fixed a chain x0 = x, x1, ..., xn = y ∈ X, let a =
n
∑

i=1
ρ(xi−1, xi). If a = 0

we have x = xi = y for all i because ρ is a distance and so ρ(x, y) = 0 holds.

If a > 0 then by hypothesis we have m ⩽
n
∑

i=1
ρ(xi−1, xi) and ρ(x, y) ≤ M so

ρ(x, y) ⩽ M
m

n
∑

i=1
ρ(xi−1, xi) holds. Setting c = M

m then the inequality ρ(x, y) ⩽

c
n
∑

i=1
ρ(xi−1, xi) is true for all x0 = x, x1, ..., xn = y ∈ X, i.e. the thesis. □

Remark 1.1.3. Theorem 1.1.2 is valid for all finite spaces and more in general,
spaces that have infinite points for which theorem works can be constructed
as follows. If d is a metric on X, then dα is a quasi-metric on X for any
α > 1. Fixed m > 0 then for all x, y ∈ X we set ρ̄(x, y) = 0 if x = y
and ρ̄(x, y) = m + dα(x, y) if x ̸= y, so ρ̄ is a quasi-metric on X bounded
below. Finally fixed M ≥ m and setting ρ(x, y) = min {m + ρ̄(x, y), M} for all
x, y ∈ X, it follows that ρ is a quasi-metric on X bounded below and above.

Example 1.1.24. Let us take the space (R, ρ) with

ρ(x, y) =


0 i f x = y

min
{

1 + (x − y)2, 8
}

i f x ̸= y
.

(R, ρ) is a distance space and ρ is bounded. If ρ is a metric on R then trivially
it satisfies a relaxed polygonal inequality with constant c = 1, but it is easy to
check that ρ is a quasi-metric R with constant 2 but not a metric, in fact choosing
points x = 3, y = 0, z = 1 we have ρ(x, y) = 8, ρ(x, z) = 5, ρ(z, y) = 2, i.e.
ρ(x, y) > ρ(x, z) + ρ(z, y). Anyway by theorem 1.1.2 ρ satisfies a relaxed polygonal
inequality with constant c = 8 because it is 1 ⩽ ρ(x, y) ⩽ 8 for all x, y ∈ R with
x ̸= y.

Starting from a semi-distance ρ on X it is possible to generate a semi-metric on
X through the so called chain approach technique essentially due to Frink [3].
This semi-metric is defined as the infimum over the sum of all chains of points
in the space that have fixed extremes and it proves to be very useful for various
arguments involving a relaxed polygonal inequality. Then, under suitable
conditions, this can be a bi-lipschitz equivalent metric with respect to the
given ρ according to a definition that will be given in the next section [6, 25].
More precisely for a given semi-distance space (X, ρ) let dρ : X × X → [0,+∞[

be defined as follows:
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dρ(x, y) = inf
n∈N
n≥1

 inf
z0,z1,...,zn−1,zn∈X

z0=x,zn=y

{
n

∑
i=1

ρ(zi−1, zi)

} (1.12)

= inf

{
n

∑
i=1

ρ(zi−1, zi) : z0, z1, . . . , zn−1, zn ∈ X, z0 = x, zn = y, n ∈ N, n ⩾ 1

}
.

Note that all infima are actually minima when X is a finite set. We call dρ the
Frink’s map induced by ρ and show the next fundamental lemma [26].

Lemma 1.1.1. Let (X, ρ) be semi-distance space. Then the Frink’s map dρ : X ×
X → [0,+∞[ induced by ρ is a semi-metric on X.

Proof. Obviously by 1.12 we have dρ(x, y) = 0 if x = y so only need to check
the triangle inequality for dρ. Let x, y and z be three given points in X and
let ϵ > 0. Then there exist two chains of points x0 = x, x1, ..., xn−1 = z and
xn = z, xn+1, ..., xm = y ∈ X such that

n−1

∑
i=0

ρ(xi−1, xi) < dρ(x, z) +
ε

2
and

m

∑
i=n

ρ(xi−1, xi) < dρ(z, y) +
ε

2
,

so adding the above inequalities we see that

dρ(x, y) ⩽
m

∑
i=0

ρ(xi−1, xi) < dρ(x, z) + dρ(z, y) + ε

for every ϵ > 0, getting the thesis. □

The next facts concern results connecting Frink’s map induced by a given
distance ρ and the relaxed polygonal inequality for ρ.

Theorem 1.1.3. Let (X, ρ) be a distance space. Then if ρ satisfies a relaxed polygonal
inequality with constant c ≥ 1 then dρ is a metric on X.

Proof. We prove that if dρ is not a metric on X, then ρ does not satisfy the
relaxed polygonal inequality. Assuming that dρ is not a metric on X there
exist two points x, y ∈ X such that x ̸= y and dρ(x, y) = 0. If ρ satisfies
the relaxed polygonal inequality for some constant c ∈ [1,+∞[, then for any
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points x1, ..., xn ∈ X it follows

ρ(x, y) ≤ c(ρ(x, x1) + ... + ρ(xn, y)), (1.13)

and by definition of dρ it follows that for any ε ∈]0,+∞[ there exist the points
x̄1, ..., x̄n̄ ∈ X, depending on ε and x, y, such that

ρ(x, x̄1) + ... + ρ(x̄n̄, y) < ε. (1.14)

By (1.13) choosing x1 = x̄1, ..., xn = x̄n̄ and by (1.14) it follows 1
c ρ(x, y) < ε,

and tending with ε to 0+ we have ρ(x, y) ≤ 0, i.e. a contradiction because ρ is
a distance but x ̸= y, thus the thesis is proved. □

Theorem 1.1.3 gives a necessary condition such that ρ satisfies a relaxed
polygonal inequality, and in general this theorem cannot be inverted as shown
by the following example.

Example 1.1.25. If ρ is a distance on X bounded from below then also dρ is bounded
from below, so it is a metric on X. Let us take the space (R, ρ) with

ρ(x, y) =


0 i f x = y

1 + (x − y)2 i f x ̸= y
.

(R, ρ) is a distance space bounded from below so dρ is a metric on R but ρ does
not satisfy a relaxed polygonal inequality. Indeed if there exists c ≥ 1 such that

ρ(x, y) ≤ c
n
∑

i=1
ρ(xi−1, xi) for any n ∈ N and for any xi ∈ R with x0 = x and

xn = y, let us consider the points xi = 2⌈c⌉ i
n for any i = 0, . . . , n with n arbitrarily

fixed, so
n
∑

i=1
ρ(xi−1, xi) = n + 4⌈c⌉2

n and ρ(x, y) = 1 + 4⌈c⌉2. It follows that 1 +

4⌈c⌉2 ⩽ c(n + 4⌈c⌉2

n ) and assuming n = 2⌈c⌉ then we have 1 ⩽ 4⌈c⌉(c − ⌈c⌉) ⩽ 0,
a contradiction.

Corollary 1.1.1. Let (X, ρ) be a distance space such that ρ does not satisfy a relaxed
polygonal inequality. Then ρ is unbounded from below if ρ is bounded from above
and ρ is unbounded from above if ρ is bounded from below.

Remark 1.1.4. Corollary 1.1.1 works if ρ does not satisfy a relaxed polygonal
inequality. By theorem 1.1.3 we can assume that dρ is not a metric on X to
ensure this condition. However we note that if ρ is bounded from below then
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also dρ is bounded from below, so dρ is a metric on X. Hence in this case ρ

cannot be bounded from below.

The last proposition of this section shows when a distance ρ satisfies a more
general relaxed polygonal inequality for the which the constant c is not abso-
lute but depends on the pair of extreme points of the chain (x, y).

Proposition 1.1.7. Let (X, ρ) be a distance space. If dρ is a metric on X then ρ

satisfies an extended relaxed polygonal inequality, in the sense that for any points
x0 = x, x1, ..., xn = y ∈ X a constant c(x, y) ≥ 1 depending only on x and y exists

such that ρ(x, y) ≤ c(x, y)
n
∑

i=1
ρ(xi−1, xi).

Proof. For any fixed x, y ∈ X such that x ̸= y we consider the set

Ix,y =


n
∑

i=1
ρ(xi−1, xi)

ρ(x, y)
: x0 = x, x1, ..., xn = y ∈ X

 .

We note that inf Ix,y > 0. In fact it is trivially inf Ix,y ⩾ 0 and if inf Ix,y = 0 the
definition of Ix,y gives that for any ε > 0 there exist the points x0, x1, ..., xn ∈ X

depending on ε such that

n
∑

i=1
ρ(xi−1,xi)

ρ(x,y) < ε, thus by definition of dρ we have
dρ(x,y)
ρ(x,y) < ε: tending with ε to 0+, dρ(x, y) ≤ 0, i.e. a contradiction because dρ is

a metric but x ̸= y. Setting

c(x, y) =


1 i f x = y

1
inf Ix,y

i f x ̸= y
,

we have the thesis. □

1.2 The metrization problem for quasi-ultrametric

spaces

Sufficient conditions for the existence of a metric compatible with a topology
on a given distance space (X, ρ) are well known with ρ either quasi-ultrametric
or quasi-metric. If on the set X it is not a priori defined a topology, it is possible
to declare open a set for which any of its points has a ball contained in the
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given set; however these balls, despite being a basis of neighborhoods, are
not open sets in general. Indeed in both two cases, either quasi-ultrametric
with constant K or quasi-metric with constant A, given the ball B(c, r), it is
immediately verified that for any x ∈ B(c, r

K ) (resp. x ∈ B(c, r
2A )) there exists

a suitable ball B(x, σ) ⊆ B(c, r). So, by means of the quasi-distance ρ, we can
define a uniformity Uρ [27], such that the balls form a basis of neighborhoods
for the topology τρ induced by Uρ; we can then apply a variant of the classic
Nagata and Smirnov metrization theorem [18], thus, there exists a metric d on
X such that τd = τρ where τd is the topology induced by d.

Theorem 1.2.1 (Nagata-Smirnov’s theorem). Let X be a T0 topological space.
Then X is metrizable if and only if every y ∈ X has an open neighbourhood basis
{Uy,n}n∈N such that

a) If x ∈ Uy,n then Ux,n ⊆ Uy,n−1;

b) If x /∈ Uy,n−1 then Ux,n ∩ Uy,n = ∅.

Indeed, for all y ∈ X the sets Bρ

(
y, 1

(2A)n

)
satisfy the hypothesis of the theorem

1.2.1, so setting Uy,n = int
(

Bρ

(
y, 1

(2A)n

))
there exists a metric d on X such

that the topology τd induced by d is the topology τρ induced by ρ.

Remark 1.2.1. The topology τρ generated by a quasi-ultrametric or quasi-
metric ρ has some peculiarities: a ball B(c, r) need not be τρ open [28].

Example 1.2.1. Fixed ϵ > 0 consider the space (N, ρ) with ρ : N × N → [0,+∞[

given by
ρ(0, 1) = 1, ρ(0, m) = 1 + ε f or m ≥ 2

ρ(1, m) =
1
m

, ρ(n, m) =
1
n
+

1
m

f or n ≥ 2

and extended to N × N by ρ(n, n) = 0 and symmetry. Then by a direct check it
follows that

ρ(k, n) ≤ (1 + ε)(ρ(k, m) + ρ(m, n)) (1.15)

for all k, n, m ∈ N, i.e. ρ is a quasi-metric on N with constant A = 1 + ε. In fact
it is clear that it suffices to check (1.15) for pairwise distinct k, m, n only. Let L and
R denote the left and the right hand sides of the inequality (1.15) respectively. If
one of k, n, m is equal to 0, then L ≤ 1 + ε ≤ R. If none of k, m, n are 0, then we
consider subcases. First, assume 1 appears among k, m, n. If k = 1, then L = 1

n

while R = (1 + ε)
(

2
m + 1

n

)
. Similarly if n = 1. If m = 1, then L = 1

k + 1
n
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while R = (1 + ε)
(

1
k +

1
n

)
. Next, assume 1 does not appear among k, n, m. Then

L = 1
k +

1
n and R = (1 + ε)

(
1
k +

2
m + 1

n

)
, finishing our checking so ρ satisfies

(1.15). Now noting that B(0, 1 + ε
2) = {0, 1} while B(1, r) contains infinitely many

elements for any r > 0, none of B(1, r) are contained in B(0, 1 + ε
2), i.e. the ball

B(0, 1 + ε
2) is not open.

Remark 1.2.2. Another peculiarity in a quasi-ultrametric or quasi-metric space
(X, ρ) is that ρ could not be continuous [29, 30].

Example 1.2.2. Let X =
{

0, 1, 1
2 , . . . , 1

n , . . .
}

and consider the map ρ : X × X →
[0,+∞] given by

ρ(x, y) =



0 i f x = y

1 i f x, y ∈ {0, 1} with x ̸= y

|x − y| i f x, y ∈
{

0, 1
2n , 1

2m

}
with x ̸= y

0 otherwise

.

By explicit calculation we have that ρ is a quasi-metric on X with constant A = 8
3 .

Indeed for all x, y ∈ X we have ρ(x, y) ≥ 0, ρ(x, y) = 0 if and only if x = y and
ρ(x, y) = ρ(y, x). If ρ(x, y) = ρ(0, 1) = 1, then ρ(x, z) + ρ(z, y) is

ρ(0,
1

2n
) + ρ(

1
2n

, 1) =
1

2n
+ 4 i f z =

1
2n

ρ(0,
1

2n + 1
) + ρ(

1
2n + 1

, 1) = 4 + 4 = 8 i f z =
1

2n + 1

;

if ρ(x, y) = ρ(0, 1
2n ) =

1
2n then ρ(x, z) + ρ(z, y) is



ρ(0,
1

2m
) + ρ(

1
2m

,
1

2n
) =

1
2m

+

∣∣∣∣ 1
2m

− 1
2n

∣∣∣∣ i f z =
1

2m

ρ(0,
1

2m + 1
) + ρ(

1
2m + 1

,
1

2n
) = 4 + 4 = 8 i f z =

1
2m + 1

̸= 1

ρ(0, 1) + ρ(1,
1

2n
) = 1 + 4 = 5 i f z = 1

;
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if ρ(x, y) = ρ( 1
2k , 1

2n ) =
∣∣∣ 1

2k −
1

2n

∣∣∣ then then ρ(x, z) + ρ(z, y) is



ρ(
1
2k

,
1

2m
) + ρ(

1
2m

,
1

2n
) =

∣∣∣∣ 1
2k

− 1
2m

∣∣∣∣+ ∣∣∣∣ 1
2n

− 1
2n

∣∣∣∣ i f z =
1

2m

ρ(
1
2k

,
1

2m + 1
) + ρ(

1
2m + 1

,
1

2n
) = 4 + 4 = 8 i f z =

1
2m + 1

ρ(
1
2k

, 0) + ρ(0,
1

2n
) =

1
2k

+
1

2n
i f z = 0

;

if ρ(x, y) = ρ( 1
2k , 1

2n+1) = 4 with 1
2n+1 ̸= 1, then ρ(x, z) + ρ(z, y) is

ρ(
1
2k

, 0) + ρ(0,
1

2n + 1
) =

1
2k

+ 4 i f z = 0

ρ(
1
2k

,
1

2m
) + ρ(

1
2m

,
1

2n + 1
) =

∣∣∣∣ 1
2k

− 1
2m

∣∣∣∣+ 4 i f z =
1

2m

ρ(
1
2k

,
1

2m + 1
) + ρ(

1
2m + 1

,
1

2n + 1
) = 4 + 4 = 8 i f z =

1
2m + 1

;

if ρ(x, y) = ρ( 1
2k+1 , 1

2n+1) = 4 with 1
2k+1 ̸= 1 and 1

2n+1 ̸= 1 then ρ(x, z) + ρ(z, y)
is

ρ(
1
2k

, 0) + ρ(0,
1

2n + 1
) = 4 + 4 = 8 i f z = 0

ρ(
1

2k + 1
,

1
2m

) + ρ(
1

2m
,

1
2n + 1

) = 4 + 4 = 8 i f z =
1

2m

ρ(
1

2k + 1
,

1
2m + 1

) + ρ(
1

2m + 1
,

1
2n + 1

) = 4 + 4 = 8 i f z =
1

2m + 1

;

if ρ(x, y) = ρ( 1
2k , 1) = 4 then ρ(x, z) + ρ(z, y) is

ρ(
1
2k

, 0) + ρ(0, 1) =
1
2k

+ 1 i f z = 0

ρ(
1
2k

,
1

2m
) + ρ(

1
2m

, 1) =
∣∣∣∣ 1
2k

− 1
2m

∣∣∣∣+ 4 i f z =
1

2m

ρ(
1
2k

,
1

2m + 1
) + ρ(

1
2m + 1

, 1) = 4 + 4 = 8 i f z =
1

2m + 1
̸= 1

;

if ρ(x, y) = ρ( 1
2k+1 , 1) = 4 then ρ(x, z) + ρ(z, y) is

ρ(
1

2k + 1
, 0) + ρ(0, 1) = 4 + 1 = 5 i f z = 0

ρ(
1

2 + 1k
,

1
2m

) + ρ(
1

2m
, 1) = 4 + 4 = 8 i f z =

1
2m

ρ(
1

2k + 1
,

1
2m + 1

) + ρ(
1

2m + 1
, 1) = 4 + 4 = 8 i f z =

1
2m + 1

̸= 1

;
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if ρ(x, y) = ρ( 1
2k+1 , 0) = 4 then ρ(x, z) + ρ(z, y) is

ρ(
1

2k + 1
, 1) + ρ(1, 0) = 4 + 1 = 5 i f z = 1

ρ(
1

2 + 1k
,

1
2m

) + ρ(
1

2m
, 0) = 4 +

1
2m

i f z =
1

2m

ρ(
1

2k + 1
,

1
2m + 1

) + ρ(
1

2m + 1
, 0) = 4 + 4 = 8 i f z =

1
2m + 1

̸= 1

.

So previous calculations give that ρ(x, y) ≤ 8
3(ρ(x, z) + ρ(z, y)) for all x, y, z ∈ X,

i.e. ρ is a quasi-metric on X with constant A = 8
3 as mentioned. Then we also have

ρ(1,
1
2
) = 4 > 1 +

1
2
= ρ(1, 0) + ρ(0,

1
2
),

proving that ρ is not a metric on X. Now noting that it is

lim
n→+∞

ρ(0,
1

2n
) = lim

n→+∞

1
2n

= 0,

and also lim
n→+∞

1
2n = 0 in (X, ρ), however we have

lim
n→+∞

ρ(1,
1

2n
) = 4 ̸= 1 = ρ(1, 0),

proving that ρ is a quasi-metric on X not continuous in each variable.

The following result instead gives a sufficient condition such that open balls
and closed balls are open and closed in the topology τρ respectively in any
quasi-metric space.

Proposition 1.2.1. Let (X, ρ) be a quasi-metric space with constant A. Then if ρ is
continuous in one variable, then ρ is continuous in other variable. Moreover, for any
c ∈ X and r > 0 we have

i) B(c, r) is open in τρ ;

ii) B̄(c, r) is open in τρ.

Proof. Assuming without loss of generality ρ continuous with respect to the
first variable, then for any x ∈ X if {yn}n∈N ⊆ X is a sequence such that
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lim
n→+∞

yn = y we have

lim
n→+∞

ρ(x, yn) = lim
n→+∞

ρ(yn, x)

= ρ(y, x)

= ρ(x, y),

proving that ρ is continuous with respect to the second variable.

i) Let {xn}n∈N ⊆ X\B(c, r) be a sequence such that lim
n→+∞

xn = x. Then for

all n ∈ N we have ρ(c, xn) ≥ r and ρ(c, x) = lim
n→+∞

ρ(c, xn) ⩾ r. This implies

that x ∈ X\B(c, r) and therefore X\B(c, r) is a closed set, i.e. the ball B(c, r) is
open.

ii) Let {xn}n∈N ⊆ B̄(c, r) be a sequence such that lim
n→+∞

xn = x. Then for all

n ∈ N we have ρ(c, xn) ≤ r and ρ(c, x) = lim
n→+∞

ρ(c, xn) ≤ r. This implies

that x ∈ B̄(c, r) and therefore B̄(c, r) is a closed set. □

Anyway for special case there exist also direct proofs of the metrizability of
the topology of a quasi-ultrametric space based on an approach due to Frink
that uses chains [3, 4] and general results of metrizability were obtained by
a slight modification of Frink’s technique [26, 28]. In the rest of this section
we present new proofs of some of these facts and we are interested to the
existence of a metric d on X bi-lipschitz equivalent with respect to a given
quasi-ultrametric ρ, or to a suitable power of a given quasi-metric ρ. Let us
start with a definition.

Definition 1.2.1 (Topological and bi-lipschitz equivalence). Two distance ρ1

and ρ2 on the same no empty set X are called

i) topologically equivalent if τρ1 = τρ2 ;

ii) bi-lipschitz equivalent if there exist two real constant c1, c2 > 0 such that

c1ρ2(x, y) ≤ ρ1(x, y) ≤ c2ρ2(x, y)

for all x, y ∈ X.
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Of course, the above definitions applies to metrics as well, as particular cases
of quasi-ultrametrics and note that without loss of generality, we can take
c1 = 1 by replacing the distance ρ2 by the distance c1ρ2.

Proposition 1.2.2. Let (X, ρ1) and (X, ρ2) be distance spaces on the same set X. If
ρ1 and ρ2 are bi-lipschitz equivalent then ρ1 and ρ2 are also topologically equivalent.

Proof. By definition of bi-lipschitz equivalence there exist two real constant
c1, c2 > 0 such that c1ρ2(x, y) ≤ ρ1(x, y) ≤ c2ρ2(x, y) for all x, y ∈ X. Let
x ∈ X, let ε > 0, and let Bρ1(x, c1ε) denote the open ball of center x and radius
cε with respect to distance ρ1. If y ∈ Bρ1(x, c1ε) then ρ1(x, y) < c1ε, and, by
hypothesis, ρ2(x, y) ⩽ ρ1(x,y)

c1
< ε, so y ∈ Bρ2(x, ε) and Bρ2(x, c1ε) ⊆ Bρ2(x, ε)

due to the arbitrariness of y. Similarly if y ∈ Bρ2(x, ε
c2
) we have ρ2(x, y) < ε

c2

and ρ1(x, y) ⩽ c2
ρ2(x,y)

c1
< ε, so y ∈ Bρ1(x, ε) and Bρ2(x, ε

c2
) ⊆ Bρ1(x, ε). Now

suppose A ∈ τρ1 , i.e. it is an open set with respect to the distance ρ1. If x ∈ A
then there exists ε > 0 such that Bρ1(x, ε) ⊆ A thus Bρ2(x, ε

c2
) ⊆ Bρ1(x, ε) ⊆ A

and so A is open with respect to distance ρ2, i.e. A ∈ τρ2 , Mutatis mutandis, if
A ∈ τρ2 it follows that A ∈ τρ1 so τρ1 = τρ2 . □

Remark 1.2.3. In general proposition 1.2.2 can not be inverted, i.e. topological
equivalence does not imply bi-lipschitz equivalence. A reason is that bounded
sets under one metric are also bounded under an bi-lipschitz equivalent metric,
but not necessarily under a topologically equivalent metric.

Example 1.2.3. Let (X, d) be an unbounded metric space. Then (X, ρ) with
ρ(x, y) = d(x,y)

1+d(x,y) for all x, y ∈ X is also a metric space which is bounded, and
so not bi-lipschitz equivalent with respect to (X, d), because there is no constant
c2 > 0 such that d1(x, y) ≤ c2d2(x, y) as the inequality t ⩽ c2

t
1+t does not hold

for t > c2. Anyway ρ induces the same topology on X. Indeed to show this one can
simply use the fact that d and ρ agree on small balls. If A ∈ τd, then for x ∈ A there
exists a radius r > 0 such that Bd(x, r) ⊆ A. Supposing that for some y ∈ A and
r > 0 it holds that Bρ(y, r) ⊆ A then for any q ∈ (0, r) it holds that Bρ(y, q) ⊆ A.

In particular, it holds for q = min
{

1
2 , r
}

< 1 but then Bρ(t, q) = Bd(y, q).

Example 1.2.4. Let X = (0, 1] and let d1(x, y) = |x − y|, d2(x, y) =
∣∣∣ 1

x − 1
y

∣∣∣ for
all x, y ∈ X. Then (X, d1) and (X, d2) are metric spaces, with d1 and d2 topologically
equivalent distances but not bi-lipschitz equivalent distances as x, y → 0.
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In the case of quasi-norms anyway topological equivalence is equivalent to
bi-lipschitz equivalence as shown by next proposition.

Proposition 1.2.3. Let (V, ∥·∥1) and (V, ∥·∥2) be quasi-normed spaces on the same
linear space V. If ∥·∥1 and ∥·∥2 are topologically equivalent then ∥·∥1 and ∥·∥2 are
also bi-lipschitz equivalent.

Proof. If the topologies induced by two norms ∥·∥1 and ∥·∥2 on the vector
space V are identical, there exists open balls such that we have the inclusion
B∥·∥1

(0, r) ⊆ B∥·∥2
(0, 1) for some r > 0. Let v ∈ V\ {0} and set w = r

2
v

∥v∥1
.

Then ∥w∥1 = r
2 < r, hence ∥w∥2 < 1 which shows ∥v∥2 ⩽

2
r ∥v∥1. Finally by

symmetry we have that ∥·∥1 and ∥·∥2 are bi-lipschitz equivalent. □

If the topology τρ generated by a distance ρ on a set X is metrizable this means
that there exists a metric d on X topologically equivalent to ρ. The problem
of the existence of a metric that is bi-lipschitz equivalent with respect to a
distance, also called metric boundedness property, is solved [6, 25] by the next
theorem of considerable importance because unexpectedly characterizes such
distance as those that satisfy a relaxed polygonal inequality.

Theorem 1.2.2. Let (X, ρ) be a distance space. Then ρ is bi-lipschitz equivalent with
respect to a metric d if and only if ρ satisfies a relaxed polygonal inequality (1.11) for
some constant c ≥ 1.

Proof. Let ρ be bi-lipschitz equivalent with respect to a metric d, i.e. there
exists a constant c ≥ such that d(x, y) ≤ ρ(x, y) ≤ cd(x, y) for all x, y ∈ X.
Then we have ρ(x, y) ≤ cd(x, y) ≤ c ∑n

i=1 ρ(zi−1, zi) for all n ∈ N with n ≥ 1
and for all z1, . . . , zn ∈ X with z0 = x, zn = y because d is a metric and
therefore satisfies a relaxed polygonal inequality with constant 1; then by
d(x, y) ≤ ρ(x, y) we have ρ(x, y) ≤ c ∑n

i=1 ρ(zi−1, zi), i.e. ρ satisfies a relaxed
polygonal inequality with constant c ≥ 1. For the converse, let ρ be satisfying
a relaxed polygonal inequality with constant c ≥ 1, i.e.

ρ(x, y) ≤ c
n

∑
i=1

ρ(zi−1, zi) (1.16)

for all n ∈ N with n ≥ 1 and for all z1, . . . , zn ∈ X with z0 = x, zn = y and

dρ = inf
{

n
∑

i=1
ρ(zi−1, zi) : z0, z1, . . . , zn−1, zn ∈ X, z0 = x, zn = y, n ∈ N

}
the

Frink’s map (1.12) induced by ρ. By definition of dρ it follows that dρ(x, y) ≤
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ρ(x, y) for all x, y ∈ X and taking infimum on all chain with fixed extremes
x, y in (1.16) we have ρ(x, y) ≤ cdρ(x, y) for all x, y ∈ X, so it follows that

dρ(x, y) ≤ ρ(x, y) ≤ dρ(x, y) (1.17)

for all x, y ∈ X. We have that dρ is a semimetric on X by lemma 1.1.1 , and by
(1.17) if x ̸= y then dρ(x, y) ̸= 0 because ρ is a distance by hypothesis, i.e. dρ

is a metric on X. We conclude that there exists a metric d = dρ on X such that
ρ is bi-lipschitz equivalent with respect to d. □

If now we introduce for any nonempty set X the set

D =
{

d : X × X → [0,+∞[ , d is a metric
}

and, for any distance ρ on X the set

Dρ =
{

d ∈ D , ∃H ≥ 1 :
1
H

ρ(x, y) ≤ d(x, y) ≤ ρ(x, y), ∀x, y ∈ X
}

,

then by theorem 1.2.2 immediately follows the next interesting proposition

Proposition 1.2.4. Let (X, ρ) be a semimetric space. Then the following facts are
equivalent:

j) ∃ c ∈ [1,+∞[ such that

ρ(x, y) ≤ c
n

∑
i=1

ρ(zi−1, zi) (relaxed polygonal inequality)

∀n ∈ N , n ≥ 1 , ∀z1, . . . , zn ∈ X with z0 = x, zn = y;

jj) dρ ∈ Dρ, where dρ is the Frink’s map 1.12;

jjj) Dρ ̸= ∅.

From here on we collect main results and conditions, both for quasi-metrics
and for quasi-ultrametrics, related to the existence of a bi-lipschitz equivalent
metric in terms of the existence of a relaxed polygonal inequality. First we
present a new and very simple proof of a classic result of Frink about the
existence of a bi-lipschitz equivalent metric with respect to a given quasi-
ultrametric in the special case of a constant K = 2 and extended later for
K ≤ 2.
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Theorem 1.2.3. Let (X, ρ) be a quasi-ultrametric space with constant K ≤ 2. Then

1
2K

ρ(x, y) ≤ dρ(x, y) ≤ ρ(x, y) ∀x, y ∈ X.

Proof. According to proposition 1.2.4 we have to prove j) with constant 2K
and, to this aim, we prove by induction on n that for any given sequence of
n + 1 points x0 = x, x1, . . . , xn−1, xn = y ∈ X, n ∈ N, n ≥ 1 it results

ρ(x, y) ≤ K

(
ρ (x, x1) + 2

n−1

∑
i=2

ρ (xi−1, xi) + ρ (xn−1, y)

)
, (1.18)

where the sum is absent for n = 1, 2. Inequality (1.18) is trivial for n = 1, 2,
so given n ≥ 3 let us assume the formula true for any sequence of points
x = x0, x1, . . ., xm−1, xm = y∈ X with 1 ≤ m < n. If ρ(x,y)

K ≤ ρ(xn−1, y) then
(1.18) is true. Observing that thanks to hypothesis for any x, y, z ∈ X the
inequalities

ρ(x, z) <
ρ(x, y)

K
and ρ(y, z) <

ρ(x, y)
K

(1.19)

cannot occur simultaneously, if ρ(xn−1, y) < ρ(x,y)
K then it follows ρ(x,y)

K ≤
ρ(x, xn−1), so there exists m ∈ N such that 1 ≤ m ≤ n − 1 and

ρ(x, xm) <
ρ(x, y)

K
≤ ρ(x, xm+1);

in the same way by (1.19) and by induction we have

ρ(x, y)
K

≤ ρ(xm, y) ≤ K

(
ρ (xm, xm+1) + 2

n−1

∑
i=m+2

ρ (xi−1, xi) + ρ (xn−1, y)

)
,

which added with the

ρ(x, y)
K

≤ ρ(x, xm+1) ≤ K

(
ρ (x, x1) + 2

m

∑
i=2

ρ (xi−1, xi) + ρ (xm, xm+1)

)

implies

2ρ(x, y)
K

≤ K

(
ρ (x, x1) + 2

n−1

∑
i=2

ρ (xi−1, xi) + ρ (xn−1, y)

)
.
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The thesis follows noting that K2

2 ≤ K if K ≤ 2. □

Previous theorem is no more true when K > 2. In [4] the author exhibits,
for any K > 2, a non trivial example of a space (X, ρ) for which theorem
1.2.3 does not work, more precisely showing that for every ε > 0 there exists
a quasi-metric ρ with constant A = 1 + ε such that the Frink’s map is not
a metric. Other example for the limits of Frink’s method was given [31].
Actually we propose a very simple and general example of these limits. As
shown in Example 1.1.23, the quasi-ultrametric ρ ≡ dα, with constant 2α,
does not satisfy a relaxed polygonal inequality for any α ∈]1,+∞[ so, for any
fixed K > 1 assuming α = log2K we have a quasi-ultrametric with a prefixed
constant that does not satisfy the relaxed polygonal inequality. The same is
valid in the case of quasi-metric space, so we have the following fact.

Proposition 1.2.5. For any fixed real constant K > 2 (A > 2) quasi-ultrametric
(quasi-metric) spaces exists such that the induced Frink’s map is not a metric.

The failure, in some case, for dρ to be a metric yields immediately the following
known equivalences [5], which adapt proposition 1.2.4 to the case of quasi-
ultrametrics.

Theorem 1.2.4. Let X be a nonempty set and K ∈ R. The following facts are
equivalent:

a) K ≤ 2;

b) for any quasi-ultrametric ρ on X with constant K, then ρ satisfies the relaxed
polygonal inequality;

c) for any quasi-ultrametric ρ on X with constant K, then dρ ∈ Dρ;

d) for any quasi-ultrametric ρ on X with constant K, then Dρ ̸= ∅;

e) for any quasi-ultrametric ρ on X with constant K, then dρ ∈ D;

Proof. a)=⇒ b) This is the first part of the proof of theorem 1.2.3 ; b)=⇒ c)
this is j) =⇒ jj) of proposition 1.2.4 ; c=⇒ d) trivial ; d)=⇒ e) let ρ be a quasi-
ultrametric on X with constant K, moreover let d ∈ Dρ and, finally, let x, y ∈
X , n ∈ N , n ≥ 1 , and x0 = x , x1 , . . . , xn−1 , xn = y ∈ X : for some H > 0 it
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follows that

ρ(x, y) ≤ H d(x, y) ≤ H
n

∑
i=1

d(xi−1, xi) ≤ H
n

∑
i=1

ρ(xi−1, xi);

then the relaxed polygonal inequality is satisfied and the thesis follows by
j) =⇒ jj) of proposition 1.2.4 ; e)=⇒ a) let ρ be a given quasi-ultrametric on X
with constant K: proposition 1.2.5 implies the thesis immediately. □

We conclude this subsection with some remarks on the constant in Dρ, for
a given quasi-ultrametric ρ on a nonempty set X. More precisely, in [5] the
authors show that a metric with the better constant K2 exists in the equivalence
relation of theorem 1.2.3 . They also show that for any function φ : [1, 2] →
[0,+∞[ such that for any K ∈ [1, 2] and any quasi-ultrametric space (X, ρ)

with constant K and any d ∈ Dρ, such that

1
φ(K)

ρ(x, y) ≤ d(x, y) ≤ ρ(x, y) ∀x, y ∈ X,

then φ(K) ≥ K2. Nevertheless for a given space the constant K2 may not be
the best possible, as shown in the following proposition and example.

Proposition 1.2.6. Let (X, ρ) be a quasi-ultrametric space with card (X) < +∞.
Then Dρ ̸= ∅.

Proof. Setting S = ρ
(
(X × X) \ ∆(X)

)
, m = min S , M = max S and H = M

m ,
the position d = m d̄ , with d̄ the discrete metric on X, obtain us the requested
metric on X. We note also that proposition immediately follows by theorem
1.1.2, i.e. if X is a finite set then it also is bounded from below and above. □

Example 1.2.5. Let X = {x1, x2, x3} and ρ : X × X → [0,+∞[ assumed to
be symmetric and zero only on the diagonal, defined as follows: ρ(x1, x2) = a,
ρ(x1, x3) = ab and ρ(x2, x3) = Kab, with a > 0, b, K ≥ 1 , suitable chosen in the
sequel. The map ρ is a quasi-ultrametric on X with constant K but if we choose K > 1
and b > 1

K−1 then ρ(x2, x3) > ρ(x1, x2) + ρ(x1, x3), i.e. ρ is not a metric. By
proposition 1.2.6 there exists a metric d on X equivalent to ρ with constant H = Kb
and it is H < K2 if 1

K−1 < K, i.e. K ∈]φ, 2[, with φ =
√

5+1
2 the golden ratio.

A particular class of bi-lipschitz equivalent metrics, in a suitable sense, can
also be obtained through a special type of function φ : [0,+∞[→ [0,+∞[,
more precisely the ones satisfying the so called ∆2 condition.
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Definition 1.2.2 (∆2 condition). A function φ : [0,+∞[→ [0,+∞[ satisfies
condition ∆2 with a constant D if φ(2t) ≤ Dφ(t) for all t ≥ 0.

We note that if φ is a non-decreasing function satisfying condition ∆2 with a
constant D then by definition we have D ≥ 1.

Theorem 1.2.5. Let (X, ρ) be a quasi-ultrametric space with a constant K ≥ 1 and
φ a non-decreasing function satisfying condition ∆2 with a constant D ≥ 1 and such

that φ(t) = 0 if and only if t = 0. If D ⩽ 2
1

⌈log2K⌉ then φ(ρ) is a distance on X
satisfying a relaxed polygonal inequality.

Proof. It is easy to check that φ(ρ) is a distance on X. For all x, y, z ∈ X
we have ρ(x, y) ⩽ K max {ρ(x, z), ρ(z, y)} because ρ is a quasi-ultrametric
on X with a constant K, and by K = 2log2K ⩽ 2⌈log2K⌉ we have ρ(x, y) ⩽

2⌈log2K⌉ max {ρ(x, z), ρ(z, y)}. By properties of φ it follows

φ(ρ(x, y)) ⩽ φ(2⌈log2K⌉ max {ρ(x, z), ρ(z, y)})
⩽ D⌈log2K⌉ max {φ(ρ(x, z)), φ(ρ(z, y))} ,

i.e. φ(ρ) is a quasi-ultrametric on X with a constant K̄ = D⌈log2K⌉. By D ⩽

2
1

⌈log2K⌉ then K̄ ≤ 2, thus metrization theorems on quasi-ultrametric spaces for
this special value of the constant give that φ(ρ) satisfies a relaxed polygonal
inequality with a constant c depending on K. □

Remark 1.2.4. The function φ(t) = tα with α > 0 is a non-decreasing function
satisfying condition ∆2 with a constant D = 2α and such that φ(t) = 0 if

and only if t = 0. Then the condition D ⩽ 2
1

⌈log2K⌉ is satisfied by assuming
α ≤ 1

⌈log2K⌉ , so recovering also bi-lipschitz equivalent metrics with respect to
the α-power of a general quasi-ultrametric.

Up to now we have collected main results and ideas on the existence of a
bi-lipschitz equivalent metric with respect to a suitable quasi-ultrametric ρ,
using standard techniques to prove the validity of the relaxed polygonal
inequality. In what follows we exhibit analogous results adapting topological
techniques involving uniformity-type families generated by the given distance
ρ; more precisely, in Theorem 1.2.6 we prove the existence of a bi-lipschitz
equivalent distance f to a given quasi-ultrametric ρ, with f satisfying the
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relaxed polygonal inequality: it comes to be that both dρ and d f are bi-lipschitz
equivalent metrics to ρ. First let us introduce some notations.

Le X be a set and let A and B subsets of X × X, i.e. relations on the set X.
The inverse relation of A is −A = {(x, y) : (y, x) ∈ A}; then a relation A is
symmetric if A = −A holds. The composition of A and B is denoted by A + B
and we have

A + B = {(x, y) : ∃z ∈ X : (x, z) ∈ A, (z, y) ∈ B} ;

the composition is associative, i.e. (A + B) + C = A + (B + C), but it is not
commutative, i.e., generally A + B ̸= B + A. Finally, for U ⊆ X × X and
a natural number n ≥ 1 the set nU ⊆ X × X is defined inductively by the
formulas 1U = U and nU = (n − 1)U + U.

Now we can start with the following lemma.

Lemma 1.2.1. Let X be a nonempty set and {Ui}i∈Z ⊆ X × X such that

- Ui is symmetric ∀i ∈ Z;

- ∆(X) ⊆ Ui ∀i ∈ Z;

- 3 Ui+1 ⊆ Ui ∀i ∈ Z;

-
⋃

i∈Z

Ui = X × X.

Then, for any L ∈]1, 2], the function f : X × X → [0,+∞[ defined by the position

f (x, y) =

 0 i f (x, y) ∈ ⋂
i∈Z

Ui

1
Li i f (x, y) ∈ Ui−1\Ui

is a semi-distance on X satisfying a relaxed polygonal inequality with constant L.

Proof. Let us verify that f satisfies a relaxed polygonal inequality with con-

stant L, i.e. f (x, y) ≤ L
n
∑

i=1
f (xi−1, xi) for x0 = x, x1, ..., xn = y ∈ X. For

n = 1 the thesis is trivial. Let us assume the thesis true for some n ≥ 1,

and let a =
n+1
∑

i=1
f (xi−1, xi). If a = 0 it trivially follows that f (x, y) = 0. If

a > 0, up to a rearrangement of the chain, let m be the largest integer such

that
m
∑

i=1
f (xi−1, xi) ⩽

a
2 , then

n+1
∑

i=m+2
f (xi−1, xi) <

a
2 ; obviously f (xm, xm+1) ⩽

a, moreover, by inductive hypotheses it follows that f (x0, xm) ⩽ L
2 a and



1.2. The metrization problem for quasi-ultrametric spaces 33

f (xm+1, xn+1) <
L
2 a; if s is the least integer involved in the definition of the

above values of f , it results

1
Ls ⩽ max

{
L
2

a, a
}

; (1.20)

so that f (x0, xm), f (xm, xm+1), f (xm+1, xn+1) ⩽
1
Ls and consequently

(x0, xm), (xm, xm+1), (xm+1, xn+1) ∈ Us−1,

and (x0, xn+1) ∈ 3 Us−1 ⊆ Us−2, i.e. f (x0, xn+1) ⩽
1

Ls−1 = L 1
Ls . By (1.20) it

follows that
f (x0, xn+1) ⩽ L max

{
L
2

, 1
}

a :

if max
{ L

2 , 1
}
⩽ 1, i.e. 1 < L ≤ 2, the thesis holds. □

Theorem 1.2.6. Let (X, ρ) be a quasi-ultrametric space with constant K ∈]1,
√

2].
Then ρ satisfies a relaxed polygonal inequality with constant C = K4 and there exist
more than one metric d ≡ d(K) on X such that for any x, y ∈ X,

1
K4 ρ(x, y) ≤ d(x, y) ≤ ρ(x, y).

Proof. Let L = K2. For any i ∈ Z let {Ui}i∈Z ⊆ X × X defined as Ui ={
(x, y) : ρ(x, y) < K−2i}: it is easy to check that the family {Ui}i∈Z satisfies

the hypotheses of Lemma 1.2.1, so the related function f : X × X → [0,+∞[

satisfies a relaxed polygonal inequality with constant L. Then, if ρ(x, y) = 0,
i.e. (x, y) ∈ ⋂

i∈Z

Ui, the thesis is trivially true; otherwise there exists i ∈ Z such

that (x, y) ∈ Ui−1\Ui, so 1
K2i ≤ ρ(x, y) < 2

K2i , i.e. f (x, y) ⩽ ρ(x, y) < K2 f (x, y)
for any x, y ∈ X, and ρ satisfies a relaxed polygonal inequality with constant
C = K4: then the semi-metrics d : X × X → [0,+∞[, where d = d f , dρ, are
defined by the chain approach, are metrics on X such that d(x, y) ≤ ρ(x, y) ≤
K4 d(x, y), i.e. thesis. □

We observe that weakening the hypotheses of Lemma 1.2.1 the semi-distance
f satisfies the weaker condition v) as shown in the following lemma.

Lemma 1.2.2. Let X be a nonempty set and {Ui}i∈Z ⊆ X × X such that

- Ui is symmetric ∀i ∈ Z;

- ∆(X) ⊆ Ui ∀i ∈ Z;
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- 2 Ui+1 ⊆ Ui ∀i ∈ Z;

-
⋃

i∈Z

Ui = X × X.

Then, for any L > 1, the function f : X × X → [0,+∞[ defined by the position

f (x, y) =

 0 i f (x, y) ∈ ⋂
i∈Z

Ui

1
Li i f (x, y) ∈ Ui−1\Ui

is a semi-distance on X satisfying v) with constant L.

Proof. Let x, y, z ∈ X. If f (x, z) ̸= 0 and f (z, y) ̸= 0 by definition of f there
exist integers k, h, for instance k ⩽ h, such that f (x, z) = 1

Lk and f (z, y) = 1
Lh ,

so (x, z) ∈ Uk−1, (z, y) ∈ Uh−1 ⊆ Uk−1, and (x, y) ∈ 2 Uk−1 ⊆ Uk−2 so that
f (x, y) ⩽ 1

Lk−1 = L 1
Lk = L f (x, z), i.e. f (x, y) ⩽ L max { f (x, z), f (z, y)}. If

f (x, z) = f (z, y) = 0 by the definition of f we have (x, z), (z, y) ∈ Ui for
all i ∈ Z, so (x, z), (z, y) ∈ Ui+1 and (x, y) ∈ 2 Ui+1 ⊆ Ui for all i ∈ Z, i.e.
f (x, y) = 0 and f (x, y) ⩽ L max { f (x, z), f (z, y)}. If f (x, z) ̸= 0 and f (z, y) =
0 then there exists an integer k such that f (x, z) = 1

Lk with (x, z) ∈ Uk−1 and
(z, y) ∈ Ui for all i ∈ Z, so also (z, y) ∈ Uk−1; then (x, y) ∈ 2 Uk−1 ⊆ Uk−2 and
f (x, y) ⩽ 1

Lk−1 = L 1
Lk = L f (x, z) and again f (x, y) ⩽ L max { f (x, z), f (z, y)},

that concludes the proof. □

As a byproduct of Lemma 1.2.2 we obtain directly a bi-lipschitz equivalent
metric with respect to a given suitable distance, as in the original paper of
Frink (see [3]), with the same constant equal to 4. More precisely let (F) the
following condition:

(F) for every ε > 0, if ρ(x, z) < ε and ρ(z, y) < ε, then ρ(x, y) < 2ε.

Then arguing by contradiction Frink obtains the existence of a bi-lipschitz
equivalent metric dρ with respect to the distance ρ; indeed, by applying
Lemma 1.2.2 to the distance ρ with Ui =

{
(x, y) : ρ(x, y) < 2−i}, i ∈ Z, argu-

ing as in Theorem 1.2.6, the semi-distance f comes to be bi-lipschitz equivalent
to ρ, as well as the metric d f , with the same constant 4. Clearly, any quasi-
ultrametric ρ with constant K ≤ 2 satisfies the (F) condition but, in general,
Lemma 1.2.2 allows us to generate a bi-lipschitz equivalent quasi-ultrametric
with respect to a given quasi-ultrametric, maintaining the same constant, argu-
ing as before with the sets Ui defined as Ui =

{
(x, y) : ρ(x, y) < K−i}, Lemma
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1.2.2 provides a quasi-ultrametric f such that, for all x, y ∈ X,

1
K

ρ(x, y) ≤ f (x, y) ≤ ρ(x, y).

The following proposition concludes the overview concerning the existence
of a bi-lipschitz equivalent metric with respect to a given quasi-ultrametric:
an interesting characterization of a “n-angular” inequality is shown.

Proposition 1.2.7. Let X be a nonempty set, L ∈]1,+∞[ and let n ≥ 2 an integer.
Then the following facts are equivalent:

l) There exists a semi-distance ρ on X such that for any x0 = x, x1, ..., xn = y ∈
X it results

ρ(x, y) ⩽ L max {ρ(x, x1), . . . , ρ(xn−1, y)} ;

ll) There exists {Ui}i∈Z ⊆ X × X such that

- Ui is symmetric ∀i ∈ Z;

- ∆(X) ⊆ Ui ∀i ∈ Z;

- n Ui+1 ⊆ Ui ∀i ∈ Z;

-
⋃

i∈Z

Ui = X × X.

Proof. l) =⇒ ll) Let {Ui}i∈Z be a collection of subsets of X × X defined as

Ui =

{
(x, y) : ρ(x, y) <

1
Li

}
;

then, it is easy to check that Ui satisfy all condition of ll);

ll) =⇒ l) let ρ : X × X → [0,+∞[ be a function defined as in Lemma 1.2.2:
then, with similar arguments, the thesis holds. □

In conclusion, we want to emphasize that in the existence of a bi-lipschitz
equivalent metric with respect to a given quasi-ultrametric, the condition
K ≤ 2 seems to play a crucial role, probably due to deeper geometric reasons.
Also, the chain approach technique seems to be particularly relevant, probably
because of the strict relationship with the relaxed polygonal inequality condi-
tion. Moreover it is not so clear what kind of relationship holds between d f in
Theorem 1.2.6 and the original Frink’s metric dρ; furthermore, it is not clear
if a given distance ρ satisfying the condition (F), jointly with the relationship
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3 Ui+1 ⊆ Ui for the sets Ui =
{
(x, y) : ρ(x, y) < 2−i}, i ∈ Z, is actually a

quasi-ultrametric for some constant K ≤ 2; finally, if ρ is a distance on X
satisfying a n-angular inequality like in Proposition 1.2.7, it is not that obvious
if ρ satisfies a more general version of inequality (1.18) for particular values of
the constant L.

1.3 Equivalent metrics on quasi-metric spaces

It is clear that not every quasi-metric with constant A is a quasi-ultrametric
with constant A, so general results for quasi-ultrametric do not hold for a
given quasi-metric.

Remark 1.3.1. No analogous of theorem 1.2.3 can be proved for the general
case of a set X endowed with a quasi-metric ρ with constant A ∈ ]1,+∞[:
in Example 1.1.23 the quasi-metric ρ ≡ dα, with constant A = 2α−1, do not
satisfy the relaxed polygonal inequality for any α ∈]1,+∞[ .

In the case of a quasi-metric space (X, ρ) it is however possible to prove the
existence of a metric which is bi-lipschitz equivalent metric with respect to
the power of a suitable power of ρ. A very simple proof of this fact is easily
obtained in the following proposition.

Proposition 1.3.1. Let be (X, ρ) a quasi-metric space with constant A. Then for any
α ∈

]
0, 1

1+log2 A

]
it is

1
2(2A)α ρα(x, y) ⩽ dρα(x, y) ⩽ ρα(x, y) ∀x, y ∈ X. (1.21)

Proof. Let α ∈
]
0, 1

1+log2 A

]
, then ρα is a quasi-ultrametric with constant (2A)α

thanks to proposition 1.1.6 : so the thesis follows immediately by theorem
1.18 . □

For the sake of completeness we show the classical result about the existence
of a bi-lipschitz equivalent metric with respect to the power of a given quasi-
metric. Theorem 1.3.1, which, in its turn, relies on Lemma 1.3.1, of which we
exhibit two proofs [3, 7, 4, 5, 32, 26, 33, 28], based on the validity of a relaxed
polygonal inequality.

Lemma 1.3.1. Let (X, ρ) be a quasi-metric space with constant A. Then there exists
a non-increasing continuous function α = α(k), ]1,+∞[∋ k → α(k) ∈ ]0, 1[ ,



1.3. Equivalent metrics on quasi-metric spaces 37

such that

ρα(x, y) ⩽ k
n

∑
i=1

dρα(xi−1, xi) , (1.22)

for any x0 = x, x1, . . . , xn−1, xn = y ∈ X .

First Proof. Inequality 1.22 is easily true when n = 1 for any k > 1. By
induction, for n ≥ 2, let us assume 1.22 true for x = x0, x1, . . . , xm−1, xm =

y ∈ X, with m < n. Then, for x ̸= y, if a = ∑n
i=1 ρ(xi−1, xi)

α > 0, it is either
ρ(x0, x1)

α ≤ a
2 or ρ(xn−1, xn)α ≤ a

2 . Let us suppose that ρ(x0, x1)
α ≤ a

2 (the
other case is similar): let j be the greatest index such that ∑

j
i=1 ρ(xi−1, xi)

α ≤ a
2 .

Clearly j < n so that ∑
j+1
i=1 ρ(xi−1, xi)

α > a
2 . Suppose that j + 1 < n; in this case

it is
n
∑

i=j+2
ρ(xi−1, xi)

α < a
2 . Thanks to the inductive hypothesis we therefore

have: ρ(x0, xj)
α ≤ k a

2 , ρ(xj+1, xn)α < k a
2 and obviously ρ(xj, xj+1)

α ≤ a.
Furthermore, the previous inequalities continue to be true even when j + 1 =

n. Given such a j by the inequality

ρ (x, y) ≤ Aρ
(
x0, xj

)
+ Aρ

(
xj, xn

)
it follows that either

ρ (x, y) ≤ 2Aρ
(
x0, xj

)
or ρ (x, y) ≤ 2Aρ

(
xj, xn

)
.

Then, if ρ (x, y) ≤ 2Aρ
(
x0, xj

)
it is ρ(x, y)α ≤ (2A)α

2 ka, so (1.22) follows by
choosing α ≤ 1

log2(2A)
, for any k > 1; while if ρ (x, y) ≤ 2Aρ

(
xj, xn

)
, if

j + 1 = n, ρ
(
xj, xj+1

)
≤ a

1
α implies ρ(x, y)α ≤ (2A)αa and (1.22) follows by

choosing α ≤ log2k
log2(2A)

, for any k > 1. If ρ (x, y) ≤ 2Aρ
(
xj, xn

)
with j + 1 < n

by the inequality

ρ
(
xj, xn

)
≤ Aρ

(
xj, xj+1

)
+ Aρ

(
xj+1, xn

)
,

it still follows that either

ρ
(
xj, xn

)
≤ 2Aρ

(
xj, xj+1

)
or ρ

(
xj, xn

)
≤ 2Aρ

(
xj+1, xn

)
.

By ρ
(
xj, xn

)
≤ 2Aρ

(
xj, xj+1

)
we have ρ (x, y) ≤ (2A) 2ρ

(
xj, xj+1

)
and by

ρ
(
xj, xj+1

)
≤ a

1
α we have ρ(x, y)α ≤ (2A) 2αa, so (1.22) follows by choosing

α ≤ log2k
2log2(2A)

, for any k > 1. If ρ
(
xj, xn

)
≤ 2Aρ

(
xj+1, xn

)
, by ρ

(
xj+1, xn

)
<(

k a
2

) 1
α we have that ρ(x, y)α < (2A)2α

2 ka, and (1.22) follows by choosing α ≤
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1
2log2(2A)

, for any k > 1. Finally noting that

min
{

1
2log2 (2A)

,
1

log2 (2A)
,

log2k
2log2 (2A)

,
log2k

log2 (2A)

}
=

=


log2k

2log2(2A)
if k ∈]1, 2]

1
2log2(2A)

if k ∈ [2,+∞[
,

we conclude that the inequality (1.22) is verified for any h > 1 as long as α(k)
is chosen as follow

α(k) =


log2k

2log2(2A)
k ∈]1, 2]

1
2log2(2A)

k ∈ [2,+∞[

.

Second Proof. It suffices to verify that fixed n ≥ 2, for any sequence of n + 1
points x0 = x, x1, . . . , xn−1, xn = y ∈ X and for any h ∈]1,+∞[, there exists
α ∈]0, 1[ such that

ρ(x, y)α ≤ h

(
ρ(x, x1)

α + 2
n−1

∑
i=2

ρ(xi−1, xi)
α + ρ(xn−1, y)α

)
, (1.23)

for all x, y ∈ X, where if n = 2 the sum in the right-hand side of the inequality
is null; more precisely it follows that for any h ∈]1,+∞[ there exists α =

α(h) ∈]0, 1[ such that

ρ(x, y)α ≤ 2h
n

∑
i=1

ρ(xi−1, xi)
α ,

and the thesis is obtained by setting k = 2h . So, for n = 2 (1.23) becomes
ρ(x, y)α ≤ h

(
ρ(x, x1)

α + ρ(x1, y)α) and the thesis follows by remark 1.1.2 and
triangular inequality

ρ (x, y) ≤ A (ρ (x, x1) + ρ (x1, y)) ,

with α ≤ log2h
log2(2A)

. By induction, if n > 2, let the inequality (1.23) be true for
any sequence of points x0 = x, x1, . . . , xm−1, xm = y ∈ X, with m < n. Let
j be the maximum index such that ρ(x, y)α ≤ (2A)αρ

(
xj, y

)α, so ρ(x, y)α >

(2A)αρ
(
xj+1, y

)α. In correspondence of xj+1 the triangular inequality

ρ(x, y) ≤ A
(
ρ
(
x, xj+1

)
+ ρ

(
xj+1, y

))
,
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yields
ρ(x, y)α ≤ (2A)α max

{
ρ
(
x, xj+1

)α, ρ
(
xj+1, y

)α
}

,

so that ρ(x, y)α ≤ (2A)α ρ
(
x, xj+1

)α. Therefore, by adding we obtain

ρ(x, y)α ≤ (2A)α

2

(
ρ
(
x, xj+1

)α
+ ρ
(
xj, y

)α
)

,

and the inductive hypothesis applied to the sequences x0 = x, x1, . . . , xm+1

and xm, xm+1, . . . , xn+1 = y ensures

ρ(x, y)α ≤ (2A)α

2
h

(
ρ(x, x1)

α + 2
n−1

∑
i=2

ρ(xi−1, xi)
α + ρ(xn−1, y)α

)
,

by which (1.23) follows for any h > 1 by choosing α ≤ l
log2(2A)

.

Finally, noting that

min
{

1
log2 (2A)

,
log2h

log2 (2A)

}
=


log2h

log2(2A)
if h ∈]1, 2]

1
log2(2A)

if h ∈ [2,+∞[
,

we conclude that the inequality (1.23) is verified for any h > 1 as long as α(h)
is chosen as follow

α(h) =


log2h

log2(2A)
h ∈]1, 2]

1
log2(2A)

h ∈ [2,+∞[

, (1.24)

concluding so the proof of the lemma. □

Theorem 1.3.1. Let (X, ρ) be a quasi-metric space with constant A. Then there exist
a non-increasing continuous function α = α(k),

]1,+∞[∋ k → α(k) ∈ ]0, 1[

such that
1
k

ρα(x, y) ⩽ dρα(x, y) ⩽ ρα(x, y) ∀x, y ∈ X. (1.25)

Proof. Let k > 1: then lemma 1.3.1 yields the existence of a non-increasing
continuous function α :]1,+∞[→]0, 1[, α = α(k), such that (1.22) holds; so the
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right-hand side in (1.25) is apparent by the very definition of dρα and, finally,
the thesis immediately follows from proposition 1.2.4. □

Remark 1.3.2. It is known that the position ρ′ = dρα
1
α where dρα is the metric

in (1.25) defines a continuous quasi-metric on X.

Proposition 1.3.2. Let (X, ρ) be a quasi-metric space with constant A. Then the
quasi-metric ρ′ in the remark 1.3.2 satisfies the inequality

∣∣ρ′(x, y)− ρ′(y, z)
∣∣ ⩽ 1

α
max

{
ρ′(x, z), ρ′(y, z)

}1−α
ρ′(x, y)α (1.26)

for all x, y, z ∈ X. Furthermore for all c ∈ X, r > 0 the balls Bρ′(c, r) are open sets
in the topology equivalently induced by ρ′, ρ or d.

Proof. By lemma 1.1.6 and according to what already proved ρ′ is a quasi-
metric on X that ρ induces so the topology τρ. Then, fixed x, y, z ∈ X, for all
r ≥ max

{
ρ′(x, z), ρ′(z, y)

}
by classical Lagrange’s theorem we have

|ρ′(x, z)− ρ′(z, y)| = |d(x, z)
1
α − d(z, y)

1
α |

≤ 1
α

r1−α |d(x, z)− d(z, y)|

≤ 1
α

r1−α d(x, y)

=
1
α

r1−α ρ′(x, y)α,

i.e. the (1.26). Finally by this inequality it is easy to check that for all c ∈ X,
r > 0 the balls B(c, r) are open in the topology τρ. Indeed if Bρ′(x, r) is a ball,
we have to show that for every y ∈ Bρ′(x, r) there exists r′ > 0 such that
Bρ′(y, r′) ⊆ Bρ′(x, r), that is,

ρ′(y, z) < r′ ⇒ ρ′(x, z) < r,

for any z ∈ X. Supposing that ρ′ satisfies an relaxed triangle inequality for
some constant A′ ≥ 1, choose first 0 < r′ < r. Then we have

ρ′(x, z) ≤ A′(ρ′(x, y) + ρ′(y, z)) < 2A′r,
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and by (1.26),

ρ′(x, z) ⩽ ρ′(x, y) +
∣∣ρ′(x, z)− ρ′(x, y)

∣∣
< ρ′(x, y) +

1
α

max
{

ρ′(x, z), ρ′(x, y)
}1−α

ρ′(y, z)α

< ρ′(x, y) +
1
α
(2A′r)1−α(r′)α.

Choosing 0 < r′ < r such that 1
α (2A′r)1−α(r′)α < r − ρ′(x, y) then ρ′(x, z) < r

holds, concluding the proof. □
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Chapter 2

A brief glimpse into doubling
spaces and applications

2.1 Homogeneity and geometric doubling proper-

ties

A first organic exposition of quasi-metric spaces, and in particular of so called
spaces of homogeneous type appears in [7]; we stress that a particular class of such
spaces are the ones endowed with a doubling measure. In this monograph
the authors present these spaces as a natural setting for standard real analysis,
i.e. covering theorems, Lebesgue’s theorems, Whitney’s decompositions theo-
rems, strong and weak estimates for maximal operators, Calderòn-Zygmund’s
singular integral operators, fractional integrals, weights, representation formu-
las, and so on; since then several studies have appeared, up to nowadays: first
order differential calculus in metric spaces, Sobolev–Poincarè inequalities and
Sobolev spaces and, finally, geometric measure theory. We recall that spaces
of homogeneous type include in particular Carnot-Carathéodory spaces and
Carnot groups. Last but not least, in the last decades, several applications
of metric and ultrametric spaces, and doubling condition, have been done
to computer science, i.e. graph theory and networks, embedding theorems,
machine learning, big data and so on.

Let us now recall some definitions.

Definition 2.1.1 (Space of homogeneous type). A quasi-metric space (X, ρ) is
called a space of homogeneous type if there exists N ∈ N, N ≥ 1 such that one of the
two following condition is satisfied:
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1HT for all x ∈ X, r > 0, {xi}i∈I ⊆ B(x, r) such that ρ(xi, xj) ≥ r
2 for all i, j ∈ I,

i ̸= j, it follows that |I| ≤ N;

2HT for all x ∈ X, r > 0, n ∈ N, n ≥ 1, {xi}i∈I ⊆ B(x, r) such that ρ(xi, xj) ≥
r

2n for all i, j ∈ I, i ̸= j it follows that |I| ≤ Nn;

The equivalence of the two above condition is proved in [7], jointly with other
properties, and authors refer to these conditions as homogeneity properties.

Theorem 2.1.1. Let (X, ρ) be a quasi-metric space. Then conditions 1HT and 2HT

in definition 2.1.1 are equivalent.

Proof. Assuming that 1HT is true, we proceed by induction on n. For n = 1
obviously 2HT holds. For n > 1 we suppose 2HT valid for n and fixed x ∈ X,
r > 0 we consider a set of points {xi}i∈I ⊆ B(x, r) such that ρ(xi, xj) ≥ r

2n+1

for all i, j ∈ I with i ̸= j. If xi0 , xi1 , xi2 , ... is a maximal set of points such that
ρ(xij , xik) ≥

r
2 when j ̸= k, it can not contain more than N points. Then any

other point in the set belongs to one of the balls B(xij ,
r
2) and by induction it

follows that each ball does not contain more than Nn points. For the converse,
condition 1HT is obtained by 2HT for n = 1. □

These spaces are intimately connected to the geometrically doubling spaces,
as in the following definition [34, 35].

Definition 2.1.2 (Geometrically doubling space). A quasi-metric space (X, ρ) is
called a geometrically doubling space if there exists a constant D ∈ N such that one
of the two following equivalent condition is satisfied:

1D ∀ x ∈ X, ∀ r > 0, ∃ x1, . . . , xk ∈ X with k ≤ D, such that

B(x, r) ⊆
⋃

1≤i≤k

B
(

xi,
r
2

)
;

2D ∀ x ∈ X, ∀ r > 0, ∀n ∈ N, n ≥ 1, ∃ x1, . . . , xk ∈ X with k ≤ Dn, such that

B(x, r) ⊆
⋃

1≤i≤k

B
(

xi,
r

2n

)
.

Remark 2.1.1. Clearly previous definitions can be formulated in a weaker
sense with, respectively, “≥” instead of “>” in Definition 2.1.1 , and with
closed balls instead of open balls in Definition 2.1.2 : all these definitions are
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qualitatively equivalent, all proofs rest on typical covering arguments and yield
quantitative equivalence between various absolute constant.

Remark 2.1.2. It is no hard to verify that every space of homogeneous type is
separable [34].

Now we propose one of the possible proposition that provides quantitative
estimates of some equivalences.

Proposition 2.1.1. Let (X, ρ) be a quasi-metric space with constant A ∈ [1,+∞[.
Then the following facts are equivalent:

i) ∃ M ∈ N, M ≥ 1 such that ∀ x ∈ X, ∀ r > 0, ∃ z1, . . . , zk ∈ X with k ≤ M,
such that

B(x, r) ⊆
⋃

1≤i≤k

B
(

zi,
r
2

)
;

ii) ∃ M ∈ N, M ≥ 1 such that ∀ x ∈ X, ∀ r > 0, ∀n ∈ N, n ≥ 1, ∃ z1, . . . , zk

∈ X with k ≤ Mn, such that

B(x, r) ⊆
⋃

1≤i≤k

B
(

zi,
r

2n

)
;

iii) ∃ K ∈ N, K ≥ 1 such that ∀ x ∈ X, ∀ r > 0, ∀ m ∈ N, m ≥ 1, ∀{
yj
}

j∈Jm
⊆ B(x, r) such that ⨿

j∈Jm

B(yj, r
2m ) ⊆ B(x, r), then

|Jm| ≤ Km;

iv) ∃ H ∈ N, H ≥ 1 such that ∀ x ∈ X, ∀ r > 0, ∀n ∈ N, n ≥ 1, ∀
{xl}l∈Ln

⊆ B(x, r) : ρ(xl1 , xl2) >
r

2n for l1 ̸= l2, then

|L| ≤ H2log2 AHn+1;

v) ∃ H ∈ N, H ≥ 1 such that ∀ x ∈ X, ∀ r > 0, ∀ {xl}l∈Ln
⊆ B(x, r) :

ρ(xl1 , xl2) >
r
2 for l1 ̸= l2, then

|L| ≤ H2log2 AH.

Proof. i) =⇒ ii) Obvious by induction;
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ii) =⇒ iii) Let x ∈ X, r > 0, m ∈ N with m ≥ 1 be fixed and let
{

yj
}

j∈Jm
⊆

B(x, r) with ⨿
j∈Jm

B(yj, r
2m ) ⊆ B(x, r); obviously for all j ∈ Jm, m ∈ N with

m ≥ 1, i = 1, ..., k there exists i such that yj ∈ B(zj, r
2n ), for every choice

of n ∈ N; thus for n = m if j1, j2 ∈ Jm exist such that yj1 , yj2 ∈ B(zi, r
2m )

it follows that ρ(yj1 , zi) ≤ r
2m and ρ(yj2 , zi) ≤ r

2m , i.e. zi ∈ B(yj1 , r
2m ) ∩

B(yj2 , r
2m ), false: so |Jm| ≤ Nm, i.e. the thesis, by assuming K = M;

iii) =⇒ iv) Let x ∈ X, r > 0, n ∈ N with n ≥ 1, {xl}l∈Lm
⊆ B(x, r) with

ρ(xl1 , xl2) > r
2n for l1 ̸= l2; we choice m ∈ N such that m = n + 1 +

2 log2A, i.e. 2m−n−1 ≥ A2; then it follows that ⨿
l∈Lm

B(xl, Ar
2m ) ⊆ B(x, Ar),

in fact: for all l ∈ Ln, y ∈ B(xl, Ar
2m ) it is

ρ(y, x) ≤ A (ρ(y, xl) + ρ(xl, x))

≤ 2A max {ρ(y, xl), ρ(xl, x)}

≤ 2A max
{

Ar
2m , r

}
< 2Ar;

if then, for some l1, l2 ∈ Ln there exists c ∈ X such that c ∈ B(xl1 , Ar
2m ) ∩

B(xl2 , Ar
2m ), it follows that

r
2n < ρ(xl1 , xl2)

≤ A
(
ρ(xl1 , c) + ρ(c, xl2)

)
≤ 2A max

{
ρ(xl1 , c), ρ(c, xl2)

}
≤ A2r

2m−1 ,

false. Thus we have |Ln| ⩽ |Jm| ⩽ Km = Klog2 A2
Mn+1, i.e. the thesis

assuming H = K;

iv) =⇒ v) Obvious;

v) =⇒ i) Let x ∈ X, r > 0 be fixed and {xl}l∈L ⊆ B(x, r) with ρ(xl1 , xl2) >
r
2

for l1 ̸= l2; then it follows that or B(x, r) ⊆ ⋃
l∈L

B(xl, r
2) or there exists z

such that z ∈ B(x, r)\ ⋃
l∈L

B(xl, r
2): in this case it follows that ρ(z, zl) >

r
2

for all l ∈ L, and iterating after at most Hlog2 A2
H iterations the ball

B(x, r) is covered by at most Hlog2 A2
H closed balls of radius r

2 , i.e. the
thesis assuming M = Hlog2 A2

H. □
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The adopted terminology may generate some slight ambiguity; in several
papers homogeneous spaces are called doubling spaces, meaning that the quasi-
metric space is endowed with a a so called doubling measure according to the
next definition. Note that if X is a topological space with B (X) we indicate
the family of Borel sets of X, i.e. the elements belonging to the σ -algebra
generated by the open sets of X.

Definition 2.1.3 (Doubling measure). A doubling measure µ on a quasi-metric
space (X, ρ) is a Borel measure µ : B (X) → [0,+∞] such that for all balls B(c, r)
it is µ (B(c, r)) ∈]0,+∞[ and there exists a constant Cµ ≥ 1 such that

µ (B(c, 2r)) ⩽ Cµµ (B(c, r)) (2.1)

for all x ∈ X and r > 0. A doubling measure space (X, ρ, µ) is a quasi-metric space
(X, ρ) equipped with a doubling measure µ and Cµ is the doubling constant of the
space.

Example 2.1.1. Lebesgue measure is a doubling measure. Indeed for the Lebesgue
measure m on R2 it is immediately that m (B(c, 2r)) = 4m (B(c, r)) holds for all
c ∈ N and r > 0. Generally for all n ∈ N, n ≥ 1 the Lebesgue measure m on Rn

satisfies (2.1) with constant Cµ = 2n.

About the doubling constant Cµ appearing in (2.1), a nice result exists for its
optimal value, that is Cµ = sup

c∈X,r>0

µ(B(c,2r))
µ(B(c,r)) , in a sense that we now clarify,

introducing for convenience the following definition.

Definition 2.1.4 (Least doubling constant). The least doubling constant C(X,ρ) of
a quasi-metric space (X, ρ) is the constant

C(X,ρ) = inf
{

Cµ : µ is a doubling measure on (X, ρ)
}

,

with the convention that if no doubling measure exists on (X, ρ) it is C(X,ρ) = +∞.

Almost all references in the literature place the constant C(X,ρ) in the interval
[1, ∞) and one can easily check, unless the metric space reduces to a singleton,
that C(X,ρ) > 1. Anyway an elementary argument shows that the lower bound

C(X,ρ) ≥ φ always holds, with φ =
√

5+1
2 the golden ratio.
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Proposition 2.1.2. Let (X, ρ) be a quasi-metric space with at least two points. Then
C(X,ρ) ≥ φ =

√
5+1
2 .

Proof. Let x, y ∈ X be with x ̸= y and r = ρ(x, y) > 0. For some λ > 0
suppose first

µ

(
B(x,

2r
3
)

)
⩽ λµ

(
B(y,

r
3
)
)

. (2.2)

It is easy to check that B(x, 2r
3 )∩ B(y, r

3) = ∅ and B(x, 2r
3 )∪ B(y, r

3) ⊆ B(x, 4r
3 ),

so
Cµµ

(
B(x,

2r
3
)

)
⩾ µ

(
B(x,

4r
3
)

)
⩾ (1 +

1
λ
)µ

(
B(x,

2r
3
)

)
holds and we have Cµ ⩾ (1 + 1

λ ). Similarly, if

µ

(
B(y,

2r
3
)

)
⩽ λµ

(
B(x,

r
3
)
)

(2.3)

then one also gets Cµ ⩾ (1 + 1
λ ). Finally assuming that neither (2.2) nor (2.3)

hold, then we have

Cµµ
(

B(x,
r
3
)
)
+ µ

(
B(y,

r
3
)
)
⩾ µ

(
B(x,

2r
3
)

)
+ µ

(
B(y,

2r
3
)

)
> λ(µ

(
B(y,

r
3
)
)
+ µ

(
B(x,

r
3
)
)
),

which gives Cµ > λ. Since this works for any λ > 0, in any case we get

Cµ ⩾ sup
λ>0

min
{

λ, 1 +
1
λ

}
,

and optimizing in λ > 0 the thesis follows. □

Remark 2.1.3. The estimate in proposition 2.1.2 can be improved [36]. Indeed
it should be noted that, despite the apparently irrelevant choice of radii of
the balls considered in the proof, any other combination actually yields the
weaker estimate C(X,ρ) ≥ 2.

An interesting characterization of these measures that offers the idea for
further considerations is that expressed by the following theorem. [37, 38].

Theorem 2.1.2. Let (X, ρ) be a quasi-metric space with constant A ≥ 1 and µ a
Borel measure µ : B (X) → [0,+∞] such that for all balls B(c, r) it is µ (B(c, r)) ∈
]0,+∞[. Then µ is a doubling measure if and only if there exist two constant s, C′ > 0
such that
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µ (B(x, r))
µ (B(y, R))

≥ C′
( r

R

)s
(2.4)

for all x, y ∈ X and R ≥ r > 0 with x ∈ B(y, R)).

Proof. Assuming that µ is a doubling measure, for i = 1, 2 . . . , we define
Ri = 2ir and

j = min {i : B(y, R) ⊆ B(x, Ri)} .

Iterating j times (2.1) we have µ (B(y, R)) ⩽ µ (B(x, Ri)) ⩽ Cj
µµ (B(x, r)) and

then
µ (Br (x))
µ (BR (y))

⩾ C−j
µ .

We first note that by B(y, R) ̸⊂ B(x, Rj−1) and x ∈ B(y, R) it follows that
Rj−1 ≤ 2AR. Indeed assuming Rj−1 > 2AR if z ∈ B(y, R) and x ∈ B(y, R)
it follows that ρ(z, y) < R and ρ(x, y) < R, so by relaxed triangular in-
equality we have ρ(z, x) ≤ A(ρ(z, y) + ρ(y, x)) < 2AR < Rj−1 and finally
z ∈ B(x, Rj−1), a contradiction. By 2j−1r ≤ Rj−1 ≤ 2AR the maximum value
of j can be obtained as

j ≤ log2

(
4AR

r

)
. (2.5)

Now choosing C′ = C−2−log2 A
µ we can determinate s > 0 such that C−j

µ ≥
C′( r

R
)s, since (2.4) is satisfied. Indeed we have j−2 − log2A ⩽ slogCµ

(R
r
)

and

by (2.5) j − 2 ⩽ log2
(R

r
)

holds. To prove the thesis it is enough to choose s
such that slogCµ

(R
r
)
⩾ log2

(R
r
)

, for instance s = log2Cµ. For the converse,
assuming x = y e R = 2r immediately we have

µ (B(x, 2r)) ⩽
1
C′

(
1
2

)s
µ (B(x, r)) .

concluding the proof. □

Theorem 2.1.2 naturally suggests the introduction of a parameter associated
with a given doubling measure µ, i.e. the exponent s. However it is always
possible to take a larger constant Cµ, so as the proof of theorem shows this
parameter is not uniquely definible even if it can not be arbitrarily small. By
this considerations the definition of homogeneous dimension can be given.
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Definition 2.1.5 (Homogeneous dimension). The homogeneous dimension of a
doubling measure space (X, ρ, µ) is the constant s = log2 Cµ.

Considerations about s suggest also the idea of defining the doubling con-
stant Cµ as the lower bound of the constants in (2.1) so that the homogeneous
dimension can be uniquely fixed. Anyway sometimes according to context ad-
ditional conditions can be required for this parameter. Typically the condition
s > 1 is necessary in the discussion of the theorems of Sobolev’s immersion
where s plays the same role of the dimension of Rn, while in the case of
Lebesgue measure on Rn it is proved precisely that Cµ = 2n and s = n. Then
for a measure the property of being doubling is closely related to geometry of
the space and not all spaces can be equipped with a doubling measure. The
following proposition using theorem 2.1.2 offers a necessary condition on the
space so that it can support a doubling measure by which follows quite easily
that a doubling metric space (X, ρ, µ) is also a space of homogeneous type
[7]. The reverse is not true in general [37] and however it is also true that a
complete doubling metric space carries a doubling measure [39, 40].

Theorem 2.1.3. Let (X, ρ, µ) be a doubling measure space with doubling constant
Cµ and let A be the constant of quasi-metric ρ. Then there exists a constant C > 0,
dependent only on Cµ and A, such that the minimum number of balls with radius r

2

necessary to cover the ball B(x, r) is not greater than C for all x ∈ X and r > 0 .

Proof. Let {xi}i∈I ⊆ B(x, r) be a maximal set of points such that ρ
(
xi, xj

)
> r

2

for all i, j ∈ I with i ̸= j. We have that B(x, r) ⊂ ⋃
i∈I

B(xi, r
2), indeed if

z ∈ B(x, r) and z /∈ B(xi, r
2) for all i ∈ I then ρ(z, xi) >

r
2 with z ̸= xi for all

i ∈ I, a contradiction because {xi}i∈I is a maximal set. Now it is easy to check
that the balls B(xi, r

4A ) are disjoint, in fact fixed i, j ∈ I with i ̸= j, if there exists
z ∈ B(xi, r

4A ) ∩ B(xj, r
4A ), then we have ρ(z, xi) <

r
4A and ρ(z, xj) <

r
4A so by

relaxed triangular inequality it follow that ρ(xi, xj) ⩽ A(ρ(xi, z) + ρ(z, xj)) <

A( r
4A + r

4A ) = r
2 , a contradiction. Furthermore the balls B(xi, r

4A ) are such
that

⋃
i∈I

B(xi, r
4A ) ⊆ B(x, 2Ar), in fact by xi ∈ B(x, r) we have ρ(xi, x) < r and

if z ∈ B(xi, r
4A ) for some i ∈ I, it follows that ρ(z, xi) < r

4A so by relaxed
triangular inequality ρ(z, x) ⩽ A(ρ(z, xi) + ρ(xi, x)) < A( r

4A + r) ⩽ 2Ar
holds, i.e. z ∈ B(x, r). Then by (2.1) it follows that
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∑
i∈I

µ
(

B(xi,
r

4A
)
)
⩽ µ (B(x, 2Ar))

⩽ Cµµ (B(x, Ar)) ,

and (2.4) implies that

Cµ ⩾ ∑
i∈I

µ
(

B(xi, r
4A )
)

µ (B(x, Ar))

⩾ ∑
i∈I

C′
(

R
4A
AR

)s

= ∑
i∈I

C′ 1
(4A2)s .

Finally assuming C′ = C−2−log2 A
µ and s = log2Cµ as in the proof of theorem

2.1.2 it follows

|I| ⩽ C5+log2 A
µ A2log2Cµ ,

giving the thesis for C = C5+log2 A
µ A2log2Cµ . □

Anyway it is true that every doubling measure space is also a space of homo-
geneous type.

Theorem 2.1.4. Let (X, ρ, µ) be a doubling measure space with doubling constant Cµ

and let A be the constant of quasi-metric ρ. Then (X, ρ, ) is a space of homogeneous
type.

Proof. Fixed x ∈ X and r > 0, let xi ∈ B(x, r), i = 1, 2, . . . , N, be N points
such that ρ(xi, xj) ≥ r

2 with i ̸= j. Then the balls B(xi, r
4A ) are disjoint and

it is easy to check that B(xi, r
4A ) ⊆ B(x, R) for any i = 1, 2, . . . , N if R =

(A + 1
4)r, so we have

N
∑

i=1
µ
(

B(xi, r
4A )
)
⩽ µ (B(x, R)). On the other hand it

is also B(x, R) ⊆ B(xi, R̄) if R̄ = A(A + 5
4)r, so that we have µ (B(x, R)) ⩽

µ (B(xi, R̄)). For any fixed x ∈ X and a, b such that 0 < b < a, by (2.1) it
follows that µ (B(x, a)) ⩽ Alog2

a
b+1µ (B(x, b)), so with a = R̄ and b = r

4A

we obtain µ (B(x, R)) ⩽ µ (B(xi, R̄)) ⩽ Alog2(4A3+5A2)+1µ
(

B(xi, r
4A )
)

for any
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i = 1, 2, . . . , N, that together with previous inequality
N
∑

i=1
µ
(

B(xi, r
4A )
)
⩽

µ (B(x, R) gives N ≤ Alog2(4A3+5A2)+1, concluding the proof. □

Thanks to the previous considerations, since a doubling measure space is
also a space of homogeneous type, clearly different examples can be founded
among the latter.

Example 2.1.2. Fixed n ∈ N with n ≥ 1 consider the application ρ : Rn ×
Rn → [0,+∞[ given by ρ(x, y) =

n
∑

i=1
|xi − yi|αi for all x = (x1, . . . , xn), y =

(y1, . . . , yn) ∈ Rn, with αi > 0 for all i. It is no hard to check that ρ is a quasi-metric
on Rn though not in general a metric. Then (Rn, ρ, m), with m the Lebesgue measure
on Rn, is a space of homogeneous type because m is a doubling measure.

Example 2.1.3. Let M be a C∞ compact Riemannian manifold and ρ the Riemannian
metric on M. Then (M, ρ, µ) is a space of homogeneous type if µ is the volume
measure on the Borel sets of M.

Example 2.1.4. Let G be a discrete group with a finite generating set {gi}, i.e. every
g ∈ G may be represented in at least one way as a finite product

g = g±1
i1

g±1
i2

. . . g±1
ik

. (2.6)

Denoting by e the identity element of G we consider the application |·| : G → [0,+∞[

defined as follows: |g| = 0 if g = e, otherwise |g| is the minimal value of k in all
representations (2.6) of g as finite products of the generators and their inverses if
g ̸= e. Then define the application ρ : G×G → [0,+∞[ such that ρ(g, h) =

∣∣g−1h
∣∣,

a left-invariant metric on G. If µ is the counting measure on G, then (G, ρ, µ) may
or may not be a space of homogeneous type, depending on the algebraic structure of G
which regulates the rate of growth of the cardinalities of the balls B(e, k) as k → +∞.
If G is an abelian group, or more generally is a nilpotent group or has a nilpotent
subgroup of finite index, then it can be proved that C > 0 there exists such that
µ (B(e, k)) ⩽ CkC as k → +∞ and moreover the doubling property (2.1) for µ holds,
hence (G, ρ, µ) is indeed a space of homogeneous type. In all other cases a theorem
of Gromov shows that µ (B(e, k)) grows faster than any power of k, so the doubling
property for µ fails.
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Example 2.1.5. Let Ω ⊆ N be an open set with n ∈ N, n ≥ 1, and let X1, . . . , Xk be
C∞ vector fields in Ω. Suppose that {Xi} satisfy the so called condition of Hörmander,
which is that they, together with all their commutators of all orders, span the tangent
space to N at each x ∈ Ω. Then say that a Lipschitz curve γ : [0, r] → Ω is
admissible if for almost every t it follows that

dγ

dt
=

k

∑
i=1

ci(t)Xi (γ(t))

where
k
∑

i=1
|ci(t)|2 ≤ 1. Defining the application ρ : Ω × Ω → [0,+∞[ such that

ρ(x, y) is the infimum of the set of all r for which there exists an admissible curve
with γ(0) = x and γ(r) = y it is possible to prove that such an admissible curve
exists for any x, y ∈ Ω provided Ω is connected. Then ρ is clearly a metric on Ω and
if one stays away from the boundary of Ω, then (Ω, ρ, m) with m Lebesgue measure
on Ω is a space of homogeneous type.

We conclude this section recalling that the existence of a doubling measure
µ imposes some restrictions, both on the measure µ and on the space. For
instance if (X, d) is a metric space and the measure µ satisfies the doubling
condition, then µ({x}) = 0 for every non-isolated point x ∈ X. Also the space
(X, d) must be separable and every bounded subset of X is totally bounded.
If X is further complete, then every closed bounded subset of X is compact.
Finally not any space of homogeneous type carries a doubling measure: for
instance there is a bounded Jordan domain of Rn for each n > 2 which does
not carry a doubling measure with respect to the Euclidean metric [41].

2.2 Partition of unity

Partition of unity is usually associated in the literature to covering lemmas
which, in their turn, relies either to a on a dyadic type decomposition, or on
a Vitali type covering argument or also on the existence of maximal families
through Zorn’s lemma [42, 43, 44, 45, 14, 46]. Here we exhibit a quite simple
proof in the general setting of a space of homogeneous type according to
Definition 2.1.1, in the general case of a quasi-metric ρ with the additional
hypothesis that Dρ ̸= ∅, i.e. ρ do admits an equivalent metric d ∈ Dρ (in
particular ρ do verify the relaxed polygonal inequality with constant H); note
that this fact occurs when the quasi-metric ρ is on its own a quasi-ultrametric
with constant K ≤ 2.
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For completeness we recall that in the general contest of topological spaces
a paracompact space, i.e. a space in which every open cover has an open
refinement that is locally finite in the sense that each point in the space has a
neighbourhood that intersects only finitely many of the sets in the cover, then
it is also normal space, i.e. a space in witch every two disjoint closed sets have
disjoint open neighborhoods. Then classical Urysohn’s lemma the existence
of continuous functions that separate disjoint closed convex sets follows for
this spaces. But paracompact spaces can be also characterized by a stronger
property, i.e. the existence of partitions of unity.

If (X, τ) is a topological space, the support supp( f ) of a function f : X → R

is the set defined by

supp( f ) = cl ({x ∈ X : f (x) ̸= 0}) ,

where with "cl" we indicate the closure of a set, and the general definition of
partition of unity can be given as follows.

Definition 2.2.1 (Partition of unity). A partition of unity of a topological space
(X, τ) is a family F = {φi : i ∈ I} of continuous functions φi : X → [0, 1] such
that

i) for every x ∈ X there exists a neighborhood U of x where φi = 0 for all but
finitely many i ∈ I;

ii) ∑
i∈I

φi(x) = 1 for all x ∈ X.

If A is an open cover of X then a partition of unity {φi : i ∈ I} is subordinated
to A if the cover {supp(φi) : i ∈ I)} of X refines A and it is called locally
finite if the family {supp(φi) : i ∈ I)} is locally finite.

Partitions of unity will serve to “glue” local constructions to a global one. For
example, assume that F = {φi : i ∈ I} is a partition of unity and for each i
the function fi is defined on some set containing {x ∈ X : φi(x) > 0} and has
a certain property P . Then the function ∑

i∈I
φi fi is well defined on X and is a

locally finite convex combination of the fi’s, and for certain properties P , e.g.,
continuity, non negativity, boundedness by a uniform constant, this suffices
to ensure that also ∑

i∈I
φi fi has P .
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Remark 2.2.1. Let (X, τ) be a topological space and {Ai : i ∈ I)} a locally
finite open cover of X. Then there exists a partition of unity {φi : i ∈ I} such
that supp(φi) ⊆ Ai for all i ∈ I.

Now to show the next result first we need some notations. For a fixed
subset F ⊆ X, for any x ∈ X and for any β > 0 we set rx = ρ(x, F) =

inf {ρ(x, y) : y ∈ F}, B(x, r) = {y ∈ X : ρ(y, x) < r}, βB = B(x, βr) and
Bx = B(x, rx).

Lemma 2.2.1. Let (X, ρ) be a quasi-metric space. Then, for any closed set F ⊆ X,
for any l ∈ [1,+∞[, for any α ∈

]
0, 1

l A2

[
and for any δ ∈]0, α], there exists a family

{xi}i∈I of points in X \ F such that:

1) X \ F =
⋃
i∈I

δBxi =
⋃
i∈I

αBxi =
⋃
i∈I

lαBxi ;

Moreover let (X, ρ) be a space of homogeneous type, then for k = A+ l α A3

1− l α A2 , for any
x ∈ X \ F, l ∈

[
1,+∞

[
and α ∈]0, 1

lA2 [ , if I lα
x =

{
i ∈ I : lαBxi ∩ lαBx ̸= ∅

}
then we have the following facts:

2) for any i ∈ I lα
x it is 1

k rx ≤ rxi ≤ k rx , in particular for any i, j ∈ I lα
x with

i ̸= j it is 1
k2 rxi ≤ rxj ≤ k2rxi ;

3) there exists a positive integer n = n(A, l) such that card
(

I lα
x
)
≤ N n , where

N is the absolute constant in Definition 2.1.1;

4) the covering {lαBxi}i∈I is numerable and locally uniformly finite;

5) let d ∈ Dρ; by assuming l > H there exists a lipschitz continuous partition of
unity {φi}i∈I subordinated to the family {l αBxi}i∈I , and then numerable and
locally uniformly finite, i.e. such that

– 0 ≤ φi(x) ≤ 1, for any x ∈ X \ F and for any i ∈ I;

– φi is continuous and supp(φi) ⊆ l α Bxi , for any i ∈ I;

– ∑i∈I φi(x) = 1 for any x ∈ X \ F.

Proof. Let δ > 0 to be chosen better later. Thanks to Zorn’s lemma, fixed a
maximal family {xi}i∈I of point in X \ F such that, for any i, j ∈ I, i ̸= j, we
have ρ(xi, xj) ≥ δ min{rxi , rxj} , we can achieve the thesis.

1) If for some x ∈ X \ F and for all i ∈ I it were x /∈ δBxi , then ρ(x, xi) ≥
δ min{rx, rxi} for all i ∈ I, and the family {xi}i∈I would not be maximal, so
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X \ F ⊆ ⋃
i∈I

δBxi holds; moreover, if x ∈ ⋃
i∈I

lαBxi , ∃i ∈ I such that x ∈ lαBxi , i.e.

ρ (x, xi) < lαrxi = lαρ (xi, F) and ρ (x, xi) < lαA (ρ (xi, x) + ρ (x, F)); so, for
any l ∈ [1,+∞[, by choosing α ∈]0, 1/lA[ we have ρ (x, F) > 0, i.e. x ∈ X \ F.

2) Fixed l ∈
[
1,+∞

[
and x ∈ X \ F, for any i ∈ I lα

x , with z fixed in lαBxi ∩ lαBx

and for any z̄ in lαBx we have

rxi ≤ A (ρ(xi, x) + ρ(x, F))

< A2(ρ(xi, z) + ρ(z, x)) + Arx

< lαA2rxi + A2ρ(z, x) + Arx

< lαA2rxi + A3(ρ(z, z̄) + ρ(z̄, x)) + Arx

< lαA2rxi + A3ρ(z, z̄) + lαA3rx + Arx,

and then (1 − lαA2)rxi − (A + lαA3)rx < A3ρ(z, z̄) follows, so that, choosing
here and in what follows α < 1

l A2

(
≤ 1

Al
)
, taking infimum on z̄ ∈ lαBx the

right-hand side of the thesis follows by setting k = A+ l α A3

1− lα A2 . The left-hand
side then follows immediately by interchanging in the above calculations rxi

and rx. Finally, the others inequalities immediately can be verified. Note that
k > A for any α ∈

]
0, 1

l A2

[
and any l ∈ [1,+∞[.

3) According again to Definition 2.1.1 , fixed l ∈
[
1,+∞

[
, if we choose a

positive integer n large enough such that 2n > lαk
δ , then, for x ∈ X \ F and

i, j ∈ I lα
x , i ̸= j, thanks to 2) we have

ρ
(
xi, xj

)
≥ δ min

{
rxi , rxj

}
≥ δ

k
rx

>
lαrx

2n ,

and since the ball lαBx contains at most N n different points whose distance is
bigger then l α rx

2n , it follows that card
(

I lα
x
)
≤ N n, i.e. the thesis.

4) Fixed l ∈
[
1,+∞

[
and choosing, for any x ∈ X \ F, the ball lαBx as neigh-

borhood of x, taking into account the estimate just obtained, jointly with the
separability of X, we have card (I) ≤ ℵ0, and the proof is completed.
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5) Fixed l > H, let g : [0,+∞[→ [0, 1] the function

g(t) =


1 if t ∈ [0, 1]
Ht−l
H−l if t ∈ [1, l

H ]

0 if t ∈ [ l
H ,+∞[

;

then, for any x ∈ X and any i ∈ I, if we set σi(x) = g
( d(x,xi)

α rxi

)
it is

σi(x) =

1 if x ∈ α Bxi

0 if x /∈ l αBxi

.

In particular, fixed x ∈ X \ F we have that, thanks to 1), σi(x) = 1 for at least
one value of i ∈ I lα

x , and σi(x) = 0 for any i ∈ I \ I lα
x ; so if σ(x) = ∑i∈I σi(x),

it is 1 ≤ σ(x) = ∑i∈Ilα
x

σi(x) ≤ N n < +∞ and by setting φi(x) = σi(x)
σ(x) ,

we obtain the desired continuous locally uniformly finite partition of unity
concluding the proof. □

2.3 Lipschitz and hölder continuous functions

We consider some classes of functions specific to distance spaces recalling
main definitions and properties. Later we will focus on the special class of
lipschitz functions.

Definition 2.3.1 (Continuity). Let (X1, ρ1) and (X2, ρ2) be distance spaces. A
function f : X1 → X2 is called

i) continuous if for any x ∈ X1 and any ε > 0 there exists δ = δ(ε, x) > 0 such
that

ρ1(x, y) < δ =⇒ ρ2( f (x), f (y)) < ε for all y ∈ X1; (2.7)

ii) uniformly continuous if for any ε > 0 there exists δε > 0 such that

ρ2( f (x), f (y)) < ε for all x, y ∈ X1 with ρ1(x, y) < δε; (2.8)

iii) lipschitz continuous if there exists a constant L ≥ 0 such that
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ρ2( f (x), f (y)) ≤ Lρ1(x, y) for all x, y ∈ X1. (2.9)

By definition it is clear that a uniformly continuous function is continuous.
Also, it is easy to check that a L-lipschitz continuous function is uniformly
continuous, indeed, if f : X1 → X2 is L-lipschitz continuous for some constant
L > 0, then for an arbitrary ε > 0 taking δε =

ε
L+1 we have ρ2( f (x), f (y)) ≤

Lρ1(x, y) for all x, y ∈ X1 with ρ1(x, y) < δε. The constant L in (2.9) is called a
lipschitz constant for the function f , and usually one says that f is L-lipschitz
continuous to emphasize this specific constant that obviously it is not unique,
i.e. if L′ > L then also L′ is a lipschitz constant for the function. Therefore
it makes sense to consider the smallest of these constants, i.e. the so called
lipschitz norm L( f ) of a lipschitz continuous function f : X1 → X2 given by

L( f ) = inf {L ⩾ 0 : L is a lipschitz constant for f } .

of which some elementary properties are expressed by the following proposi-
tion.

Proposition 2.3.1. Let (X1, ρ1) and (X2, ρ2) be distance spaces and f : X1 → X2 a
lipschitz continuous function. Then we have

L( f ) = sup
{

ρ2( f (x), f (y))
ρ1(x, y)

: x, y ∈ X1, x ̸= y
}

. (2.10)

Furthermore the lipschitz norm L( f ) is the least lipschitz constant for f , in the sense
that

i) ρ2( f (x), f (y)) ≤ L( f )ρ1(x, y) for all x, y ∈ X1;

ii) if L is a lipschitz constant for f , then L( f ) ≤ L.

Proof. Let L( f ) be the set of all lipschitz constants of function f , so we have
that L( f ) = infL( f ), and let γ be the supremum in the right hand-side of
(2.10). If L ∈ L( f ) then ρ2( f (x), f (y))

ρ1(x,y) ⩽ L for all x, y ∈ X1, x ̸= y. We have that
γ ≤ L for all L ∈ L( f ) and then γ ≤ L( f ). By definition of γ it follows that
ρ2(x, y) ≤ γρ1(x, y) for all x, y ∈ X1 so γ ∈ L( f ) and L( f ) ≤ γ, finally giving
γ = L( f ), i.e. the (2.10) holds. Then to prove i) and ii), just note that γ ∈ L( f )
and γ = infL( f ). □
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Together with the lipschitz continuous functions it is also possible to consider
the hölder continuous functions which are a generalization of the previous
ones.

Definition 2.3.2 (Hölder continuity). Let α be a constant such that 0 < α ≤ 1
and let (X1, ρ1) and (X2, ρ2) be distance spaces. A function f : X1 → X2 is called
hölder continuous if there exists a constant L ≥ 0 such that

ρ2( f (x), f (y)) ⩽ L(ρ1(x, y))α (2.11)

for all x, y ∈ X1.

A function f satisfying (2.11) with the constant L is also called as an L-hölder
continuous function of order α. Noting that assuming α = 1 in condition (2.11)
then in becomes the condition (2.9), so we have that the lipschitz continuous
function are a special case of hölder. The class of hölder continuous function
of a given order α can be denoted by Lipα(X1, X2) for 0 < α ≤ 1 with the
convention that Lip1(X1, X2) = Lip(X1, X2) denotes the class of lipschitz
continuous function. In a natural way, for an f ∈ Lipα(X1, X2) an α-hölder
norm can be defined as

Lα( f ) = inf {L ⩾ 0 : f is L-hölder of order α}

= sup
x ̸=y

ρ2( f (x), f (y))
(ρ1(x, y))α ,

assuming that L1( f ) = L( f ) for consistency with definition of lipschitz norm.

For a fixed α with 0 < xα ≤ 1, considering the distance ρα
1 : X1 × X2 →

[0,+∞] we also have the equivalence

f is L-hölder of order α ⇐⇒ f is L-(ρα
1 , ρ2)-lipschitz,

that is to say

Lipα((X1, ρ1), (X2, ρ2)) = Lip((X1, ρα
1), (X2, ρ2)),

with the preservation of the α-hölder and lipschitz norms, therefore in sub-
stance their study coincides with that of lipschitz class. About the chance to
take α > 1 in the condition (2.11), the following fact should be emphasized if
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involved distance are metric. Before we give a definition relating to one of the
possible notions of convexity in a general metric space.

Definition 2.3.3 (Midpoint convexity). A metric space (X, d) is called midpoint
convex if for all x, y ∈ x with x ̸= y there exists z ∈ X such that

d(x, z) = d(z, y) =
1
2

d(x, y).

Theorem 2.3.1. Let (X1, d1) be a midpoint convex metric space and (X2, d2) an
arbitrary metric space. If, for some L > 0 and α > 1, the function f : X1 → X2

satisfies the condition
d2( f (x), f (y)) ≤ Ldα

1(x, y),

for all x, y ∈ X1, then f is a constant function.

Proof. First by induction we prove that for all n ∈ N the inequality

d2( f (x), f (y)) ⩽
L

2n(α−1)
dα

1(x, y) (2.12)

holds for all x, y ∈ X1 with x ̸= y. Indeed for n = 1, fixed x, y ∈ X1 with
x ̸= y, by midpoint convexity, there exists a point z ∈ X1 such that d1(x, z) =
d1(z, y) = 1

2 d1(x, y). Then using triangular inequality we have

d2( f (x), f (y)) ⩽ d2( f (x), f (z)) + d2( f (z), f (y))

⩽ L(dα
1(x, z) + dα

1(z, y))

=
2L
2α

dα
1(x, y)

=
L

2α−1 dα
1(x, y),

i.e. the (2.12) holds. Now let us suppose that (2.12) is true for k > 1 and
prove it for k + 1. Again, fixed x, y ∈ X1 with x ̸= y, by midpoint convexity,
there exists a point z ∈ X1 such that d1(x, z) = d1(z, y) = 1

2 d1(x, y). For the
conditions (2.12) applied to the pairs of points (x, z) and (z, y) it follows that

d2( f (x), f (z)) ⩽
L

2k(α−1)
dα

1(x, z)

=
L

2k(α−1)

1
2α

dα
2(x, z)
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and

d2( f (z), f (y)) ⩽
L

2k(α−1)
dα

1(z, y)

=
L

2k(α−1)

1
2α

dα
2(z, y),

so finally

d2( f (x), f (y)) ⩽ d2( f (x), f (z)) + d2( f (z), f (y))

⩽
L

2(k+1)(α−1)
dα

1(x, y).

Now by (2.12), for all x, y ∈ X1 with x ̸= y, observing that it is 2(α−1) we have

d2( f (x), f (y)) ⩽
L

2n(α−1)
dα

1(x, y) → 0

as n → 0, i.e. f (x) = f (y) for all x, y ∈ X1, that is to say f is a constant
function on X1 concluding the proof. □

Remark 2.3.1. Let I ⊆ R an interval and f : I → R an L-hölder continuous
function of order α with α > 1. Then by∣∣∣∣ f (x + h)− f (x)

h

∣∣∣∣ ⩽ L|h|α−1,

we have f ′(x) = 0 as h → 0, i.e. f is a constant function on I.

2.4 Lipschitz extension theorems

The problem of finding lipschitz continuous extensions of a given lipschitz
continuous function is well known and much discussed in the literature,
with applications and repercussions in very different areas as geometry [47],
computer science, image processing [48, 49], elasticity [50] and medicine
[51]. We first recall various classical extension results for lipschitz functions
obtained and then present an original result in the special case of spaces
of homogeneous type with a quasi-metric satisfying a relaxed polygonal
inequality using an improvement of the partition unity lemma.

Let us start with the proof of classical McShane’s extension theorem for real
lipschitz continuous function.
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Theorem 2.4.1 (McShane’s theorem). Let (X, d) be a metric space, S ⊆ X a
non-empty set and f : S → R a L - lipschitz continuous function. Then the functions
g, h : X → R given by

g(x) = sup
y∈S

{ f (y)− Ld(x, y)} and h(x) = inf
y′∈S

{
f (y′)− Ld(x, y′)

}
(2.13)

for all x ∈ X are L-lipschitz continuous extensions of f to X. Furthermore other
L-lipschitz continuous extension e : X → R of f to X satisfies the inequalities

g(x) ≤ e(x) ≤ h(x) (2.14)

for all x ∈ X.

Proof. For arbitrary x ∈ X and y, y′ ∈ S, by lipschitz condition for f and
triangular inequality we have

f (y)− f (y′) ⩽ Ld(y, y′)

⩽ Ld(x, y) + Ld(x, y′)

and then
f (y)− Ld(x, y) ⩽ f (y′) + Ld(x, y′). (2.15)

It follows that the functions g, h : X → R given by (2.13) are well-defined and

g(x) ≤ h(x) (2.16)

for all x ∈ X. Let us show that g, h are L-lipschitz continuous extensions of
f . First we prove that g and h extend f on x. Indeed if x ∈ S then assuming
y = y′ = x in (2.15) and by definition (2.13) of the functions g, h and the
inequality (2.16) we obtains

f (x) ≤ g(x)

≤ h(x)

≤ f (x),
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showing that g(x) = h(x) = f (x), i.e. g and h are extensions of f . Now prove
that g and h are L-lipschitz continuous functions. In fact if x, x′ ∈ X we have

h(x) ≤ f (y′) + Ld(x, y′)

≤ f (y) + Ld(x′, y′) + Ld(x, x′),

for all y′ ∈ S, implying

h(x) ≤ h(x′) + Ld(x, x′) ⇐⇒ h(x)− h(x′) ≤ Ld(x, x′),

and interchanging the roles of x and x′ we have h(x′)− h(x) ≤ Ld(x, x′) so

∣∣h(x′)− h(x)
∣∣ ≤ Ld(x, x′)

holds, i.e. h is a L-lipschitz continuous function. Then starting from the
inequalities

g(x) ≥ f (y)− Ld(x, y)

≥ f (y)− Ld(x′, y)− Ld(x, x′)

similarly it can be proved that the function g is L-lipschitz continuous too.
Finally we show that any other L-lipschitz continuous extension e of f satisfies
the inequalities (2.14). For x ∈ X and y ∈ S, we have e(x)− e(y) = e(x)−
f (y). Since e is L-lipschitz continuous, it follows that

−Ld(x, y) ≤ e(x)− f (y)

≤ Ld(x, y),

and equivalently,

f (y)− Ld(x, y) ≤ e(x) (2.17)

≤ f (y) + Ld(x, y)

Finally taking the supremum with respect to y ∈ S in the left hand side of
inequalities (2.17) and the infimum in the right hand-side, we obtains

f (x) ≤ g(x)

≤ h(x)

≤ f (x),



64 Chapter 2. A brief glimpse into doubling spaces and applications

concluding the proof. □

In the case of a complex lipschizt continuous function an extension with the
same lipschitz constant not always exists. Anyway the following result can be
easily proved.

Corollary 2.4.1. Let (X, d) be a metric space, S ⊆ X a non-empty set and f : S → C

a complex L-lipschitz continuous function. Then there exists a L̄-lipschitz continuous
extensions of f to X such that L̄ ⩽

√
2L.

Proof. Let f1, f2 : S → R be real and imaginary part of f respectively, i.e.
f (x) = f1(x) + i f2(x) for all x ∈ S. Then f1, f2 are both L-lipschitz continuous
function, and by theorem 2.4.1 have L-lipschitz continuous extensions to X,
e1, e2 : X → R. Setting e(x) = e1(x) + ie2(x) for all x ∈ X it follows that

|e(x)− e(y)| =
√
(e1(x)− e2(y))

2 + (e2(x)− e2(y))
2 ⩽

√
2Ld(x, y)

for all x, y ∈ X, i.e. the function e : X → C is a L̄-lipschitz continuous
extensions of f to X with L̄ ⩽

√
2L. □

Let us remember now that the property for an lipschitz continuous extension
to preserve the norm can be proved in the important case of lipschitz con-
tinuous functions defined in a subset of an real Hilbert space to another real
Hilbert space, according to the well known classical Kirszbraun’s theorem.
To give a proof of this theorem we need some preliminary definitions and
results.

First, considering two metric spaces (X1, d1) and (X2, d2) and a nonempty
subset S of X1, we say that a function f : S → X2 is called a contraction or a
nonexpansive map if it is L-lipschitz continuous with L ∈ [0, 1], that is

d2( f (x), f (y)) ≤ d1(x, y),

for all x, y ∈ S. Then we say also that a pair ((X1, d1), (X2, d2)) of metric
spaces has the contraction extension property if for any subset S of X then
any contraction mapping f : S → X2 has a contraction extension e : X1 → X2,
and that a pair ((X1, d1), (X2, d2)) has the lipschitz extension property if any
lipschitz continuous function f : S → X2 has an extension e : X1 → X2 with
the same lipschitz constant, i.e. there exists an extension e with L(e) = L( f ).
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Considering now two families of closed balls

B̄i(xi, ri) = {x ∈ X1 : d1(xi, x) ⩽ ri} , i ∈ I

and
B̄′

i(x′i, ri) =
{

x′ ∈ X2 : d2(x′i, x′) ⩽ ri
}

, i ∈ I

we say that a pair of metric spaces ((X1, d1), (X2, d2)) has the Kirszbraun
property if for any families {B̄i(xi, ri) : i ∈ I} and

{
B̄′

i(x′i, ri) : i ∈ I
}

of such
closed balls that satisfy the condition

d2(x′i, x′ j) ≤ d1(xi, xj),

for all i, j ∈ I, the implication

⋂
i∈I

B̄i(xi, ri) ̸= ∅ ⇒
⋂
i∈I

B̄′
i(x′i, ri) ̸= ∅.

holds. Now we can show some fundamental equivalent facts about these
notions according to the next theorem.

Theorem 2.4.2. Let ((X1, d1), (X2, d2)) be a pair of metric spaces. Then the follow-
ing facts are equivalent.

1) the pair ((X1, d1), (X2, d2)) has the contraction extension property;

2) the pair ((X1, d1), (X2, d2)) has the Kirszbraun property.

Moreover, if X1 and X2 are normed spaces, then each of the above properties is
equivalent to the following one.

3) the pair ((X1, d1), (X2, d2)) has the contraction extension property.

Proof.

1) ⇒ 2) Assuming xi ∈ X1, x′i ∈ X2, r > 0, i ∈ I such that

d2(x′i, x′ j) ⩽ d1(xi, xj) for all i, j ∈ I, with
⋂
i∈I

B̄i(xi, ri) ̸= ∅,

then the map f : {xi : i ∈ I} → {x′i : i ∈ I} given by

f (xi) = x′i, i ∈ I,
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satisfies the inequalities

d2( f (xi), f (xj)) ⩽ d1(xi, xj),

for all i, j ∈ I, so it is a contraction. Then, by hypothesis, there exists a
contraction extension e : X1 → X2 such that g(xi) = f (xi) = x′i for all i ∈ I.
Finally, if x ∈ ⋂

i∈I
B̄i(xi, ri), then

d2(g(x), x′i) = d2(g(x), e(xi))

≤ d1(x, xi),

for all i ∈ I, showing that e(x) ∈ ⋂
i∈I

B̄′
i(xi, ri), i.e.

⋂
i∈I

B̄′
i(x′i, ri) ̸= ∅.

2) ⇒ 1) Let us consider the set

M = {(g, U) : S ⊆ U ⊆ X1, g : U → X2 is a contraction extension of f } ,

with the order given by

(g1, U1)≤∗(g2, U2) ⇐⇒ U1 ⊆ U2 and g2|U1 = g1.

We note that if (gi, Ui), i ∈ I is a totally ordered subset of M, then putting
U =

⋃
i∈I

Ui and defining g : U → X2 by g(u) = gi(u) with i ∈ I such

that u ∈ Ui, it is easy to check that map e is well defined, (e, U) ∈ M and
(ei, Ui) ≤∗ (g, U) for all i ∈ I, so the set (M,≤∗) is inductively ordered, and
consequently, thanks to Zorn’s lemma, it contains a maximal element (e, Y).
Now let us suppose that there exists a point x0 ∈ X1 Y; setting

rx = d(x, x0), (2.18)

for all x ∈ Y then we consider the balls B̄(x, rx) ⊆ X1 and B̄′(e(x), rx) ⊆ X2,
for all x ∈ Y. Because e is a contraction on Y we have

d2(e(x), e(x′)) ≤ d1(x, x′),

for all x, x′ ∈ Y and by (2.18) it follows that x0 ∈ ⋂
x∈Y

B̄(x, rx) so
⋂

x∈Y
B̄(x, rx) ̸=

∅ and by hypothesis there exists a point y0 ∈ ⋂
x∈Y

B̄′(e(x), rx). Setting Z =

Y ∪ {x0} we define the map h : Z → X2 by h(x) = e(x) for x ∈ Y and
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e(x0) = y0, so that h|Y = f and y0 ∈ ⋂
x∈Y

B̄′(e(x), rx) is equivalent to

d2(h(x_0), h(x)) = d2(y0, e(x))

⩽ rx

= d1(x0, x),

for all x ∈ Y, proving that h is a contraction, that is (h, Z) ∈ M. Finally,
(h, Z) ̸= (e, Y) and (e, Y) ≤∗ (h, Z) we obtain a contradiction to the maximal-
ity of (e, Y).

Suppose now that (X1, d1) and (X2, d2) are normed spaces.

3) ⇒ 1) It is obvious for arbitrary metric spaces (X1, d1), (X2, d2).

1) ⇒ 3) Let Y be some subset of X1 and let f : Y → X2 be an L-lipschitz
continuous map. If L = 0, then f is a constant function, i.e. f (x) = c, for
all x ∈ Y, for some c ∈ X2, which automatically extends to e(x) = c, for all
x ∈ X1. If L > 0 then the map g = L−1 is a contraction which, by hypothesis,
has an extension to a contraction h : X1 → X2, and e = Lh is an L-lipschitz
continuous function extending f . □

Before giving a proof of the Kirszbraun’s theorem, let us also briefly recall
some facts concerning topologies in a Hilbert space. If (H, ⟨·, ·⟩) is a Hilbert
space, then it has the so called weak topology for which all the functionals
x 7→ ⟨x, y⟩, for y ∈ H, are continuous, and every ball B = {x ∈ H : ∥x∥ ⩽ α},
for α ≥ 0, is compact. This is really a special case of the Banach-Alaoglu
theorem, according to which the closed unit ball of the dual space of a normed
vector space is compact in the so called weak* topology. Indeed if V is a
topological vector space over the field K of real or complex numbers, i.e. V is
a K linear space equipped with a topology so that vector addition and scalar
multiplication are continuous, we may define a possibly different topology
on V using the topological or continuous dual space V∗, which consists of
all linear functionals from X into the base field K that are continuous with
respect to the given topology. Recalling that ⟨·, ·⟩ is the canonical evaluation
map defined by ⟨x, x′⟩ = x′(x) for all x ∈ V and x′ ∈ V∗, where in particular,
⟨·, x′⟩ = x′(·) = x′, then the weak topology on V is the weakest topology
on V making all maps x′ = ⟨·, x′⟩ : V → K continuous, as x′ ranges over
V∗, and the weak topology on V∗ is the weakest topology on V∗ making all
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maps ⟨x, ·⟩ : X∗ → K continuous, as x ranges over V, also called the weak*
topology.

Remark 2.4.1. Many results for convex sets in a topological vector space can
be proved using the classic Hahn-Banach extension theorem which allows
to extend bounded linear operators defined on a subspace of some vector
space to the whole space. In particular, the following separation result is very
useful in applications: let (X, τ) be a topological vector space over the field
K of real or complex numbers and A, B disjoint nonempty convex subsets of
X. If A is open, then there exist a continuous linear functional x∗ ∈ X∗ and
α, β ∈ R such that Re x∗(x) < α ⩽ Re x∗(y) for all x ∈ A and y ∈ B. Then if
A is compact, B closed and X is locally convex, i.e. every point in X has a
neighborhood basis formed of convex sets, then there exist a continuous linear
functional x∗ ∈ X∗ and α, β ∈ R such that Re x∗(x) < α < β < Re x∗(y) for
all x ∈ A and y ∈ B.

Now we can give a proof of the Kirszbraun’s theorem in the following general
version.

Theorem 2.4.3 (Kirszbraun’s theorem). Let (H1, ⟨·, ·⟩1) and (H2, ⟨·, ·⟩2) be real
Hilbert spaces, S ⊆ H1 a non-empty set and f : S → H2 a L - lipschitz continuous
function. Then there exists a lipschitz continuous function e : H1 → H2 extending
f to H2 and such that L(e) = L( f ).

Proof. Thanks to theorem 2.4.2 it suffices to show that the pair of metric spaces
((H1, d1), (H2, d2)) has the Kirszbraun property, with di(x, y) = ∥x − y∥i for
all x, y ∈ Hi, and ∥v∥i =

√
⟨v, v⟩i for all v ∈ Hi, i = 1, 2, as usual in Hilbert

spaces.

So if B̄i(xi, ri) and B̄′
i(yi, ri), i ∈ I, are two families of closed balls in H1 and

H2, respectively, such that

∥∥yi − yj
∥∥

2 ≤
∥∥xi − xj

∥∥
1 for all i, j ∈ I, and

⋂
i∈I

B̄i(xi, ri) ̸= ∅,

we have to prove that the condition

⋂
i∈I

B̄′
i(yi, ri) ̸= ∅
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holds. So let us assume that

⋂
j∈J

B̄′
j(yj, rj) ̸= ∅, (2.19)

for every nonempty finite subset J of I. Fix an element i0 ∈ J and consider
the sets Ci = B̄′

i0
(yi0 , ri0) ∩ B̄′

i(yi, ri), i ∈ I, observing that since all the balls
B̄′

i(yi, ri) are weakly compact, it follows that the sets Ci are weakly compact,
hence weakly closed subsets of the weakly compact set B̄′

i0
(yi0 , ri0). By (2.19)

this family has the finite intersection property, so it has a nonempty intersec-
tion, hence ⋂

i∈I

B̄′
i(yi, ri) =

⋂
i∈I

Ci ̸= ∅

holds. Now suppose that w ∈ ⋂
i∈I

B̄i(xi, ri) = and let J be a finite subset of I,

observing that to simplify the notation we can suppose J = {1, 2, . . . , n} for
same n ∈ N. If w = xi for some i ∈ J, then

∥∥yj − yi
∥∥

2 ⩽
∥∥xj − xj

∥∥
1 ⩽ rj for

all j ∈ J, so that yi ∈
⋂
j∈J

B̄′
j(yj, rj). If w /∈ {x1, . . . , xn}, then we consider the

function g : H2 → R given by

g(y) = max
{
∥y − yi∥
∥w − xi∥

: 1 ⩽ i ⩽ n
}

, y ∈ H2,

and set λ = inf g(H2). Because lim
∥y∥2→0

g(y) = +∞ there exists r > 0 such that

g(y) > λ + 1 for all y ∈ H2 with ∥y∥2 > r. As the function g is weakly lower
semicontinuous and the ball rBH2 = r {t ∈ H2 : ∥t∥2 ⩽ 1} is weakly compact,
there exists v ∈ rBH2 such that

0 < g(v) = inf g(H2) = λ.

Numbering the points xi we can suppose that it is

∥v − yi∥2 = λ∥w − xi∥1 for 1 ≤ i ≤ k,

∥v − yi∥2 < λ∥w − xi∥1 for k ≤ i ≤ n,
(2.20)

for some k ∈ {1, 2, . . . , n}. Now we can show that v is a convex combination
of vectors {y1, . . . , yk}, i.e.

v ∈ conv ({y1, . . . , yk}) . (2.21)

Indeed if (2.21) is not true then according the separation results in remark
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2.4.1, we have that v can be strictly separated from conv ({y1, . . . , yk}), so
there exists a vector u ∈ H2 with ∥u∥2 = 1 and such that

⟨v, u⟩2 < ⟨yi, u⟩2 for 1 ⩽ i ⩽ k,

that is
⟨v − yi, u⟩2 < 0 for 1 ⩽ i ⩽ k. (2.22)

For z = v + tu, with t > 0, then we have

∥z − yi∥2
2 = ∥v − yi∥2

2 + t
(

2⟨v − yi, u⟩2 + ∥u∥2
2

)
,

for all ≤ i ≤ k, and by the second of (2.20) and (2.22) we can choose a
sufficiently small t > 0 such that 2⟨v − yi, u⟩2 + ∥u∥2

2 < 0 for 1 ≤ i ≤ k and
∥z − yi∥2 < ∥w − xi∥1 for k < 1 ≤ n, so that g(z) < g(v), in contradiction to
the choice of v. By (2.21) there exists λ1, λ2, . . . , λk ⩾ 0 with λ1 + λ2 + . . . +
λk = 1 such that

v = λ1y1 + λ2y2 + . . . + λkyk, (2.23)

and we have

∥∥yi − yj
∥∥2

2 =
∥∥(yi − v) + (v − yj)

∥∥2
2 (2.24)

= ∥yi − v∥2
2 +

∥∥yj − v
∥∥2

2 + 2⟨yi − v, v − yj⟩2,

and similarly

∥∥xi − xj
∥∥2

1 = ∥xi − w∥2
1 +

∥∥xj − w
∥∥2

1 + 2⟨xi − w, w − xj⟩1. (2.25)

Replacing (2.24) and (2.25) in the inequality
∥∥yi − yj

∥∥2
2 ⩽

∥∥xi − xj
∥∥2

1 we obtain

∥yi − v∥2
2 +

∥∥yj − v
∥∥2

2 + 2⟨vi − v, v − yj⟩2 ≤∥xi − w∥2
1 + ∥xi − w∥2

1 (2.26)

+ 2⟨xi − w, w − xj⟩1,

for all 1 ≤ i, j ≤ k.

If λ > 1, by the first of (2.20) we have

−∥yi − v∥2
2 < −∥xi − w∥2

1 ,

−
∥∥yj − v

∥∥2
2 < −

∥∥xj − w
∥∥2

1 ,
(2.27)
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and adding these inequalities to (2.26) we obtain

2⟨yi − v, v − yj⟩2 < 2⟨xi − w, w − xj⟩1,

that is
⟨yi − v, yj − v⟩2 > ⟨xi − w, xj − w⟩1 (2.28)

for all 1 ≤ i, j ≤ k.

Observing that (2.23) implies

k

∑
i,j=1

λiλj⟨yi − v, yj − v⟩2 =
k

∑
j=1

λj⟨
k

∑
i=1

λiyi − v, yj − v⟩2 (2.29)

= 0,

and that, by direct calculation, it is

k

∑
i,j=1

λiλj⟨xi − w, xj − w⟩1 =

∥∥∥∥∥ k

∑
i=1

λi(xi − w)

∥∥∥∥∥
2

1

, (2.30)

multiplying the inequality (2.28) by λiλj, summing for i, j = 1, . . . , k and
taking into account the equalities (2.29) and (2.30), we have

0 >

∥∥∥∥∥ k

∑
i=1

λi(xi − w)

∥∥∥∥∥
2

1

(2.31)

≥ 0,

i.e. a contradiction, so it must be λ ≤ 1. Finally the relations (2.20) show that

v ∈
n⋂

i=1

B̄(yi, ri),

concluding the proof. □

As it is clear by the previous argument, we recall that the main tool in the
proof of the existence of the extension is a property expressed in terms of the
intersection of some families of balls, i.e. the Kirszbraun property. Similar but
less general proofs exist, for instance in the special case for X1 = X2 = R [52]
and in the Hilbert case for X1 = X2 = H [53, 54, 55].
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2.5 Extension of lipschitz functions on space of ho-

mogeneous type

We apply previous results to the extension of normed valued lipschitz func-
tions defined on a closed subset of a space of homogeneous type endowed
with a suitable quasi-metric. As a first result we prove that the partition of
lemma 2.2.1 consists of lipschitz continuous functions, i.e., it is a lipschitz
partition of unity according to the following natural definition.

Definition 2.5.1 (Lipschitz partition of unity). A lipschitz partition of unity
subordinated to the open cover {Ai : i ∈ I)} of a topological space (X, τ) is a family
F = {φi : i ∈ I} of continuous functions f : X → [0, 1] satisfying conditions of
definition 2.2.1 and such that φi is a lipschitz continuous function for all i ∈ I.

Lemma 2.5.1. Under the same hypotheses, the partition of unity {φi}i∈I defined on
X founded in Lemma 2.2.1 is also a lipschitz continuous partition of unity in X \ F.

Proof. We observe that the function g is H
l−H - lipschitz, so that for any i ∈ I

the σi is lipschitz with the same constant and the function σ(x) = ∑i∈Ilα
x

σi(x)
is H

l−H Nn-lipschitz. Hence for any x, y ∈ X \ F and for any i ∈ I we have

|φi (x)− φi (y)| =
∣∣∣∣σi (x)

σ (x)
− σi (y)

σ (y)

∣∣∣∣
=

|σi (x) σ (y)− σi (y) σ (x)|
σ (x) σ (y)

≤ |(σi (x)− σi (y)) σ (y) + (σ (y)− σ (x)) σi (y)|
≤ |σi (x)− σi (y)|+ σi (y) |σ (y)− σ (x)|

≤ H
l − H

(1 + Nn) d (x, y)

≤ H
l − H

(1 + Nn) ρ (x, y) ,

i.e. is H
l−H (1 + Nn) - lipschitz for any i ∈ I giving the thesis. □

Now in the following lemma we refine 5) of previous Lemma 2.2.1, so that
lipschitz functions of the partition of unity depends on the radius of the single
ball αBxi : this lemma will be useful in the lipschitz extension results [56, 19].

Lemma 2.5.2. Under the same hypotheses of Lemma 2.2.1 there exists a lipschitz
continuous partition of unity {φi}i∈I defined on X and subordinated to the family
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{αBxi}i∈I , numerable and locally uniformly finite, such that 1), 2), 3) and 4) hold,
jointly with the following:

6) supp(φi) ⊆ αBxi , ∀i ∈ I;

7) there exists an absolute constant C > 0 such that φi is C
rxi

- lipschitz ∀ i ∈ I.

Proof. 6) Fixed δ ∈]0, α
2H ] and l > max {H, 2A}, for any i ∈ I let gi : [0,+∞[→

[0, 1] be such that

gi(t) =


1 if t ∈ [0,

rxi
2H ]

2
rxi−Ht

rxi
if t ∈ [

rxi
2H ,

rxi
H ]

0 if t ∈ [
rxi
H ,+∞[

and σi(x) = gi(
d(x,xi)

α ), where d ∈ Dρ. So if Iα
x = {i ∈ I : x ∈ αBxi} ⊆ I lα

x , for
any x ∈ X \ F we have σi(x) = 0 for any i ∈ I \ Iα

x , and in force of δ ≤ α
2H

and 1) of Lemma 2.2.1, also σi(x) = 1 for at least one value of i ∈ I. Then
if we set σ(x) = ∑i∈I σi(x) for any x ∈ X \ F, it is 1 ≤ σ(x) = ∑i∈Iα

x
σi(x) ≤

∑i∈Ilα
x

σi(x) ≤ N n < +∞ , i.e. this sum is positive and, thanks to c) of Lemma

2.2.1, uniformly finite for any x ∈ X \ F. By setting φi(x) = σi(x)
σ(x) , we obtain

the desired continuous locally uniformly finite partition of unity.

7) Let i ∈ I. We distinguish three cases : x, y ∈ X \ F, x ∈ F and y ∈ X \ F,
x, y ∈ F. In the first case we have

|φi (x)− φi (y)| =
∣∣∣∣σi (x)

σ (x)
− σi (y)

σ (y)

∣∣∣∣
=

|σi (x) σ (y)− σi (y) σ (x)|
σ (x) σ (y)

= |(σi (x)− σi (y)) σ (y) + (σ (y)− σ (x)) σi (y)|
≤ |σi (x)− σi (y)| σ (y) + |σ (y)− σ (x)| σi (y) ,

and the 2H
αrxi

- lipschitz continuity of σi jointly to σ(y) ≤ Nn yields

|φi (x)− φi (y)| ≤
2H
αrxi

Nnρ(x, y) + Ri(x, y),
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where Ri(x, y) = |σ (x)− σ (y)| σi (y). If y /∈ αBxi then σi(y) = 0 and also
Ri(x, y) = 0. So let us assume that y ∈ αBxi : then

Ri(x, y) ≤ (σ (x) + σ (y)) σi (y) (2.32)

≤ 2Nn. (2.33)

Now we have either x /∈ lαBxi or x ∈ lαBxi ; in the first case it is lαrxi ≤
ρ(x, xi) so that lαrxi ≤ ρ(X \ lαBxi , xi); then for any z ∈ αBxi it is lαrxi ≤ A
(ρ(X \ lαBxi , z) + ρ(z, xi)) so that

0 < α

(
l
A
− 1
)

rxi (2.34)

≤ ρ(X \ lαBxi , αBxi) ; (2.35)

it follows that either

ρ(x, y) ≥ α

(
l
A
− 1
)

rxi or ρ(x, y) < α

(
l
A
− 1
)

rxi .

The second case cannot occur because if ρ(x, y) < α
(

l
A − 1

)
rxi then ρ(x, y) <

ρ(X \ lαBxi , αBxi) and it would follow that x ∈ lαBxi ; so 1 ≤ A
α(l−A)rxi

ρ(x, y),
and

Ri(x, y) ≤ 2Nn A
α (l − A) rxi

ρ(x, y) ,

which gives thesis in this case. So let x ∈ lαBxi . By introducing the character-
istic functions of lαBxi , noting that 1lαBxi

(x) = 1lαBxi
(y) = 1, so that

|σi (x)− σi (y)| ≤
2H
αrxi

ρ(x, y)
(
1lαBxi

(x) + 1lαBxi
(y)
)

,

we have

Ri(x, y) ≤ ∑
j∈I

∣∣σj (x)− σj (y)
∣∣ = ∑

j∈I

∣∣σj (x)− σj (y)
∣∣1lαBxi

(x)1lαBxi
(y)

≤
(

∑
j∈I

2H
αrxj

(
11lαBxj

(x) + 11lαBxj
(y)
)

ρ(x, y)

)
11lαBxi

(x)11lαBxi
(y)

=
2H
α

(
∑
j∈I

1
rxj

1lαBxi∩lαBxj
(x) + ∑

j∈I

1
rxj

1lαBxi∩lαBxj
(y)

)
ρ(x, y).

The sum ∑
j∈I

1
rxj
1lαBxi∩lαBxj

(x) has non-null terms exactly when x ∈ lαBxi ∩
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lαBxj , so by using 2) of Lemma (2.2.1) it follows that ∑
j∈I

1
rxj
1lαBxi∩lαBxj

(x) =

∑
j∈Ilα

x

1
rxj

≤ k2Nn

rxi
(analogous calculations for ∑

j∈I

1
rxj
1lαBxi∩lαBxj

(y) ); so we obtain

Ri(x, y) ≤ 4Hk2Nn

αrxi

ρ(x, y) ;

so that

|φi(x)− φi(y)| ≤
2Nn

αrxi

(
H + max

{
A

l − A
, 2Hk2

})
ρ(x, y),

for any x, y ∈ X \ F. In the second case, by definition of φi we have φi(x) = 0
for x ∈ F so, if y /∈ αBxi then φi(y) = 0, while if y ∈ αBxi , x ∈ F implies
x /∈ lαBxi , then (2.34) holds and 1 ≤ A

α(l−A)rxi
ρ(x, y), so

|φi(x)− φi(y)| = φi(y)

≤ 1

≤ A
α (l − A) rxi

ρ(x, y) ;

finally, the third case is trivial because |φi(x)− φi(y)| = 0. All in all, by
comparing lipschitz constants for the three cases we conclude that the function
φi is C

rxi
- lipschitz on X, with an absolute constant

C =
2Nn

α

(
H + max

{
A

l − A
, 2Hk2

})
. □ (2.36)

Due to the general lack of completeness of the quasi-metric space, we need
also the following lemma, where a suitable family of point {pi}i∈I is found as
substitutes of projections on the family {xi}i∈I on the set F.

Lemma 2.5.3. Under the hypothesis of Lemma 2.2.1 there exists a family of point
{pi}i∈I ⊆ F such that, ∀ i ∈ I, ∀ y ∈ F, we have ρ (pi, y) ≤ 5A4ρ (x, y) ∀
x ∈ αBxi and ρ (pi, x) ⩽ 2(l + 1)A3rxi ∀ x ∈ lαBxi .

Proof. First we note that for any γ ∈]1,+∞[ it follows that γBxi ∩ F ̸= ∅, for
any i ∈ I. Indeed, if γBxj ∩ F = ∅ for some γ > 1 and some j ∈ I , then
x /∈ γBxj for any x ∈ F, so that ρ

(
x, xj

)
≥ γrxj and passing to infimum on

x ∈ F a contradiction. Let so γ ∈]1,+∞[ to be fixed later: let us choose a



76 Chapter 2. A brief glimpse into doubling spaces and applications

family of points {pi}i∈I such that pi ∈ γBxi ∩ F ∀i ∈ I. For any x ∈ αBxi ,
y ∈ F and pi ∈ γBxi ∩ F, in force of α < γ, we have

ρ(pi, x) ≤ A(ρ(pi, xi) + ρ(xi, x))

< A(γ + α)rxi

< 2Aγrxi ,

and also

ρ(pi, y) ≤ A(ρ(pi, x) + ρ(x, y))

< 2A2γrxi + Aρ(x, y).

Fixed x̄ ∈ ηBxi with η < α, by

rxi =ρ(F, xi)

≤ A(ρ(F, x̄) + ρ(x̄, xi))

≤ A2ρ(F, x) + A2ρ(x̄, x) + Aρ(x̄, xi)

≤ A2ρ(F, x) + A3ρ(x̄, xi) + A3ρ(xi, x) + Aρ(x̄, xi),

we obtain

rxi < A2ρ(x, y) + A3αrxi + 2A3ηrxi ,

and

rxi <
A2

1 − A3α
ρ(x, y) +

2A3

1 − A3α
ηrxi .

Finally we have

ρ(pi, y) <
2A4

1 − A3α
γρ(x, y) +

4A5

1 − A3α
γηrxi + Aρ(x, y)

for all η ∈]0, α[, so

ρ(pi, y) ≤ 2A4

1 − A3α
γρ(x, y) + Aρ(x, y).

Observing that for α ∈]0, 1
lA2 [ with l > 2A it is 2(1− A3α) ∈]1, 2[, by assuming

γ = 2(1 − αA3) we obtain
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ρ (pi, y) ≤ (4A4 + A)ρ (x, y) ≤ 5A4ρ (x, y) ,

i.e. the first inequality. For the second one, with x ∈ lαBxi , y ∈ F and
pi ∈ γBxi ∩ F, similarly, by

ρ(pi, x) ≤ A(ρ(pi, xi) + ρ(x, xi))

≤ Aρ(pi, xi) + A2ρ(x, x̄) + A2ρ(x̄, xi)

≤ Aρ(pi, xi) + A3ρ(x, xi) + A3ρ(xi, x̄) + A2ρ(x̄, xi),

we obtain

ρ(pi, x) < Aγrxi + A3lαrxi + 2A3ηrxi

< (l + 1)A3γrxi + 2A3ηrxi

so that ρ(pi, x) < 2(l + 1)A3rxi + 2A3ηrxi for all η ∈]0, α[, and the second
inequality follows. □

Theorem 2.5.1. Let (X, ρ) be a space of homogeneous type, (Y, ∥ · ∥) a normed space,
F ⊆ X a non-empty closed set and f : F → Y a L - lipschitz continuous function.
Then if Dρ ̸= ∅ there exists a lipschitz continuous extension of f on X.

Proof. Let {pi}i∈I ⊆ F as in Lemma (2.5.3) and define the function f̄ : F → Y
as follow:

f̄ (x) =


∑
i∈I

φi(x) f (pi) if x ∈ X \ F

f (x) if x ∈ F
, (2.37)

where {φi}i∈I are as in Lemma 2.5.2 . The function f̄ is well posed and extends
f to all X by construction: let us prove that there exists a constant L̄ > 0 such
that

∥∥ f̄ (x)− f̄ (y)
∥∥ ≤ L̄ρ(x, y) for any x, y ∈ X. Obviously f̄ is lipschitz

continuous with constant L̄ = L for any x, y ∈ F. We distinguish two cases
: x ∈ X \ F, y ∈ F and x, y ∈ X \ F. In the first case, according to Lemma
2.5.2 , the properties of partition of unity {φi}i∈I subordinated to the family
{αBxi}i∈I , recalling that Iα

x ⊆ I lα
x , gives

f̄ (x)− f̄ (y) = ∑
i∈I

φi(x) f (pi)− f (y)

= ∑
i∈Iα

x

φi(x) ( f (pi)− f (y)),
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and then
∥∥ f̄ (x)− f̄ (y)

∥∥ ≤ ∑
i∈Iα

x

∥ f (pi)− f (y)∥. Because of L - lipschitz conti-

nuity of f on F by hypothesis, and taking into account that card (Iα
x ) ≤ N n

and first inequality of Lemma 2.5.3 , we have

∥∥ f̄ (x)− f̄ (y)
∥∥ ≤ L ∑

i∈Iα
x

ρ(pi, y)

≤ 5A4LNnρ(x, y).

In the second case, let z ∈ F be such that ρ(x, z) ⩽ 2ρ(x, F). Now for the
properties of partition of unity we have

f̄ (x)− f̄ (y) = ∑
i∈I

( f (pi)− f (z)) (φi(x)− φi(y)) ,

and for the L - lipschitz continuity of f in F and the C
rxi

- lipschitz continuity
of φi in X we have

∥∥ f̄ (x)− f̄ (y)
∥∥ ≤ LC

(
∑
i∈I

ρ(pi, z)
rxi

(
1αBxi

(x) + 1αBxi
(y)
))

ρ(x, y), (2.38)

where C is the constant in (2.36). Considering that

∑
i∈I

ρ(pi, z)
rxi

1αBxi
(x) = ∑

i∈Iα
x

ρ(pi, z)
rxi

,

in the left-hand side of (2.38), by

ρ(x, z) ⩽ 2ρ(x, F)

⩽ 2ρ(x, pi)

and
ρ(pi, z) ⩽ A(ρ(x, pi) + ρ(x, z)),

we have ρ(pi, z) ≤ 3Aρ(x, pi), and thanks to the second inequality of Lemma
(2.5.3), if i ∈ Iα

x then we have

ρ (pi, x) ⩽ 2(l + 1)A3rxi ,

so that
ρ(z, pi)

rxi

⩽ 6(l + 1)A4,
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and therefore it is

∑
i∈I

ρ(pi, z)
rxi

1αBxi
(x) ≤ 6(l + 1)A4Nn.

For the other sum

∑
i∈I

ρ(pi, z)
rxi

1αBxi
(y) = ∑

i∈Iy

ρ(pi, z)
rxi

,

we define Qi(x, y) = ρ(x,y)
rxi

and assume that i ∈ I is such that y ∈ αBxi ; if it
occurs Qi(x, y) < α

k , thanks to 2) of Lemma (2.2.1) we have

ρ(x, xi) ≤ A(ρ(x, y) + ρ(y, xi))

< A(Qi(x, y)k + α)rxi

< lαrxi ,

i.e. x ∈ lαBxi and, as in the first sum, it is ρ(x,pi)
rxi

≤ 6(l + 1)A4, concluding

that the function f̄ is lipschitz continuous with a constant equal to 12(l +
1)LCA4Nn; otherwise, if Qi(x, y) ≥ α

k , then it follows that rx ≤ k
α ρ(x, y) and

by

ρ(x, z) ⩽ 2ρ(x, F)

= 2rx,

we obtain
ρ(x, z) ≤ 2k

α
ρ(x, y),

so that

ρ(y, z) ≤ A(ρ(x, y) + ρ(x, z))

≤ A
(

1 +
k
α

)
ρ(x, y),

and we can conclude that

ρ(x, z) + ρ(z, y) ≤
(

A + (A + 1)
2k
α

)
ρ(x, y); (2.39)

hence, we have

∥∥ f̄ (x)− f̄ (y)
∥∥ ⩽ ∥∥ f̄ (x)− f̄ (z)

∥∥+ ∥∥ f̄ (z)− f̄ (y)
∥∥ ,
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with x, y ∈ X \ F and z ∈ F, so, for the case just discussed, we obtain

∥∥ f̄ (x)− f̄ (y)
∥∥ ≤ 5A4NnL (ρ(x, z) + ρ(z, y)) ,

so that, thanks to (2.39) , the function f̄ results lipschitz continuous with
constant equal to 5 A4 Nn L

(
A + (A + 1) 2k

α

)
. Finally, all in all, we have that

f̄ is lipschitz continuous in X with a constant

L̄ = A4NnL max
{

12(l + 1)C, 5
(

A + (A + 1)
2k
α

)}
, (2.40)

so completing the proof of theorem. □

Finally following corollary is then apparent.

Corollary 2.5.1. Let (X, ρ) be a space of homogeneous type, (Y, ∥ · ∥) a Banach
space, S ⊆ X a non-empty set and f : S → Y a L - lipschitz continuous function.
Then, if Dρ ̸= ∅ there exists a lipschitz continuous extension of f on X.

Proof. By standard arguments the function f can be extended to an L - lipschitz
function to the whole S: the thesis then follows immediately from Theorem
2.5.1 . □
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Chapter 3

Selected topics on calculus on
Carnot groups

In this chapter we prove the well known Whitney’s extension theorem for
real valued functions defined on a step two Carnot group G. Whitney’s proof
relies on two key tools: a particular open covering for open sets in Rn and
an extension operator built up with the help of a suitable partition of unity
subordinated to such a covering. We employ the partition of unity lemma
in Chapter 2 adapted to the setting of the doubling metric space H1. For the
sake of clarity we provide the quite detailed proof in H1, avoiding longer
technicalities that naturally appear in the general setting of a step two Carnot
group. So let us begin with basic definitions and properties.

3.1 Preliminaries and notations

A Lie group is a smooth manifold obeying the group properties and that satis-
fies the additional condition that the group operations are differentiable.The
tangent space at the identity of a Lie group always has the structure of a Lie
algebra, and this Lie algebra determines the local structure of the Lie group via
the exponential map. A nilpotent Lie group is a Lie group which is connected
and whose Lie algebra is a nilpotent Lie algebra [57, 58, 59]. A Carnot group G

of step 2 is a connected and simply connected nilpotent Lie group whose Lie
algebra, denoted by g, admits a suitable decomposition as direct sum of vector
subspaces, i.e. there exists a vector subspace V1 such that setting V2 = [V1, V1]

we have g = V1 ⊕ V2 : V1 is called the horizontal slice and its vector fields the
horizontal vector fields on G. Such an algebra is nilpotent of step 2 by definition,
i.e. V2 is included in the center of g. The stratified structure of g gives rise
to a family {γλ}λ∈R, called dilations, defined on the generators by imposing,
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for any λ ≥ 0, γλ(X) = λX whenever X ∈ V1 and γλ(X) = λ2X whenever
X ∈ V2; moreover we set γ−1(X) = −X. For λ ̸= 0 we then have a group
of automorphisms of g. Thanks to the nilpotence, the exponential mapping
exp : g → G is a global diffeomorphism so it is possible to push forward these
dilations on G by the position δλ = exp ◦ γλ ◦ exp−1. Setting dim(V1) = l
and dim(V2) = p, one can choose a basis of g adapted to the stratification by
selecting an arbitrary basis of left invariant vector fields Xj, j = 1, . . . , l + p,
assuming also that, thanks to the left invariance property, Xj(e) = ej, where
e is the identity of G and {ej}j=1,...,l+p denotes the standard basis of Rl+p;
nevertheless, for our purposes, we choose another basis of g selecting first a
basis X1, . . . , Xl of V1 as just described, and choosing the basis {T1, . . . , Tp},
p ≤ ( l

2), of V2, between all elements of the kind [Xj1 , Xj2 ], 1 ≤ j1 < j2 ≤ l.
We stress that in general Tj(e) ̸= el+j for j = l, . . . , p. Relatively to this ba-
sis we introduce Malcev’s exponential graded coordinates of the first kind of by
setting x = (x1, . . . , xl, t1, . . . , tp) where x = exp(∑l

j=1 xjXj + ∑
p
j=1 tjTj): in

particular, when λ ≥ 0, it results δλ(x) = = (λx1, . . . , λxl, λ2t1, . . . , λ2tp). In
terms of these coordinates the product law of two elements p, q ∈ G is recov-
ered through the Baker-Campbell-Dynkin-Hausdorff formula – BCDH for
short – P(R, S) between R = exp−1(x) and S = exp−1(y) so that it results
x y = exp(P(R, S)) : the components of the exponential coordinates of the
product are in general of polynomial kind and with respect to such a given
system of coordinates, it is possible to prove some fundamental facts of the
group law, that we collect in the following proposition whose proof can be
adapted from the one of Proposition 2.1 in [60].

Proposition 3.1.1 (Structure of group’s law). Let us denote by G ∋ (x, y) →
xy ∈ G the group law in G, and by “+” the usual Euclidean sum in Rl+p. Then,
there exists a polynomial vector function Q : G × G → Rn ≡ Rl ⊕ Rp, where
Q(x, y) =

(
Q1(x, y), Q2(x, y)

)
, Q1(x, y) =

(
Q1

1(x, y), . . ., Ql
1(x, y)

)
∈ Rl and

Q2(x, y) =
(
Q1

2(x, y), . . . , Qp
2(x, y)

)
∈ Rp are such that xy = x + y + Q(x, y).

Moreover, for any i = 1, . . . , l and for any j = 1, . . . , p we have:

i) for any x, y ∈ G, it results Qi
1(x, y) = 0 and Qj

2(x, 0) = Qj
2(0, x) =

Qj
2(x, x) = Qj

2(x,−x) = 0;

ii) each Qj
2 is a homogeneous polynomial of degree 2 with respect to the dilations

δλ, i.e. for any x, y ∈ G and for any λ ≥ 0, it results Qj
2
(
δλ(x), δλ(y)

)
=

λ2Qj
2(x, y);
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iii) each Qj
2 depends only on the coordinates of the first slice i.e. for any x, y ∈ G

it results Qj
2(x, y) = Qj

2
(
x1, . . . , xl, y1, . . . , yl

)
; more precisely each Qj

2(x, y)
is a sum of terms, each of which contains a factor of the kind (xhyk − xkyh), for
some 1 ≤ h, k ≤ l.

From previous facts it follows that the identity e is exactly 0 ∈ Rl+p and
that the inverse of an element x = (x1, . . . , xl, t1, . . . , tp) is exactly −x =

(−x1, . . . ,−xl, −t1, . . . ,−tp). So, roughly speaking, we can think of a Carnot
group of step two as the set Rn endowed with a polynomial group law in
each coordinate, and with a suitable family of endomorphisms {δλ}λ∈R.

Definition 3.1.1 (Homogeneity). We say a function f : G → R homogeneous
of degree α ∈ R if f

(
δλ(x)

)
= λα f (x) for any λ > 0. We say a left invariant

differential operator D on G homogeneous of degree α ∈ R if D( f ◦ δλ)(x) =

λα(D f ◦ δλ)(x), for any smooth function f and for any λ > 0.

If D is a left invariant differential operator homogeneous of degree α, and
f is function homogeneous of degree β, then D f , if defined, is a function
homogeneous of degree β − α and f D is a left invariant differential operator
homogeneous of degree α− β; moreover if D1, D2 are left invariant differential
operators, homogeneous of degree α and β respectively, then D1D2 is a left
invariant differential operator homogeneous of degree α + β.

Arguing as in Proposition 2.2. of [60] we can prove the following properties
on the left invariant vector fields {Xj} of the basis previously chosen.

Proposition 3.1.2. At each point x ∈ G, it results

Xj|x = ∂j +
p

∑
r=1

[∂Ql+r
2

∂yj
(x, y)

]
y=0

∂l+h , for j = 1, . . . , l,

Tj|x =
l

∑
i=1

aj
i ∂i +

p

∑
i=1

aj
l+i ∂l+i , , for j = 1, . . . , p,

and where Tj(0) = (aj
1, . . . , aj

n). Moreover each Xj is homogeneous of degree 1 and
each Tj is homogeneous of degree 2.

Definition 3.1.2 (Degree of a multi index). Let I = (n1,. . . ,nl,m1,. . . ,mp) ∈
Np be a given (l + p)-tuple of non negative integers. We will call the numbers
d(I) = (∑l

j=1 nj) + 2(∑
p
j=1 mj) and |I| = ∑l

j=1 nj + ∑
p
j=1 mj respectively the

homogeneity degree and the order of the multi index I. If, moreover, Ik = (j1, . . . , jk)
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∈ {1, . . . , l, l + 1, . . . , l + p}k, setting λij = 1 if 1 ≤ ij ≤ l, and λij = 2 if
l + 1 ≤ ij ≤ l + p, we will call the numbers d(Ik) = ∑k

j=1 λij and |Ik| = k,
respectively the homogeneity degree and the order of the multi index Ik.

Example 3.1.1. If I = (n1,. . . ,nl,m1,. . . ,mp)∈ Np, then this (l + p)-tuple will
refer to the operator X I =Xn1

1 · · · Xnl
l Tm1

1 · · · Tmp
p and we will call the numbers

d(I) and |I| respectively the homogeneity degree and the order of such operator. If
moreover Ik = (j1, . . . , jk) ∈ {1, . . . , l, l + 1, . . . , l + p}k and (α1,. . . ,αk)∈ Nk,
setting h = ∑k

i=1 αi, then the iterated h-derivation Yh =Yα1
j1
· · ·Yαk

jk
will have and

order h. In particular any horizontal k-derivation XHk has homogeneous degree as
well as order k.

Definition 3.1.3 (Derivations). Let Ik = (j1, . . . , jk) ∈ {1, . . . , l, l + 1, . . . , l +
p}k : a left invariant differential operator of the kind YIk := Yj1 · · ·Yjk is called
(iterated) k-derivation; if, in particular, Ik := Hk = (j1, . . . , jk) ∈ {1, . . . , l}k, then
the corresponding left invariant differential operator XHk = Xj1 · · · Xjk is called
horizontal k-derivation. A 0-derivation, denoted with the symbol XI0 = XH0 , is just
the identity operator.

Horizontal k-derivations are also called nonholonomic partial derivatives of
order k [61].

Remark 3.1.1 (Birkhoff–Poincaré–Witt Theorem). The Birkhoff–Poincaré–Witt
theorem ensures that the set of all canonical derivations ZI constitutes a
basis for the algebra of all left invariant differential operators on G [59]. In
particular, taking into account the stratified structure of g, the following
spanning relationships easily hold

Span R({ZIk})d(Ik)=k = Span R({ZHk})
= Span R({ZI})d(I)=k

= Span R({Zk
α})α∈Ak .

Definition 3.1.4 (Polynomials). A function P : G → R is called a polynomial on
G if P ◦ exp−1 is a polynomial on the vector space g.

If {ωj}j=1,...,l+p is the dual basis of {X1, . . . , Xl, T1, . . . , Tp}, then for any x =

exp(∑l
j=1 xjXj+ ∑

p
j=1 tjTj) ∈ G it results ωj ◦ exp−1(x) = xj if j = 1, . . . , l,

ωl+j ◦ exp−1(x) = tj if j = 1, . . . , p. So, if I = (n1, . . . , nl , m1, . . . , mp) denotes
a (l + p)-tuple of non negative integers, the general monomial has the form
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m
I(x) = x I = xn1

1 · · · xnl
l tm1

1 · · · tmp
p . Clearly m

I has homogeneous degree d(I).
A basis for the real vector space of polynomials of degree m at most is the
set of all monomials m

I for all n-tuple I such that d(I) ≤ m, so that a general
polynomial Pm of homogeneous degree m is Pm = ∑d(I)≤m aI m

I , aI ∈ R.

Definition 3.1.5 (Carnot-Carathéodory metric). The distance between any two
given points x, y ∈ G is the infimum of all T such that there exists an absolutely
continuous horizontal curve joining the points, i.e. a curve γ : [0, T] → G

such that γ̇ = ∑l
j=1 µjXj(γ) a.e., for some measurable vector function µ :

[0, T] → Rl, ∥µ∥∞ ≤ 1, and γ(0) = x, γ(T) = y. Such a curves there exist
as a consequence of Chow-Rashevskiı̆ Theorem, jointly with the Hörmander
bracket generating conditions trivially satisfied by the horizontal vector fields
X1, . . . , Xl. The distance d is finite, moreover for any fixed euclidean compact
set K ⊂ G, there exists a constant C = C(K), such that

1
C
∥x − y∥ ≤ d(x, y) ≤ C∥x − y∥ 1

k , (D)

for any x, y ∈ K, where ∥ · ∥ is the euclidean norm. So the topology induced
by d is the Euclidean one, but the two distances are not metrically equivalent.
The metric d is (left) translation invariant and the homogeneous of degree one
with respect to the dilations, i.e. δλ, i.e. d(zx, zy) = d(x, y), for any x, y, z ∈ G

and for any λ ∈ R; through the distance d, it is possible to define a so called
“homogeneous”norm through the position |z|d = d(z, 0) : such a norm is not
smooth in general but there exist several quasi norms N equivalent to | · |d,
smooth and easier to handle, for instance – in a step two Carnot group – the
following

N(z) =
(

x4
1 + · · ·+ x4

l + t2
1 + · · ·+ t2

p

) 1
4

for any z ∈ G; indeed, setting

c1 = inf
{
|z|d : N(z) = 1

}
c2 = sup

{
|z|d : N(z) = 1

}
we have 0 < c1 < c2 < +∞ and

c1 N(z) ≤ |z|d ≤ c2 N(z) (E)

for any z ∈ G. From now we shall denote with d the Carnot-Carathéodory
metric.
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Definition 3.1.6 (Measure and Dimension). The “homogeneous dimension”of G

is the integer defined by the position

Q =
2

∑
i=1

i dim(Vi) = l + 2p .

This integer is the Hausdorff dimension of Rn (n = l + p) with respect to the
distance d; moreover the n-dimensional Lebesgue measure Ln is the Haar
measure of the group G; then the translation and dilations invariant conditions
read as follows; if E ⊂ G is a measurable set, Br(x) denotes the open ball of
radius r > 0 about x, z ∈ G and λ > 0, then we have

Ln(z E) = Ln(E) , Ln(δλ(E)
)
= λQ Ln(E) , Ln(Br(x)

)
= rQ Ln(B1(0)

)
.

In particular (G, d) is a doubling space.

Definition 3.1.7 (Derivative of a function). Let f : G → R, c ∈ G, X ∈ V1,
v = exp(X). The function f is differentiable along X at the point c if the function
R ∋ λ → f

(
c δλ(v)

)
∈ R is differentiable at the point λ = 0 : in this case we write

X f (c) for such a limit.

Definition 3.1.8 (Functions of class Cm
H (G)). Let f : G → R; we say that

f ∈ C1
H(G) if Xj f exist and are continuous at each point of G, for every j = 1, . . . ,

l. Moreover, for any non negative integer m, we say that f ∈ Cm
H (G), if XHk f exist

and are continuous at each point of G, for every horizontal k-derivation Hk such that
0 ≤ k ≤ m.

According to the paper [15] and for completeness, we report the following
characterization of the Taylor polynomial.

Theorem 3.1.1. Let m be a non negative integer, c ∈ G, f ∈ Cm
H (G) and P a given

polynomial of homogeneous degree m. The following facts are equivalent:

i) P is the mth Taylor polynomial of f at c;

ii) Zi
α(P − f )(c) = 0 for any i = 0, . . . , m and for any α ∈ Ai;

iii) (P − f )(x) = o
[
d(x, c)

]m as x → c.

Proof. i) ⇐⇒ ii) Follow immediately from Remark 3.1.1 i) =⇒ iii) Follows
immediately from the stratified Taylor inequality proved in Theorem 1.42
of [62]. iii) =⇒ i) It suffices to verify that if Q is a polynomial of degree m
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such that Q(x) = o
[
d(x, 0)

]m as x → 0, than Q is identically zero. Indeed, let
Q = ∑d(I)≤m aI m

I : let us verify by induction that aI = 0 for all I such that
d(I) ≤ m. This is trivial when d(I) = 0; assuming that aI = 0 for all I such
that d(I) = k < m, we can write Q = ∑d(I)=k+1 aI m

I +∑k+1<d(I)≤m aI m
I . Fix

p ∈ G, p ̸= 0. Then δλ(p) → 0 if and only if λ → 0 and, recalling that d is
homogeneous of degree one, we have

∑d(I)=k+1 aI m
I(p)[

d(p, 0)
]k+1 =

Q(δλ(p))[
d(δλ(p), 0)

]k+1 −
∑k+1<d(I)≤m λd(I)aI m

I(p)

λk+1
[
d(p, 0)

]k+1 → 0.

Thanks to the arbitrariness of p it follows that aI = 0 for any I such that
d(I) = k + 1, as desired. To conclude the proof observe that if P′ is the Taylor
polynomial of f at the point c, then, denoting by τc the left translation pointed
at c we have (P − P′) ◦ τ−1

c (x) = o
[
d(x, 0)

]m as x → 0, i.e. P = P′. □

Thanks to the left invariance of the vector fields, for any f ∈ Cm
H (G), for any

c ∈ G and for any |I|–derivation of the canonical basis of BPW, it results
X I f (c) = X I( f ◦ τc)(0) so, in the next sections, we will look for the Taylor
polynomial at the identity of G.

Example 3.1.2. The Heisenberg group Hn is the step two Carnot group asso-
ciated to the Lie algebra hn = h⊕ v whose generators X1, . . . , Xn, Y1, . . . , Yn,
T satisfy the conditions h = Span R

(
{Xj, Yj}j=1,...,n

)
, v = Span R{T} and the

only non zero brackets are [Xj, Yj] = aT, for any j = 1, . . . , n and for some fixed
real number a ̸= 0. If p = (x1, . . . , xn,y1, . . . , yn,t), q = (x′1, . . . , x′n,y′1, . . . , y′n,t′)
∈ Hn, than the group product reads p q = (x1 + x′1, . . . , xn + x′n, y1 + y′1, . . . , yn

+y′n, t + t′ + a
2 ∑n

j=1(xjy′j − x′jyj)); it follows that Xj =
∂

∂xj
− a

2 yj
∂
∂t , Yj =

∂
∂yj

+

a
2 xj

∂
∂t and T = ∂

∂t . As in [63] we choose a = −4.

Let now recall the Taylor formula, in the setting of step two Carnot groups.

Definition 3.1.9. Let a1, . . . , ar be given elements of a (not necessarily commutative)
ring A. Set

σ(a1, . . . , ar) = ∑
π∈Sr

aπ(1) · · · aπ(r), (σ)

where π ∈ Sr denotes an element of the symmetric group over {1, . . . , r}.

Definition 3.1.9 is then useful to define the following differential operator. For
any fixed n1, n2, n3 = 0, 1, . . . , setting X1 = · · · = Xn1 = X, Xn1+1 = · · · =
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Xn1+n2 = Y, Xn1+n2+1 = · · · = Xn1+n2+n3 = T, we define

σ(Xn1 , Yn2 , Tn3) = σ(X1, . . . , Xn1+n2+n3),

where, if some ni is equal to zero, then the identity operator is omitted in the
definition.

Then the Taylor polynomial in zero of a given f ∈ Cm
H (H1) is given as in the

following definition.

Definition 3.1.10. For any f ∈ Cm
H (H1), we set

Pm
f ,0(x, y, t) =

m

∑
k=0

[
∑

n1,n2,n3=0,1,...
n1+n2+2n3=k

(
σ(Xn1 ,Yn2 ,Tn3 )
(n1+n2+n3)!

f
)
(0)

n1!n2!n3!
xn1yn2tn3

]
. (Pm

f ,0)

Remark 3.1.2. Let Sym(Xn1 , Yn2 , Tn3) be the sum of all k–iterated vector fields,
each of them containing n1 times the derivation X, n2 times the derivation Y,
and n3 times the derivation T, then clearly Sym(Xn1 , Yn2 , Tn3) = σ(Xn1 ,Yn2 ,Tn3 )

n1!n2!n3! .
It results

Sym(Xn1 , Yn2) = Sym(Xn1−1, Yn2) X + Sym(Xn1 , Yn2−1)Y =

= X Sym(Xn1−1, Yn2) + Y Sym(Xn1 , Yn2−1). (S’)

Observe then that is natural to see the operator containing n1 times the
derivation X, n2 times the derivation Y and n3 times the derivation T, where
n1 + n2 + 2n3 = k, as a unique (n1 + n2 + n3)

th–iterated derivation, more
precisely as n1!n2!n3!

(n1+n2+n3)!
· Sym(Xn1 , Yn2 , Tn3); so the following position ap-

pears quite natural. Set, for any non negative integers k, n1, n2, n3 such that
n1 + n2 + 2n3 = k,

∂k

∂Xn1∂Yn2∂Tn3
=

n1!n2!n3!
(n1 + n2 + n3)!

· Sym(Xn1 , Yn2 , Tn3). (3.1)

We call (3.1) a symmetrized (n1 + n2 + n3)–derivation of order k containing
n1–times X, n2–times Y and n3–times T (symmetrized derivation for short,
when we do not need to specify either the order k or the single vector fields).
To indicate a symmetrized derivation of degree d(α) we simply write ∂α, if it
is not necessary to specify the vector fields involved. Observe that, according
to (S’), the following property for symmetrized derivations holds. For any
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n1, n2 = 1, 2, . . . , it results

∂n1+n2

∂Xn1∂Yn2
=

n1

n1 + n2
· ∂n1+n2−1

∂Xn1−1∂Yn2
X +

n2

n1 + n2
· ∂n1+n2−1

∂Xn1∂Yn2−1 Y =

=
n1

n1 + n2
· X

∂n1+n2−1

∂Xn1−1∂Yn2
+

n2

n1 + n2
· Y

∂n1+n2−1

∂Xn1∂Yn2−1 . (S”)

Observe that, since T belongs to the center of h1, the differential opera-
tor Sym(Xn1 , Yn2 , Tn3) satisfies the relation Sym(Xn1 , Yn2 , Tn3) = (n1+n2+n3

n3
)·

Sym(Xn1 , Yn2) Tn3 or, equivalently, ∂k

∂Xn1 ∂Yn2 ∂Tn3 = ∂n1+n2
∂Xn1 ∂Yn2 Tn3 . Indeed, ele-

ments X, . . . , X︸ ︷︷ ︸
n1

, Y, . . . , Y︸ ︷︷ ︸
n2

can be permuted in (n1 + n2)! ways, and for any

of these ways we can insert n3 fields T: fixed a way, we can insert first T in
(n1 + n2 + 1) different ways, the second in (n1 + n2 + 2) different ways, and so
on, n3-th in (n1 + n2 + n3) ways; it follows that in each element of σ (Xn1 , Yn2),
after having inserted all the n3 T, we obtain one element of σ (Xn1 , Yn2 , Tn3),
and since T commute, we have

(n1 + n2 + 1) · . . . · (n1 + n2 + n3)σ (Xn1 , Yn2) Tn3 = σ (Xn1 , Yn2 , Tn3) ,

i.e.,

σ (Xn1 , Yn2 , Tn3) =
(n1 + n2 + n3)!

(n1 + n2)!
σ (Xn1 , Yn2) Tn3 ,

and, finally,
∂k

∂Xn1∂Yn2∂Tn3
=

∂n1+n2

∂Xn1∂Yn2
Tn3 .

So, according to previous definition we can rewrite as follows

Pm
f ,0(x, y, t) =

m

∑
k=0

[
∑

n1,n2,n3=0,1,...
n1+n2+2n3=k

(
∂n1+n2

∂Xn1 ∂Yn2 Tn3 f
)
(0)

n1!n2!n3!
xn1yn2tn3

]
(3.2)

We stress that the set
⋃∞

k=0 Sk, where

Sk =
{ ∂n1+n2

∂Xn1∂Yn2
Tn3 : n1, n2, n3 = 0, 1, . . . , n1 + n2 + 2n3 = k

}
,

forms a basis for the vector space of all left invariant differential operators in
H1.
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Through definitions above then it is possible – see proposition below – to
show that the linear mapping D : Pm → Dm defined through the position

D(Pm) =
m

∑
k=0

∑
n1,n2,n3=0,1,...
n1+n2+2n3=k

( ∂n1+n2

∂Xn1∂Yn2
Tn3 Pm(0)

) ∂n1+n2

∂Xn1∂Yn2
Tn3 , ∀Pm ∈ Pm,

is an isomorphism having a diagonal matrix associated with respect to the
two basis

{
xn1yn2tn3

}
n1,n2,n3=0,1,...

n1+n2+2n3=0,1,...,m
and

⋃m
k=0 Sk. Roughly speaking the

two bases are essentially dual to each other, i.e. any such a symmetrized
derivation acts on monomials as if it were an Euclidean iterated derivative.
We stress that this result is not at all trivial if one takes into account the very
definition of symmetrized derivation.

In what follows we finally collect main property of the symmetrized Taylor
polynomial.

Proposition 3.1.3. For any n1, n2, n3, m1, m2, m3 = 0, 1, . . . , it results[
∂n1+n2

∂Xn1∂Yn2
T n3(xm1 ym2 tm3)

]
(x,y,t)=(0,0,0)

=m1!m2!m3! if ni = mi, i = 1, 2, 3

0 in any other case
.

Theorem 3.1.2. Let m be a non negative integer and let f ∈ Cm
H (H1). Then Pm

f ,0 is
the Taylor polynomial of f at zero.

Remark. With very minimal changes all previous considerations work in Hn.

For the sake of clarity we explicitly write some symmetrized operators, ac-
cording to previous definitions.

Example 3.1.3.
σ (X) = X;

σ (X, Y) = XY + YX;

σ
(

X2, Y
)
= XXY + XYX + XYX + YXX + YXX

= 2X2Y + 2XYX + 2YX2;
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σ
(

X2, Y
)
= XYY + XYY + YXY

+ YYX + YXY + YYX

= 2XY2 + 2YXY + 2Y2X;

σ
(

X3
)
= XXX + XXX + XXX

+ XXX + XXX + XXX

= 6X3;

σ (X, T) = XT + TX

= 2XT.

∂1

∂X
= X;

∂2

∂X∂Y
=

XY + YX
2!

;

∂3

∂X2∂Y
= 2

X2Y + XYX + YX2

3!
;

∂3

∂X∂Y2 = 2
XY2 + YXY + Y2X

3!
;

∂3

∂X3 = 6
X3

3!
;

∂3

∂X∂T
= 2

XT
2!

.

Although we give a detailed sketch of the proof of Whitney extension theorem
in the setting of the first group H1, referring to the paper [64] for the general
case of step two Carnot groups, we briefly recall Taylor polynomial in this last
setting. Let G be a step 2 Carnot group, {X1, . . . , Xl} a basis of V1 and {T1,
. . . , Tp} a basis of V2. Indeed, arguing as before, we can recover the Taylor
polynomial starting from the Taylor expansion related to a family of l + p left
invariant vector fields; more precisely, observing that V2 is contained in the
center of g, we define the symmetrized derivation with respect to the vector
fields X1, . . . , Xl, T1, . . . , Tp according to the following definition.
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Definition 3.1.11. Set, for any non negative integers k, n1, . . . , nl, s1, . . . , sp, such
that, k = n1 + . . . + nl + 2 (s1 + . . . + sp),

∂n1+···+nl

∂Xn1
1 · · · ∂Xnl

l
Ts1

1 · · · Tsp
p :=

n1! · · · nl !
(n1 + · · ·+ nl)!

· Sym(Xn1
1 , . . . , Xnl

l )Ts1
1 · · · Tsp

p .

(3.3)
We call (3.3) a symmetrized k-derivation of order k containing n1-times X1,. . .,nl-
times Xl and s1-times T1,. . . sp-times Tp (symmetrized derivation for short, when we
do not need to specify either the order k or the single vector fields).

Remark 3.1.3. Then formulas become respectively,

Sym(Xn1
1 , . . . , Xnl

l ) =

= Sym(Xn1−1
1 , . . . , Xnl

l )X1 + · · ·+ Sym(Xn1
1 , . . . , Xnl−1

l )Xl, (S’2)

and

∂n1+···+nl

∂Xn1 · · · ∂Xnl
=

n1

n1 + · · ·+ nl
· ∂n1+···+nl−1

∂Xn1−1 · · · ∂Xnl
X1+

+ · · · · · · · · · · · · · · · · · · · · ·+

+
nl

n1 + · · ·+ nl
· ∂n1+···+nl−1

∂Xn1 · · · ∂Xnl−1 Xl; (S”2)

as before, the first one is justified by the multinomial identity

(n1 + · · ·+ nl)!
n1! · · · nl !

=
(n1 + · · ·+ nl − 1)!
(n1 − 1)! · · · nl !

+ · · · · · ·+ (n1 + · · ·+ nl − 1)!
n1! · · · (nl − 1)!

,

while the second one follows immediately by the first one after some easy
calculations.

In this case, the right formula for the Taylor polynomial for a given f ∈ Cm
H (G),

comes to be

Pm
f ,0(x) =

m

∑
k=0

[
∑

d(I)=k

(
∂n1+···+nl

∂X
n1
1 ···∂X

nl
l

Tm1
1 · · · Tmp

p f
)
(0)

n1! · · · nl !m1! · · ·mp!
xI
]

, (Pm
f ,0)

where, for any k = 0, . . . , m, I = (n1, . . . , nl, m1, . . . , mp) denotes a general
(l + p)–tuple of non negative integers, d(I) = n1 + . . .+ nl + 2 (m1 + . . .+mp)

and xI = xn1
1 · · · xnl

l tm1
1 · · · tmp

p . So, as in the H1 case, it remains to check that
Pm

f ,0 is actually the mth Taylor polynomial by verifying ii) of Theorem 3.1.1.
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Analogously, if we set,

Sk =
{ ∂n1+···+nl

∂Xn1
1 · · · ∂Xnl

l
Ts1

1 · · · Tsp
p :

n1, . . . , nl, s1, . . . , sp = 0, 1, . . . , n1 + · · ·+ nl + 2 (s1 + · · ·+ sp) = k
}

.

with S0 = {id}, it is possible to check that the set
⋃m

k=0 Sk is a basis of the
vector space of all differential operators on G and that the Taylor polynomial
satisfy ii) of Theorem 3.1.1. To this aim, it suffices to extend Proposition 3.1.3.

Proposition 3.1.4. For any n1, . . . , nl, s1, . . . , sp, m1, . . . , ml, r1, . . . , rp, we have,[
∂n1+···+nl

∂Xn1 · · · ∂Xnl
Ts1

1 · · · Tsp
p (xm1

1 · · · xml
l tr1

1 · · · trp
p )

]
(x1,...,xl ,t1,...,tp)=(0,...,0)

=

=

m1! · · ·ml ! r1! · · · rp! if ni = mi, i = 1, . . . , l and si = ri, i = 1, . . . , p

0 in any other case
.

We conclude this preliminary part with the following interesting proposition
[64].

Proposition 3.1.5. Let f ∈ Cm(H1), m ∈ N, m ≥ 1. Then for each k-derivation
ZJk , Jk = {i1, . . . , is, j1, . . . , jr}, k = r + s, with d(ZJk) = s + 2r ⩽ m, we have, in
(x, y, t) = (0, 0, 0),

ZJk Pm
f ,0(x, y, t) = P

m−d(ZJk
)

ZJk
f ,0 (x, y, t),

for each (x, y, t) ∈ H1, and by invariance, for each c ∈ H1.

Proof. The proof is by induction on the degree m ∈ N, because it is sufficient
to check it for the fields X, Y, T. Let us verify the proposition for the cases
m = 2, 3, recalling that X = ∂1 + 2y∂t, Y = ∂2 − 2x∂t and T = −1

4(XY − YX).
For m = 2 we have

P2
f ,0(x, y, t) = f (0) + X f (0)x + Y f (0)y +

(XY + YX) f (0)
2

xy

+
X2 f (0)

2
x2 +

Y2 f (0)
2

y2 + T f (0)t,
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so that

XP2
f ,0(x, y, t) = X f (0) +

(XY + YX) f (0)
2

y + X2 f (0)x + 2yT f (0)

= X f (0) +
XY f (0)

2
y +

YX f (0)
2

y + X2 f (0)x

− XY f (0)
2

y +
YX f (0)

2
y

= X f (0) + X2 f (0)x + YX f (0)y

= P1
X f ,0(x, y, t),

and similarly,

YP2
f ,0(x, y, t) = Y f (0) +

XY f (0)
2

x +
XY f (0)

2
x + Y2 f (0)y − 2xT f (0)

= Y f (0) + XY f (0)x +
YX f (0)

2
x + Y2 f (0)y

+
XY f (0)

2
x − YX f (0)

2
x

= Y f (0) + XY f (0)x + Y2 f (0)y

= P1
Y f ,0(x, y, t);

we trivially also have TP2
f ,0(x, y, t) = T f (0) = P0

T f ,0(x, y, t). Then, for m = 3
we have

P2
f ,0(x, y, t) = f (0) + X f (0)x + Y f (0)y +

X2 f (0)
2

x2 +
Y2 f (0)

2
y2 + T f (0)t+

(XY + YX) f (0)
2

xy + XT f (0)xt + YT f (0)yt +
X3 f (0)

3!
x3

+
Y3 f (0)

3!
y3 +

X2 f (0)
3!

x2y +
XYX f (0)

3!
x2y +

YX2 f (0)
3!

x2y

+
Y2 f (0)

3!
y2x +

YXY f (0)
3!

y2x +
XY2 f (0)

3!
Y2x,
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and, setting g = X f ,

XP3
f ,0(x, y, t) = g(0) + Xg(0)x + 2T f (0)y +

XY f (0)
2

y

+
YX f (0)

2
y + XT f (0)t + 2XT f (0)xy + 2YT f (0)y2

+
X2g(0)

2
x2 +

X2Y f (0)
3

xy =

XYX f (0)
3

xy +
YYX f (0)

3
xy +

Y2g(0)
3!

y2 +
YXY f (0)

3!
y2

+
XY2 f (0)

3!
y2 + g(0) + Xg(0)x +

YX f (0)
2

y

− XY f (0)
2

y +
XY f (0)

2
+

YX f (0)
2

y + Tg(0)t
X2g(0)

2
x2

+
XXY f (0)

3
xy +

XYX f (0)
3

xy +
YXX f (0)

3
xy + 2XT f (0)xy

+ 2YT f (0)y
2
+

YYX f (0)
3!

y2 YXY f (0)
3!

y2 +
XY2 f (0)

3!
y2,

just observing that XY f (0)
2 − XY f (0)

2 + XY f (0)
2 + YX f (0)

2 = Yg(0); for the others
it must then be checked that (using fields for short):

i) YYX
2 − YXY

2 + YYX
6 + YXY

6 + XYY
6 = YYX

2 ;

ii) XXY
3 + XYX

3 + YXX
3 + XYX

2 − XXY
2 = XYX

2 + YXX
2 .

For i) we have:

YYX
6

+
YXY

6
+

XYY
6

=
YXY

2
⇐⇒ YYX + YXY + XYY = 3YXY

⇐⇒ YYX − YXY + XYY − YXY = 0

⇐⇒ Y(4T) + (−4T)Y = 4YT − 4YT = 0;

for ii) we have:

2XXY + 2XYX + 2YXX + 3XYX − 3XXY = 3XYX + 3YXX

⇐⇒ −XXY + 2XYX − YXX = 0

⇐⇒ XYX − XXY + XYX − YXX = 0

⇐⇒ X(4T) + (−4T)X = 4XT − 4XT = 0.
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In conclusion, previous checks, together with the obvious

TP3
f ,0(x, y, z) = P1

T f ,0(x, y, z),

give basis for induction. Similarly too YP3
f ,0(x, y, z) = P2

Y f ,0(x, y, z) holds. □

3.2 Whitney’s extension theorem

In order to prove Whitney’s theorem we need some preliminary notation.

Definition 3.2.1 (Symmetrized m-jet). Let F ⊆ H1, m ∈ N, α = (n1, n2, n3)

with n1, n2, n3 ∈ N and d(α) = n1 + n2 + 2n3. An m-jet on F is a collection
JF = { f α}0⩽d(α)⩽m of functions fα : F → R. An m-jet is of class Cm(F) if
fα ∈ Cm−d(α)(F) for all α and 0 ≤ d(α) ≤ m. Finally, if f ∈ Cm(F), a symmetrized
m-jet is the collection JF

H, f = {∂α f }0⩽d(α)⩽m.

Definition 3.2.2 (Taylor polynomial of an m-jet). Let F ⊆ H1, m ∈ N and
JF = { f α}0⩽d(α)⩽m an m-jet on F. Set

Pm
JF,c(p) = ∑

0⩽d(α)⩽m

f α(c)
α!

(c−1p)
α
,

for all c ∈ F, p ∈ H1. We say that Pm
JF, f is the Taylor polynomial associated to the

m-jet JF. Analogous definition for the Taylor polynomial Pm
JF
H, f ,c

associated to the m-jet

JF
H, f = {∂α f }0⩽d(α)⩽m of a given function f ∈ Cm(F).

We now give a sketch of the proof of Whitney’s extension theorem in H1,
referring to [64] for the general proof in the case of step two Carnot groups.

Theorem 3.2.1 (Whitney’s extension theorem). Let F ⊆ H1 be closed, f : F → R

and m ∈ N. Then the following facts are equivalent:

1) there exists JF = { f α}0⩽d(α)⩽m m-jet on F such that:

i) f (p) = f α(p) for each p ∈ F, α = (0, 0, 0);

ii) for each c ∈ F and for each compact K ⊆ F, the condition

f α(p)− ∂αPm
JF,c(p) = o

(
(d(p, c))m−d(α)

)
,

holds for all α, 0 ≤ d(α) ≤ m and uniformly for all p, c ∈ K.
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2) there exist f̄ : H1 → R, f̄ ∈ Cm
H (H1), such that the condition

∂α f̄ (p) = ∂α f (p),

holds for all p ∈ F and for all α with 0 ≤ d(α) ≤ m.

In particular, if f ∈ Cm(F), then 2) holds.

Proof. Clearly 2) =⇒ 1), indeed just assume JF = JF
H, f and Pm

JF,c = Pm
c, f , so the

thesis follows by properties of Taylor polynomial and the invariance of the
fields.
Also, if f ∈ Cm(F), obviously i) and ii) are true, and the thesis follows by 1)
=⇒ 2), that now we prove.
1) =⇒ 2). Let F ⊆ H1 be a closed set and, for all p = (x, y, z), let

∥p∥ =
(
(x2 + y2)

2
+ t2

)1/4
,

the Korányi-Cygan norm in H1, whose induced distance defined by d̄(p, q) =∥∥q−1p
∥∥, for each p, q ∈ H1, is equivalent to the Carnot-Carathéodory metric;

then, according to Lemma 2.2.1 of Chapter 2, let g ∈ C∞([0,+∞[) such that
g(t) = 1 for all t ≤ 1, g(t) = 0 for all t ≥ l, g decreasing, and let {σi}i∈I be
defined as σi(p) = g

(
d̄(p,pi)

αrpi

)
, with {pi}i∈I the maximal family of points in

H1 \ F as in Lemma, and finally, let {φi}i∈I be the partition of unity, with
rp = d̄(p, F). Because the fields X and Y are homogeneous of degree 1, and
T is homogeneous of degree 2, then ∂α, with 0 ≤ d(α) ≤ m, is homogeneous
of degree d(α): being p 7→ ∥p∥ a function of class C∞(R3\ {(0, 0, 0)}) ⊆
Cm

H (H1\ {(0, 0, 0)}), and homogeneous in H1 of degree 1, it follows that
p 7→ ∂α (∥p∥) is homogeneous of degree 1− d(α), and standard considerations
guarantee that there exists a constant C(α) such that |∂φi(p)| ⩽ C(α)

rd(α)
p

, for all

p ∈ H1 \ F and for all α such that 0 ≤ d(α) ≤ m.

So let i) and ii) be true, and define

f̄ (p) =

 f (p) i f p ∈ F

∑
i∈I

φi(p)Pm
JF,ci

(p) i f p ∈ H1 \ F ,

with ci ∈ F such that d(pi, ci) = d(pi, F) for all i ∈ I; to achieve the thesis it
suffices to verify that:
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(F) for all c ∈ F, for all polynomial Pm
JF,c and for all compact set K ⊆ H1, the

condition

∂α f̄ (p)− ∂αPm
JF,c(p) = o

((
d(p, c)m−d(α)

))
,

holds for all α such that 0 ≤ d(α) ≤ m and uniformly for p, c ∈ K.

Note that also the following condition trivially holds because f̄ ∈ C∞(R3 \ F):

(H1 \ F) for all c ∈ H1 \ F, for all polynomial Pm
JF
H, f̄ ,c

and for all compact set

K ⊆ H1 \ F, the condition

∂α f̄ (p)− ∂αPm
JF
H, f̄ ,c(p) = o

((
d(p, c)m−d(α)

))
,

holds for all α such that 0 ≤ d(α) ≤ m and uniformly for p, c ∈ K.

So, if (F) holds, it is

∂α f̄ (p)− f α(p) =
(

∂α f̄ (p)− ∂αPm
JF,c(p)

)
+
(

∂αPm
JF,c(p)− f α(p)

)
= o

((
d(p, c)m−d(α)

))
,

for all α such that 0 ≤ d(α) ≤ m and uniformly in K: in particular f̄ (p) = f (p)
and 2) is proved.

So let us verify (F). Let p ∈ H1: if p ∈ F, p → c, uniformly for p, c ∈ K, the
condition (F) follows from i) and ii). Let p ∈ H1 \ F: let us verify condition
(F) for α = 0, i.e. f̄ (p) − Pm

JF,c(p) = o ((d(p, c)m)). To this aim, note that

f̄ (p)− Pm
JF,c(p) = ∑

i∈I
φi(p)

(
Pm

JF,ci
(p)− Pm

JF,c(p)
)

: let verify that, for a given

q ∈ F, then ∂αPm
JF,q(p)− ∂αPm

JF,c(p) = o
(
(d(p, c) + d(c, q))m−d(α)

)
. Indeed, if

h(p) = Pm
JF,q(p) − Pm

JF,c(p), for all p ∈ H1 and q, c ∈ F so, writing h(p) =

∑
0⩽d(α)⩽m

∂αh(c)
α! (c−1p)α we have

∂αh(x) = ∂α
(

Pm
JF,q(p)− Pm

JF,c(p)
)∣∣∣

p=c

= ∂αPm
JF,q(c)− f α(c)

= o
(

d(p, c)m−d(α)
)

,
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and then,

∣∣∣Pm
JF,q(p)− Pm

JF,c(p)
∣∣∣ =

∣∣∣∣∣∣ ∑
0⩽d(α)⩽m

∂αh(c)
α!

(c−1p)
α

∣∣∣∣∣∣
≤ ∑

0⩽d(α)⩽m
o(1)

d(c, q)
α!

m−d(α)∣∣∣c−1p
∣∣∣d(α)

⩽ o(1) ∑
0⩽d(α)⩽m

m!
α!

d(c, q)m−d(α)d(p, c)d(α)

⩽ o(1) ∑
0⩽|α|⩽m

m!
α!

d(c, q)m−|α|d(p, c)|α|

⩽ o(1)
(
(d(p, c) + d(c, q))m) ,

i.e., Pm
JF,q(p)− Pm

JF,c(p) = o
(
(d(p, c) + d(c, q))m); the general case follows from

Proposition 3.1.5. By Lemma 2.2.1 of Chapter 2, there exists an absolute
constant C̄ such that d(q, c) ≤ C̄d(p, c), so we obtain, for α = 0, the required
condition f̄ (p)− Pm

JF,c(p) = o ((d(p, c)m)).

Let now d(α) = 1: then we have ∂α f̄ (p)− ∂αPm
JF,c(p) = o

(
d(p, c)m−1

)
; indeed

∂α f̄ (p) = ∑
i∈I

φi(p)∂αPm
JF,ci

(p) + ∑
i∈I

∂α φi(p)Pm
JF,ci

(p),

so that

∂α f̄ (p)− ∂αPm
JF,c(p) = ∑

i∈I
φi(p)

(
∂αPm

JF,ci
(p)− ∂αPm

JF,c(p)
)

+ ∑
i∈I

∂α φi(p)
(

Pm
JF,ci

(p)− Pm
JF,q(p)

)
= o

(
d(p, c)m−1

)
.

Analogous considerations hold for 2 ≤ d(α) ≤ m, completing the proof. □
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Appendix A

First insights into Menger convexity

A.1 Betweenness in metric spaces

Convexity is a concept usually developed in linear spaces. However since
the seventies of the 20th century, convexity is also study in metric spaces in
general. It is a well known fact that the theory of convex sets in linear spaces
uses the concept of convex function, which is very useful in applications.
In the literature, therefore, there are many generalizations of the notion of
convex sets, which want to generalize what happens in linear spaces if we
consider for example spaces without an algebraic structure such the distance
spaces and in particular the metric spaces. Then it is natural to expect that the
analogue of linear convexity for a set allow us to define also an analogue of
convex function in a more general framework.

We present various types of convexity of a space according to different ideas.
Let us start clarifying few necessary definitions and try to keep them as general
as possible.

Definition A.1.1 (Betweenness). Let (X, ρ) be a distance space. If x, y, z ∈ X are
three pairwise distinct points, z lies between x and y if we have

ρ(x, y) = ρ(x, z) + ρ(z, y).

This relation usually is called "betweenness relation" and can also be represented for
convenience by writing xzy.

The notion of betweenness was introduced by K. Menger in the context of
distance geometry [16], where distance is the only primitive notion and all
others relations are defined explicitly in terms of distance [65].
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In the general context of distance spaces the betweenness relation is symmetric,
in the sense that if z lies between x and y, then z lies between y and x, as
specified by the next proposition together with another property.

Proposition A.1.1. Let (X, ρ) be a distance space. Then the relation of betweenness
has the following properties:

1) if xzy, then yzx for all x, y, z ∈ X;

2) if xzy, then neither xyz nor zxy for all x, y, z ∈ X;

Proof.

1) Assuming xzy holds, by definition

ρ(x, y) = ρ(x, z) + ρ(z, y)

holds, and by symmetry of distance we have

ρ(y, x) = ρ(z, x) + ρ(y, z),

that is yzx;

2) Assuming xzy holds, by definition

ρ(x, y) = ρ(x, z) + ρ(z, y)

and x ̸= z ̸= y hold; by xyz we have also

ρ(x, z) = ρ(x, y) + ρ(y, z)

and x ̸= y ̸= z, so addition of these two equalities gives ρ(z, y) = 0, which
contradicts z ̸= y. Similarly also zxy cannot holds. □ Instead the following
proposition expresses a transitivity property for betweenness relation but
valid in the specific case of metric spaces.

Proposition A.1.2. Let (X, d) be a metric space. Then we have the following
equivalence:

xzy and xyt

⇕

xzt and zxy
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for all x, y, z, t ∈ X.

Proof. Assuming xzy and xyt hold, because each triple consists of pairwise
distinct points, the points x, z, y, t are pairwise distinct except for, perhaps
the pair z, t. But it is z ̸= t, for in the contrary case xzy and xyz both hold
contradicting property 2) of proposition A.1.1. Then by definition we have

d(x, z) + d(z, y) = d(x, y),

and
d(x, y) + d(y, t) = d(x, t),

so by addition and triangular inequality

d(x, z) + d(z, y) + d(y, t) = d(x, t)

≤ d(x, z) + d(z, t)

holds, that together with triangular inequality applied to points z, y, t shows
that

d(z, y) + d(y, t) = d(z, t).

This last result substituted above gives

d(x, z) + d(z, t) = d(x, t),

and since each two points are distinct, finally we have xzt and zyt. The
converse can be proved in similar manner. □

Remark A.1.1. We note that the notion of betweenness relation of definition
A.1.1 has been introduced for general distance spaces involving three pairwise
distinct points x, y, z which must verify a type triangular equality, in the sense
of the triangular inequality valid in the specific case of metric spaces. The
notion of betweenness therefore does not a priori require the existence of
some inequality relating to the points of space but can be introduced in a very
general context.

A.1.1 Metric segments and convex sets

Another notion of fundamental importance in the study of metric convexity,
namely that of "metric segment" is now presented.



104 Appendix A. First insights into Menger convexity

Definition A.1.2 (Metric segment). Let (X, ρ) be a distance space. If x, y ∈ X the
metric segment (or briefly the ρ-segment) connecting x and y is the set

[x, y]ρ = {z ∈ X : ρ(x, z) + ρ(z, y) = ρ(x, y)} .

Remark A.1.2. We note that in the definition A.1.2 of metric segment the
notion of betweenness relation of definition A.1.1 can be used, in the sense
that if x, y ∈ X are two distinct points one can define the metric segment
connecting x and y as the set [x, y]ρ = {z ∈ X : xzy}, where z will be different
from x and y because if xzy holds then x, y, z are three pairwise distinct points.
However in this way the metric segment never contains extreme points x and
y. Instead by definition A.1.2 always we have {x, y} ⊆ [x, y]ρ.

In arbitrary distance space it may happen that a metric segment of fixed
extremes is of little significance, in the sense that it can contain a few points, or
on the contrary, it can contain many points, this fact depending on the specific
space. Let us note that even is the inclusion {x, y} ⊆ [x, y]ρ is always true
and there exist distance spaces (X, ρ) in which [x, y]ρ\ {x, y} ̸= ∅ holds for
all pairs of points x, y, also there exist spaces corresponding even to a more
extreme situation: there is no ρ-segment such that [x, y]ρ\ {x, y} ̸= ∅.

Example A.1.1. Consider the distance space (R, ρ) of Example 1.1.6. Fixed x, y ∈ R,
the condition ρ(x, z)+ ρ(z, y) = ρ(x, y) for z ∈ R becomes the equation (x − y)2 =

(x − z)2 + (z − y)2, which by explicit resolution gives only the two points z = x,
z = y. So in this space a ρ-segment [x, y]ρ only contains its endpoints, i.e. we have
[x, y]ρ = {x, y}.

Example A.1.2. Consider the distance space (R, d) with d Euclidean metric. Fixed
x, y ∈ R, the condition ρ(x, z) + ρ(z, y) = ρ(x, y) for z ∈ R becomes the equation
|x − y|2 = |x − z|2 + |z − y|2, which by explicit resolution gives z ∈ [x, y]. So, for
all x, y in this space, we have that [x, y]d = [x, y].

Example A.1.3. Consider the distance space (R2, ρ) of Example 1.1.8 for n = 2.
We have ρ(x, y) = (x1 − y1)

2 + (x2 − y2)
2 for x = (x1, x2), y = (y1, y2) ∈ R2,

and it is easy to check that there exist points x, y ∈ R2 such that the condition
ρ(x, z) + ρ(z, y) = ρ(x, y) occurs for points z = (z1, z2) /∈ {x, y}. In fact, by
direct calculation, this condition is equivalent to (z1 − x1+y1

2 )2 + (z2 − x2+y2
2 )2 =

(x1+y1)
2

4 + (x2+y2)
2

4 − (x1y1 + x2y2); choosing x ̸= y with y = (0, 0), then we
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obtain in the cartesian plane z1 − z2 a circumference, centered in ( x1
2 , x2

2 ) and with

radius
√

x2
1+x2

2
2 .

Obviously an important question is to establish how an idea of convexity in
the metric sense corresponds to the standard definition of convexity in the
usual sense. The most appropriate field for establishing these relationships
is therefore certainly that of normed spaces. If (V, ∥·∥) is a normed space,
the metric on V is defined in the classical way as d(x, y) = ∥x − y∥ for all
x, y ∈ V, and two different notions of convexity can be in parallel introduced
using two different definitions of segment, i.e. the definition A.1.2 of metric
segment and that classic of line segment: if x, y ∈ V then the line segment
joining x and y is the set

[x, y] = {(1 − λ)x + λy : 0 ⩽ λ ⩽ 1} .

Several immediate consequences can be derived from the two definitions of
segment given above, first of all that expressed by the following proposition.

Proposition A.1.3. Let (V, ∥·∥) a normed space equipped with the standard metric
defined as d(x, y) = ∥x − y∥ for all x, y ∈ V. Then it is [x, y] ⊆ [x, y]d for all
x, y ∈ V.

Proof. Fixed x, y ∈ V, let z ∈ [x, y] be, so that by definition of [x, y] we have

z = (1 − λ)x + λy

for some λ with 0 ⩽ λ ⩽ 1. Then we have

d(x, z) = ∥x − z∥
= ∥x − ((1 − λ)x + λy)∥
= ∥λ(x − y)∥
= |λ| ∥x − y∥
= λd(x, y),
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and

d(z, y) = ∥z − y∥
= ∥(1 − λ)x + λy − y)∥
= ∥(1 − λ)(x − y)∥
= |1 − λ| ∥x − y∥
= (1 − λ)d(x, y),

so that d(x, z) + d(z, y) = d(x, y) holds. Finally by definition of [x, y]d we
conclude that z ∈ [x, y]d. □

About the notion of algebraic convexity for the subsets of a normed space
(V, ∥·∥), in the case of the algebraic convexity, according to the classical
definition a subset A ⊆ V is said be convex (or linearly convex) if for all
x, y ∈ A the segment [x, y] is contained in A. Generalizing in the case of a
distance space it is possible to give in a natural way the following definition
of "metrically convex" set.

Definition A.1.3 (Metric convexity). Let (X, ρ) be a distance space. A subset
A ⊆ X is metrically convex (or ρ-convex) if [x, y]ρ ⊆ A for all x, y ∈ A.

The empty set is ρ-convex and also V is ρ-convex. There is another description
of ρ-convexity, namely: the subset A ⊆ X is ρ-convex if, for any three points
x, y ∈ A, z ∈ V the equality ρ(x, y) = ρ(x, z) + ρ(z, y) implies that z ∈ A.
Obviously, this definition of ρ-convexity is equivalent to the preceding one.

In the case of normed space (V, ∥·∥) by Proposition A.1.3 it is immediate to
verify that if C(V) and Cd(V) denote the families of, respectively, convex and
d-convex subsets of V then Cd(V) ⊆ C(V).

Remark A.1.3. Definitions imply that each d-convex set in a normed spaces
is also convex, but the converse is not true in general. Furthermore, a linear
segment is a linear convex set, but again the converse can not be true.

Example A.1.4. Consider the normed space (R2, ∥·∥) with the norm defined as
∥x∥ = max {|x1| , |x2|} for all x = (x1, x2) ∈ R2. The unit ball B in this space is
a square described by the inequalities |x1| ⩽ 1, |x2| ⩽ 1, and it is linearly convex,
but not d-convex. Indeed, the points a = (1, 1) and b = (−1, 1) belong to unit
ball, but not the point c = (0, 2). At the same time we have d(a, b) = 2 and
d(a, c) = d(c, b) = 1, i.e. c ∈ [a, b]d.
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Example A.1.5. Let us recall that a convex set A ⊆ Rn is called a convex body if it
is closed and has interior points. Now consider the normed space (R3, ∥·∥) with the
norm defined as ∥x∥ = max {|x1| , |x2| , |x3|} for all x = (x1, x2, x3) ∈ R3. The
unit ball B in this space is a cube described by the inequalities |x1| ⩽ 1, |x2| ⩽ 1 and
|x3| ⩽ 1. We note that the only d-convex body in this space is given by R3 itself.
Since each body contains a subset which is homothetic to the unit ball B, it suffices
to show that a d-convex set A containing B is necessarily equal to R3. Thus assume
that a d-convex set A contains B, and set

ak =

{
(k, 1, 0) f or k even

(k, 0, 1) f or k odd

and

bk =

{
(k,−1, 0) f or k even

(k, 0,−1) f or k odd.

Then it is easy to show that d(ak, bk) = 2 and d(ak, ak+1) = d(ak, bk+1) =

d(bk, ak+1) = d(bk, bk+1) = 1, and therefore ak+1, bk+1 ∈ [ak, bk]d. Since
a1, b1 ∈ B ⊆ A and A is d-convex, the points ak, bk belong to A. Furthermore,
since any d-convex set is linearly convex, this implies that the positive x1-semi axis
is contained in A. Reasoning in the same way for other semi axis we have that
every coordinate axis is contained in A, thus, by convexity arguments, A = R3.
Furthermore, if for a, b ∈ R3 the vector a − b is not parallel to a spatial diagonal
of the cube B, then the d-segment [a, b]d has interior points, i.e., it is a body. Since
such a body is bounded, it cannot coincide with R3, hence in R3 there are d-segments
which are not d-convex.

A.2 Menger and Takahashi’s convexity

In this section we recall another definition of metric convexity, adopted by K.
Menger in his main work [16].

Definition A.2.1 (Menger’s convexity). Let (X, d) be a metric space. A subset
A ⊆ X is metrically convex in the sense of Menger if and only if it contains for each
pairs of its distinct points at least one between-point, i.e. for all x, y ∈ A with x ̸= y
then there exists z ∈ A such that xzy holds.

It should be noted that this original definition of Menger concerning metric
convexity for the sets in general metric spaces when applied to a normed
space (V, ∥·∥) imply weaker notions than definition A.1.3. For instance one



108 Appendix A. First insights into Menger convexity

can derives that a set A ⊆ V is metrically convex in the sense of Menger if
([x, y]d\{x, y}) ∩ A ̸= ∅ holds for every pair of distinct points x, y ∈ A.

Still according to Menger, in a metric space also the definition of segment is
given in a more general way using the notion of congruence. For two metric
spaces (X1, d1) and (X2, d2), if x1, y1 ∈ X1 and x2, y2 ∈ X2, then x1, y1 are
congruent to x2, y2 if and only if d1(x1, y1) = d2(x2, y2). For the sets, if A and
B are subsets of the same or different metric spaces, then they are congruent
if and only if there exists a mapping f of A onto B such that each point-pair
of A is mapped onto a congruent point-pair of B, i.e., A and B are congruent
if and only if f is an isometric map of A onto B. Then obviously a such f is
biuniform, in the sense that for x, y ∈ A we have d1(x, y) = d2( f (x), f (y)) and
so f (x) = f (y) if and only if x = y. Furthermore f is a symmetric, reflexive
and transitive relation and it is easily to see that it is a continuous map, hence
if two subsets of metric spaces are congruent they are also homeomorphic.

Using this notion of congruence, the next definition therefore can introduce
the segments in a metric space according to Menger.

Definition A.2.2 (Menger’s segment). Let (X, d) be a metric space. If S ⊆ X and
x, y ∈ S, then S is a segment in the sense of Menger with end-points x, y if and only
if it is congruent with a line segment of length d(x, y) of the Euclidean metric space
R.

Remark A.2.1. It should be noted that, more explicitly, the definition A.2.2
requires the existence of an isometry f : [0, d(x, y)] → S with f (0) = x and
f (d(x, y)) = y.

Menger, a pioneer in the axiomatic study of distance spaces, starting from
above definitions was the first to discover and to prove the following remark-
able fact: each two points of a closed and convex subset of a compact metric
space are joined by a metric segment belonging to the subset, and using the
transfinite induction he extended this same result also for complete metric
space. Here we want show an elegant proof based on the classical Caristi’s
fixed point theorem [66] that we recall:

Theorem A.2.1 (Caristi’s theorem). Let (X, d) be a complete metric space and
let ϕ : X → R be a lower semicontinuous. function which is bounded below. If
T : X → X is an arbitrary mapping which satisfies the condition

d(x, T(x)) ⩽ φ(x)− φ(T(x))
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for all x ∈ X, then T has a fixed point.

This proof of Menger’s theorem the is basically the same as the original except
for the proof of the following lemmas which utilize Caristi’s theorem instead
of a lengthy transfinite induction.

Lemma A.2.1. Let (X, d) be a complete metric space, x, y ∈ X with x ̸= y, λ such
that 0 < λ < d(x, y) and S = S(x, y, λ) = {z ∈ [x, y]d : d(x, z) ⩽ λ} ∪ {x}.
Then there exists a point zλ ∈ X such that

i) zλ ∈ S(x, y, λ);

ii) u ∈ [x, y]d and xzλy imply d(x, u) > λ.

Proof. If there exists z′ ∈ S with d(x, z′) < λ such that xz′y implies u /∈ S, we
take zλ = z′. If for each z ∈ S with d(x, z) < λ there exists yz such that xzyz

holds, we define the map G : S → S by taking G(z) = yz if d(x, z) < λ and
G(z) = z otherwise. Now define ϕ : S → R+ by taking ϕ(z) = λ − d(x, z).
Then clearly ϕ is continuous and for z ∈ S we have

d(z, G(z)) = d(x, G(z))− d(x, z)

= λ − d(x, z)− (λ − d(x, G(z)))

= φ(z)− φ(G(z)).

Since S is closed, hence complete, by Caristi’s theorem A.2.1 we have G(z′) =
z′ for some point z′ ∈ S. This implies d(x, z′) = λ and so z′ = zλ satisfies
conditions i) and ii). □

Lemma A.2.2. Let (X, d) be a complete and convex metric space in the sense of
Menger, x, y ∈ X with x ̸= y and λ such that 0 < λ < d(x, y). Then there exists
z′ ∈ X such that xz′y and d(x, z′) = λ.

Proof. By Lemma A.2.1 there exists a point zλ ∈ X such that zλ ∈ S(x, y, λ)

and if u ∈ [x, y]d, xzλy then d(x, u) > λ. Let λ′ = d(x, y)− λ and again apply
Lemma A.2.1 to obtain yλ′ ∈ X such that yλ′ ∈ S(y, zλ, λ′) and u ∈ [y, zλ]d,
yyλ′u imply d(y, u) > λ′. If zλ = yλ′ , then, since d(x, y) = d(x, zλ) + d(zλ, y),
it follows that d(x, zλ) = λ. If zλ ̸= yλ′ , since X is convex in the sense of
Menger, there exists w ∈ X such that zλwyλ′ . By assumption the relations xzλy,
zλyλ′y and zλwyλ′ hold. It follows by Proposition A.1.2 that xwy, xzλw, ywzλ

and yyλ′w also hold. Now xwy and xzλw imply d(x, w) > λ, while ywzλ and
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yyλ′w imply d(y, w) > λ. Therefore we obtain d(x, y) = d(x, w) + d(w, y) >
λ + λ′ = d(x, y), a contradiction. □

Now we can give the proof of Menger’s theorem in the following form.

Theorem A.2.2 (Menger’s theorem). Let (X, d) be a complete and convex in the
sense of Menger metric space. Then any two distinct points x, y ∈ X are joined by
a segment in the sense of Menger, i.e. there exists an isometry f : [0, d(x, y)] → X
with f (0) = x and f (d(x, y)) = y.

Proof. Let x0, x1 ∈ X with x0 ̸= x1. By Lemma A.2.2 there exists the "midpoint"
of the pair (x0, x1), i.e. the point x1/2 ∈ X such that d(x0, x1/2) = d(x1/2, x1) =
1
2 d(x0, x1). Let l = d(x0, x1) and define the mapping F by taking

F(0) = x0, F(
l
2
) = x1/2, F(l) = x1.

Applying the Lemma A.2.2 again there exist points x1/4, x3/4 which are re-
spective midpoints of the pairs (x0, x1/2) and (x1/2, x1). Setting

F(
l
4
) = x1/4, F(

3l
4
) = x3/4,

by Proposition A.1.2 we have that F is an isometry on the set
{

0, l
4 , l

2 , 3l
4 , l
}

.
By induction we obtain the set of points

{
xp/2n

}
⊆ X with 1 ≤ p ≤ 2n − 1,

n = 1, 2 . . ., and taking F( pl
2n ) = xl/2n the mapping F is an isometry. Since the

set
{

pl
2n

}
is a dense subset of [0, l] and since X is complete, it is possible to

obtain an isometry f : [0, d(x0, x1)] → X extending F in the obvious way to
the entire interval [0, l], so we have a segment in the sense of Menger in X
joining the points x0 and x1, completing the proof. □

Now we show another idea of convexity in a metric space, introduced by
Takahashi [67]. This type of convexity is described in an abstract form and in a
sense is a natural generalization of convexity in normed spaces and Euclidean
spaces in particular.

Definition A.2.3 (Takahashi’s convex structure). Let (X, d) be a metric space
and I = [0, 1]. A continuous function W : X × X × I ∈ X is said to be a convex
structure on X if for each x, y ∈ X and all t ∈ I, then the condition

d(u, W(x, y, t)) ⩽ (1 − t)d(u, x) + td(u, y) (A.1)
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holds for all u ∈ X.

A metric space (X, d) with a convex structure W is called a convex metric
space in the sense of Takahashi, and is denoted by (X, W, d). A subset K of X
is called convex if W(x, y; t) ∈ K whenever x, y ∈ C and t ∈ I.

What makes Takahashi’s notion of convexity solid is the invariance under
taking intersections and convexity of closed balls. We have the following easy
propositions.

Proposition A.2.1. Let (X, W, d) be a Takahashi’s convex metric space. Then the
intersection of an arbitrary family of Takahashi’s convex subsets of X is a Takahashi’s
convex subset of X.

Proposition A.2.2. Let (X, W, d) be a Takahashi’s convex metric space. Then open
balls B(x, r) and the closed balls B̄(x, r) in X are Takahashi’s convex subset of X.

Proof. For y, z ∈ B(x, r) and t ∈ I, there exists W(y, z, y) ∈ X. Since X is a
Takahashi’s convex metric space, d(x, W(y, z, t) ≤ td(x, y) + (1 − t)d(x, z) <
tr + (1 − t)r = r. Therefore W(y, z, t) ∈ B(x, r). Similarly, B̄(x, r) is a Taka-
hashi’s convex subset of X.

Proposition A.2.3. Let (X, W, d) be a Takahashi’s convex metric space. Then for
x, y ∈ X and t ∈ I, it is

d(x, y) = d(x, W(x, y, t)) + d(W(x, y, t), y).

Proof. Since X is a Takahashi’s convex metric space, we obtain

d(x, y) ≤ d(x, W(x, y, t)) + d(W(x, y, t), y)

≤ td(x, x) + (1 − t)d(x, y) + td(x, y) + (1 − t)d(y, y)

= td(x, y) + (1 − t)d(x, y) = d(x, y)

for x, y ∈ X and t ∈ I. Therefore, d(x, y) = d(x, W(x, y, t)) + d(W(x, y, t), y)
for x, y ∈ X and t ∈ I.

Proposition A.2.4. Let (X, W, d) be a Takahashi’s convex metric space. Then for any
x, y ∈ X and any t ∈ I we have d(x, W(x, y, t)) = td(x, y) and d(y, W(x, y, t)) =
(1 − t)d(x, y).
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Proof. For simplicity, let a, b and c stand for d(x, W(x, y, t)), d(y, W(x, y, t))
and d(x, y) respectively. By (A.1) we get a ≤ tc and b ≤ (1− t)c. But c ≤ a + b
by the triangle inequality, so c ≤ a + b ≤ (1 − t)c + tc = c. This means
a + b = c. If a < tc then we would have a + b < c which is a contradiction,
therefore, we must have a = tc and consequently b = (1 − t)c.

The necessity for the condition (A.1) on W to be a convex structure on a metric
space (X, d) is natural. To see this, assume that (X, ∥·∥) is a normed space.
Then the mapping W : X × X × I → X given by

W(x, y, t) = (1 − t)x + ty, x, y ∈ X, t ∈ I, (A.2)

defines a convex structure on X. Indeed, if d is the metric induced by the
norm, then we have

d(u, W(x, y, t)) = ∥u − ((1 − t)x + ty∥
≤ (1 − t) ∥u − x∥+ t ∥u − y∥
= (1 − t)d(u, x) + td(u, y),

for all u ∈ X, t ∈ I. The picture gets clearer in the linear space R2 with
the Euclidean metric and the convex structure given by (A.2). In this case,
given two points x, y ∈ R2 and a t ∈ I, z = W(x, y, t) is a point that lies
on the line segment joining x and y. Moreover, Proposition A.2.4 implies
that if d(x, y) = L then d(x, z) = tL and d(z, y) = (1 − t)L and we arrive at
an interesting exercise of elementary trigonometry to show that d(u, z) ≤
(1 − t)d(u, x) + td(u, y) for any point u in the plane, that which can be solved
applying the Pythagorean theorem to suitable right triangles and using the
triangular inequality d(x, y) ≤ d(x, u) + d(u, y).

We conclude this section by noting that also another definition of convex
metric space can be given, according to R. R. Khalil, which is not abstract
like that of Takahashi and that does not involve metric segments like that of
Menger, but the intersection of closed balls [68].

Definition A.2.4 (Khalil’s convexity). Let (X, d) be a metric space. A subset
A ⊆ X is metrically convex in the sense of Khalil if and only if for each pairs of its
distinct points x, y ∈ X, the condition

B̄(x, λ) ∩ B̄(y, r − λ) ̸= ∅, r = d(x, y), λ ∈ [0, r]
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holds.

It is important to underline that there are some equivalences between the
three different ideas of convexity that have been introduced, as the following
propositions show. Indeed, the convexity of Menger and that of Khalil are
equivalent in complete metric spaces, but in general only Khalil’convexity
implies Menger’convexity [69]; on the other hand, Takahashi’s convexity
always implies Khalil’s convexity.

Proposition A.2.5. Let (X, d) be a metric space. If X is convex in the sense of Khalil,
then X is convex in the sense of Menger.

Proof. Let x, y ∈ X, x ̸= y and r = d(x, y). By Definition A.2.4 there exists
z ∈ X such that z ∈ B̄(x, λ) ∩ B̄(y, r − λ) for any λ ∈ [0, r]. Then we have
d(x, z) ≤ λ, d(z, y) ≤ r − λ and, by triangular inequality,

d(x, y) ≤ d(x, z) + d(z, y)

≤ λ + r − r

≤ λ

≤ d(x, y);

we obtain d(x, z) + d(z, y) = d(x, y), i.e. z ∈ [x, y]d. Assuming λ > 0, if
z = x, we have d(x, y) ≤ r − λ ≤ d(x, y)− λ, that is a contradiction; assuming
λ < d(x, y), if z = y, we have d(x, y) ≤ λ, a contradiction again. Finally, by
Definition A.2.1, X is convex in the sense of Menger, indeed we have z ̸= x, y
such that z ∈ [x, y]d. □

Proposition A.2.6. Let (X, d) be a complete metric space. If X is convex in the sense
of Menger, then X is convex in the sense of Khalil.

Proof. Let x, y ∈ X, x ̸= y, r = d(x, y) and λ ∈ [0, r]. By Theorem A.2.2, x and
y are joined by a segment in the sense of Menger, i.e. there exists an isometry
f : [0, d(x, y)] → X with f (0) = x and f (d(x, y)) = y. This means that for
any t ∈ [0, 1], there exists a point z ∈ X such that d(x, z) = td(x, y) and
d(z, y) = (1 − t)d(x, y), so assuming t = λ

r , we have d(x, z) = td(x, y) = tr =
λ and d(z, y) = (1 − t)d(x, y) = (1 − t)r = r − λ, i.e. z ∈ B̄(x, r) ∩ B̄(y, λ − r),
concluding that X is convex in the sense of Khalil. □

Proposition A.2.7. Let (X, d) be a metric space. If X is convex in the sense of
Takahashi, then X is convex in the sense of Menger.
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Proof. Let x, y ∈ X and t ∈ I = [0, 1]. Considering z = W(x, y, t), by
Proposition A.2.4 we have d(x, z) = d(x, W(x, y, t)) = td(x, y) and d(z, y) =
d(y, W(x, y, t)) = (1 − t)d(x, y), so that d(x, z) + d(z, y) = d(x, y), i.e. z ∈
[x, y]d; assuming t ̸= 0, 1 then we have z ̸= x, y, so X is convex in the sense of
Menger. □

Finally we observe that it is not known whether convexity in the sense of
Menger or Khalil implies convexity in the sense of Takahashi, under suitable
hypothesis.

A.3 Convex function

A very interesting possible definition of convex function in a metric sense
can be given in relation to the notion of d-convex set [70]. For these convex
functions, defined in a general metric space, it is then immediate to develop
some of the typical properties of convex functions in the ordinary sense, i.e.
in the context of normed spaces [71].

Definition A.3.1 (d-convex function). Let (X, d) be a metric space. A function
f : X → R is said to be d-convex if for any points x, y, z ∈ X, with x ̸= y and
z ∈ [x, y]d, the inequality

f (z) ⩽
d(z, y)
d(x, y)

f (x) +
d(x, z)
d(x, y)

f (y) (A.3)

holds.

The naturalness of definition (A.3.1) is justified by the next results. Let us first
recall that a normed space (V, ∥·∥) is said to be strictly convex is said to be
strictly convex (or rotund) if the mid-point of any line segment joining two
different points on the unit sphere S of V does not lie on it, i.e., the implication
holds ∥x∥ = 1, ∥y∥ = 1, x ̸= y =⇒

∥∥∥ x+y
2

∥∥∥ < 1, holds. The notation of
strict convexity can be described in various equivalent ways according to the
following result, .

Theorem A.3.1. Let (V, ∥·∥) be a normed space. Then the following properties are
equivalent:

a) V is strictly convex;
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b) If x, y ∈ S and x ̸= y, then ∥λx + (1 − λ)y∥ < 1 for every λ ∈ (0, 1), i.e.
the unit sphere S does not contain any segment;

c) If x, y ∈ S and x ̸= y, then ∥λx + (1 − λ)y∥ < 1 for some λ ∈ (0, 1);

d) If for any x, y, z ∈ V, all different, ∥x − y∥ = ∥x − z∥+ ∥z − y∥ then there
exists λ ∈ (0, 1) such that z = λx + (1 − λ)y;

e) If ∥x + y∥ = ∥x∥+ ∥y∥ for all x ̸= 0, y ̸= 0 then x = cy, for some c > 0;

f ) If for x, y ∈ S, ∥x + y∥ = ∥x∥+ ∥y∥ then x = y;

g) The function h : V →]0,+∞[ , defined by h(x) = ∥x∥2 is strictly convex.

Proof. a) =⇒ b) Take x, y ∈ S and x ̸= y. For 0 < λ < 1
2 we have

z = λx + (1 − λ)y

= 2λ
x + y

2
+ (1 − 2λ)y

and then

∥z∥ ⩽2λ

∥∥∥∥x + y
2

∥∥∥∥+ (1 − 2λ) ∥y∥

< 2λ + (1 − 2λ)

= 1.

When 0 < λ < 1
2 we have

∥z∥ ⩽ (2λ − 1) ∥x∥+ (2 − 2λ)

∥∥∥∥x + y
2

∥∥∥∥
< 2λ − 1 + 2 − 2λ

= 1.

Hence for all λ ∈ (0, 1) we obtain ∥λx + (1 − λ)y∥ < 1;

b) =⇒ a) Just take λ = 1
2 ;

a) =⇒ c) Obvious;

c) =⇒ a) Take x, y ∈ S and x ̸= y. If 0 < λ0 < 1
2 , setting α =

1
2−λ0
1−λ0

then

x + y
2

= αx + (1 − α)(λ0x + (1 − λ0)y)
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and so ∥∥∥∥x + y
2

∥∥∥∥ ⩽ α ∥x∥+ (1 − α) ∥λ0x + (1 − λ0)y∥

< 1.

If 1
2 < λ0 < 1, setting β = 1

2λ0
, then

x + y
2

= β(λ0x + (1 − λ0)y) + (1 − β)y

an so ∥∥∥∥x + y
2

∥∥∥∥ = β ∥λ0x + (1 − λ0)y∥+ (1 − β) ∥y∥

< 1.

a) =⇒ d) Take x, y, z ∈ V, all different and such that ∥x − y∥ = ∥x − z∥ +
∥z − y∥. Then ∥x − z∥ ̸= 0, ∥z − y∥ ̸= 0 ans suppose that ∥x − z∥ ≤ ∥z − y∥.
We have

∥∥∥1
2

x−z
∥x−z∥ +

1
2

z−y
∥z−y∥

∥∥∥ =

=

∥∥∥∥1
2

x − z
∥x − z∥ +

1
2

z − y
∥z − y∥ − 1

2
z − y
∥x − z∥ +

1
2

z − y
∥x − z∥

∥∥∥∥
⩾

∥∥∥∥1
2

x − z
∥x − z∥ +

1
2

z − y
∥x − z∥

∥∥∥∥− ∥∥∥∥1
2

z − y
∥x − z∥ +

1
2

z − y
∥z − y∥

∥∥∥∥
⩾

∥∥∥∥1
2

x − z
∥x − z∥ +

1
2

z − y
∥x − z∥

∥∥∥∥− ∥∥∥∥1
2

z − y
∥x − z∥ +

1
2

z − y
∥z − y∥

∥∥∥∥
=

∥∥∥∥1
2

x − z + z − y
∥x − z∥

∥∥∥∥− ∥∥∥∥1
2
∥z − y∥ − ∥x − z∥
∥x − z∥ ∥z − y∥ (z − y)

∥∥∥∥
=

1
2
∥x − y∥ − ∥z − y∥+ ∥x − z∥

∥x − z∥

=
1
2
∥x − z∥+ ∥z − y∥ − ∥z − y∥+ ∥x − z∥

∥x − z∥
= 1.

Thus, in view of the assumption b), we have

x − z
∥x − z∥ =

z − y
∥z − y∥

or (
1

∥x − z∥ +
1

∥z − y∥

)
z =

1
∥x − z∥x +

1
∥z − y∥y.
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If we take λ = 1
∥x−z∥/

(
1

∥x−z∥ +
1

∥z−y∥

)
we get z = λx + (1 − λ)y) and d)

holds;

d) =⇒ a) Take x, y ∈ S, x ̸= y and assume
∥∥∥ x+y

2

∥∥∥ = 1. Thus ∥x − (−y)∥ =

∥x∥+ ∥−y∥ and then by d) applied for z = 0, there exists λ ∈ (0, 1) such that
λx + (1 − λ)(−y) = 0. Hence

0 = ∥λx + (1 − λ)(−y)∥
⩾ |λ| ∥x∥ − (1 − λ) ∥−y∥
= |2λ − 1|

gives λ = 1
2 and so 1

2 x + 1
2(−y) = 0 or x = y, which is a contradiction with

x ̸= y;

e) =⇒ b) Take x, y ∈ S and x ̸= y. The equality λx = c(1 − λ)y, c > 0,
0 < λ < 1 can not take place because if so then λ ∥x∥ = c(1 − λ) ∥y∥ and λ =

c(1 − λ)which means that x = y and we get a contradiction with assumption.
If λx ̸= c(1 − λ)y and V satisfies e), then

∥λx + (1 − λ)y∥ < ∥λx∥+ ∥(1 − λ)y∥
= λ ∥x∥+ (1 − λ) ∥y∥
= 1,

i.e. b) holds;

b) =⇒ e) Let V satisfy b), x ̸= 0, y ̸= 0, ∥x + y∥ = ∥x∥+ ∥y∥, but x ̸= cy for
any c > 0. Then x′ = x

∥x∥ , y′ = y
∥y∥ , satisfy x′ ̸= y′ and ∥x′∥ = ∥y′∥ = 1. So

we have ∥λx′ + (1 − λ)y′∥ < 1 for any λ ∈ (0, 1) and for λ = ∥x∥
∥x∥+∥y∥ we get

∥∥∥∥ ∥x∥
∥x∥+ ∥y∥x′ +

∥y∥
∥x∥+ ∥y∥y′

∥∥∥∥ =

∥∥∥∥ ∥x∥
∥x∥+ ∥y∥

x
∥x∥ +

∥y∥
∥x∥+ ∥y∥

y
∥y∥

∥∥∥∥
=

∥x + y∥
∥x∥+ ∥y∥

< 1,

so that ∥x + y∥ < ∥x∥+ ∥y∥, i.e. a contradiction;

a) =⇒ f) Assume that x, y ∈ S, x ̸= y, ∥x + y∥ = ∥x∥ + ∥y∥ and strict
convexity of V. Then

∥∥∥ x+y
2

∥∥∥ < 1 therefore ∥x + y∥ < 2 = ∥x∥+ ∥y∥, i.e. a
contradiction;
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f) =⇒ a) Take x, y ∈ S and x ̸= y. By f) we have ∥x + y∥ < ∥x∥+ ∥y∥ and
thus

∥∥∥ x+y
2

∥∥∥ < 1, i.e. V is strictly convex;

b) =⇒ g) Observe that h is a convex function. In fact

h(λx + (1 − λ)y) = ∥λx + (1 − λ)y∥2

⩽ (λ ∥x∥+ (1 − λ) ∥y∥)2

= λ2∥x∥2 + 2λ(1 − λ) ∥x∥ ∥y∥+ (1 − λ)2∥y∥2

⩽ λ2∥x∥2 + λ(1 − λ)
(
∥x∥2 + ∥y∥2

)
+ (1 − λ)2∥y∥2

= λ∥x∥2 + (1 − λ)∥y∥2

= λh(x) + (1 − λ)h(y).

Suppose now that h is not strictly convex, which means there exists λ0 ∈ (0, 1)
such that we have equality

h(λ0x + (1 − λ0)y) = λ0h(x) + (1 − λ0)h(y),

i.e.
∥λ0x + (1 − λ0)y∥2 = λ0∥x∥2 + (1 − λ0)∥y∥2.

Then, if we take x, y ∈ S we obtain ∥λ0x + (1 − λ0)y∥ = 1 and we have a
contradiction with the strict convexity of V;

g) =⇒ b) Let h be a strictly convex function and x, y ∈ V, x ̸= y, ∥x∥ = ∥y∥ =

1. Suppose that there exists λ(0, 1) such that ∥λx + (1 − λ)y∥ = 1. Then

h(λx + (1 − λ)y) = ∥λx + (1 − λ)y∥2

= 1

= λ∥x∥2 + (1 − λ)∥y∥2

= λh(x) + (1 − λ)h(y),

i.e. a contradiction. □

Now we can show how in the case of normed spaces a metrically convex
function is convex in the usual sense, with an peculiarity if the space is strictly
convex.

Theorem A.3.2. Let (V, ∥·∥) a normed space equipped with the standard metric d.
Then every d-convex function f : V → R is convex in the usual sense, and these
concepts coincide if and only if the space V is strictly convex.
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Proof. Let f : V → R be a d-convex function. Take x, y ∈ V, x ̸= y and
z = λx + (1 − λ)y, λ ∈ [0, 1]. We have

d(x, z) = ∥x − z∥
= ∥x − (λx + (1 − λ)y)∥
= (1 − λ) ∥x − y∥
= d(x, y),

and

d(z, y) = ∥z − y∥
= ∥λx + (1 − λ)y − y∥
= λ ∥x − y∥
= d(x, y),

so d(x, z)+ d(z, y) = d(x, y), i.e. z ∈ [x, y]d, and also λ = d(z,y)
d(x,y) , 1−λ = d(x,z)

d(x,y) .
By d-convexity of f then we obtain f (λx + (1 − λ)y) ⩽ λ f (x) + (1 − λ) f (y),
i.e. f is convex in the usual sense. Now let V be strictly convex and f : V →
R ∪ {−∞} a convex function in the usual sense. Take x, y ∈ V, x ̸= y and
z ∈ [x, y]d, i.e. z ∈ V such that ∥x − z∥+ ∥z − y∥ = ∥x − y∥. If z = x, by
x ̸= y, we have z ̸= y, and d(x,z)

d(x,y) = 0, d(z,y)
d(x,y) = 1, so (A.3) trivially occurs as

f (z) ≤ f (z); similarly if z = y. Assuming z ̸= x, z ̸= y, by d) of Theorem
A.3.1, there exists λ ∈ (0, 1) such that z = λx + (1 − λ)y; then we have
λ = d(z,y)

d(x,y) , 1 − λ = d(x,z)
d(x,y) , and, by usual convexity of f ,

f (z) ⩽
d(z, y)
d(x, y)

f (x) +
d(x, z)
d(x, y)

f (y),

holds, i.e. f is a d-convex function. □

Note that if (X, d) is a convex metric space in the sense of Menger, and (R, de)

is the usual Euclidean metric space, defining on the product X × R the metric
d̃((x1, r1), (x2, r2)) = d((x1, x2)) + de((r1, r2)), for all (x1, r1), (x2, r2) ∈ X × R,
then the metric space (X × R, d̃) is convex in the sense of Menger, and the
following proposition about the epigraph of a d-convex function can be easily
checked:

Proposition A.3.1. Let (X, d) be a convex metric space in the sense of Menger and
f : X → R a function. Then f is a d-convex function if and only if the the epigraph
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of f , i.e. the set epi( f ) = {(x, r) ∈ X × R : f (x) ⩽ α}, α ∈ R, is a d-convex set.

Also the following theorems can be easily proved, using essentially the def-
inition A.3.1, showing how this notion of metric convexity has the good
properties of usual convex functions defined in normed spaces.

Theorem A.3.3. Let (X, d) be a metric space. Then for any d-convex function f :
X → R and any α ∈ R the level sets {z ∈ X : f (z) ≤ α} and {z ∈ X : f (z) < α}
are d-convex sets.

Theorem A.3.4. Let (X, d) be a metric space. Then for any d-convex function f :
X → R and any non-decreasing function g : R → R, the function h(x) = g( f (x))
is a d-convex function.

Theorem A.3.5. Let (X, d) be a metric space and let { fi}i∈N be a sequence of d-
convex function fi : X → R. If the numerical sequence fi(z) : X → R ∪ {−∞}
converges for any point z ∈ X, then the function f (x) = lim

i→+∞
fi(x) is a d-convex

function.

Theorem A.3.6. The sum of d-convex functions is a d-convex function, and the
pointwise supremum of an arbitrary family of d-convex functions is a d-convex
function.

A.3.1 Metric convex hull

It is simple to show how someone of properties of sets which are convex in
the algebraic sense also remain verified by sets which are convex according to
this metric sense. Next proposition concerns the intersection of ρ-convex sets,
useful for introducing the notion of ρ-convex hull which generalizes that in
the case of the usual convexity.

Proposition A.3.2. Let (X, ρ) be a distance space. Then the intersection of an
arbitrary family of ρ-convex sets of X is a ρ-convex set of X.

Proof. Let {Aα}α∈I denote a family of ρ-convex sets of X, where α runs over
an arbitrary index set I. We set A =

⋂
α∈I

Aα. If x, y ∈ A, then for all α ∈ I the

relation x, y ∈ Aα holds, and by the ρ-convexity of Aα we have [x, y]ρ ⊆ Aα.
Since this inclusion holds for each α ∈ I, we have [x, y]ρ ⊆ A, thus the set A is
ρ-convex. □
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The ρ-convex hull of a subsets F of a distance space (X, ρ) is naturally the
smallest ρ-convex set containing F. The Proposition A.3.2 shows that the
ρ-convex hull exists for an arbitrary F, and then it is the intersection of the all
ρ-convex sets containing F. In the sequel we indicate the ρ-convex hull of a
set F with convρ(F).

If we now consider the special case of Rn, it is well know that the classical
Carathéodory’s theorem implies the following. If F is an arbitrary set of Rn,
denoting by I(F) the union of the segments [a, b] with endpoints a, b ∈ F,
we call "process of segment joining" the transition from set F to the set I(F).
Iterating, we can consider the set I(I(F)) obtained by the two-fold application
of this process, and so on. We remark that if conv(F) is the usual convex
hull of F, the sets I(F), I(I(F)), ..., constructed by successive application
of segment joining, are contained in conv(F), and Carathéodory’s theorem
says that, starting with F, a finite number of iterations of this process yields
conv(F). The process of segment joining can be introduced for d-segments
in Rn too, and analogously, we write Id(F) for the set obtained from F ⊆ Rn

by this process. Hence one is motivated to ask whether from an arbitrary
set F ⊆ Rn the d-convex hull convd(F) is obtainable by a finite number of
corresponding iterations. It is easy to see that the question has a negative
answer. Indeed if x ∈ [a, b]d, where a, b ∈ F, then d(a, x) + d(x, b) = d(a, b)
holds and hence at least one of the distances d(a, x), d(x, b) is not larger
than 1

2 d(a, b). For instance, let d(a, x) ≤ d(a, b) ≤ diam(F), where diam(F)
denotes the diameter of the set F, i.e., the upper bound of the distances d(x, y)
with x, y ∈ F. Analogously, if y ∈ [c, d]d for c, d ∈ F, then one can write
d(c, y) ≤ 1

2 d(c, d) ≤ diam(F). Hence we obtain d(x, y) ≤ d(x, a) + d(a, c) +
d(c, y) ≤ 2diam(F). Now if the set F has diameter h, then the set obtained
from F by a single process of d-segment joining has a diameter not larger than
2h; the next step of d-segment joining yields a set of diameter not larger than
4h, and so on. Hence a finite number of iterations of the process of d-segment
joining yields again a bounded set. So, starting with the unit ball B from
Example A.1.5, a finite number of such iterations cannot give the d-convex
hull convd(B) = R3 of B.

Anyway, countably many iterations of the process of d-segment joining yield
the d-convex hull, according to the following proposition.

Theorem A.3.7. Let F0 ⊆ Rn be an arbitrary set. If Fi denote the set obtained from

Fi−1 by the process of d-segment joining, with i = 1, 2, . . ., then convd(F) =
∞⋃

i=1
Fi.
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Proof. By Fi ⊆ convd(F) for each i = 1, 2, . . ., we have
∞⋃

i=1
Fi ⊆ convd(F0). To

prove the converse inclusion, it suffices to verify that
∞⋃

i=1
Fi is a d-convex set,

since convd(F0) is the smallest d-convex set containing F0. For any x, y ∈
∞⋃

i=1
Fi

there are some index i and j such that x ∈ Fi , y ∈ Fj, and by F0 ⊆ Fl ⊆ F2 ⊆ . . .
we have that x, y ∈ Fk, with k = max {i, j}. By the introduced construction we

conclude that [x, y]d ⊆ Fk+1 ⊆
∞⋃

i=1
Fi, hence

∞⋃
i=1

Fi is a d-convex set. □

A.3.2 Metric convex function and Jensen’s inequality

Let (X, d) be a convex metric space in the sense of Menger, B ⊆ X, CB =

{C ⊆ X : C d-convex C ⊇ B} and let conv(B) =
⋂

C∈CB

C denote the metric con-

vex hull of B in the sequel. Now we introduce, according to next definition,
some useful sets, defined by recursion starting from the set B, characterizing
in detail the metric convex hull of the set. Afterwards we show the validity of
a Jensen’s inequality for a d-convex function defined in a d-convex subset of a
metric space, i.e. generalizing condition (A.3) to any number of points.

Definition A.3.2. Let (X, d) be a convex metric space in the sense of Menger,
m, n ∈ N, m ≥ 1, n ≥ 0, y1, . . . , ym ∈ X and B ⊆ X. Then following sets are
defined inductively:

i) co(0)({y1, . . . , ym
})

=
{

y1, . . . , ym
}

,

co(n+1)({y1, . . . , ym
})

=
{

z ∈ X : ∃p1, . . . , pn+2 ∈
{

y1, . . . , ym
}

,

∃z′, z′′ ∈ co(n)({p1, . . . , pn+2
})

, z ∈ [z′, z′′]d
}

;

ii) co(0) (B) = B,

co(n+1)(B) = {z ∈ X : ∃x1, . . . , xn+2 ∈ B, ∃z′, z′′ ∈ co(n)({x1, . . . ,

xn+2
})

, z ∈ [z′, z′′]d
}

;

iii) c̃o(0)(B) = B,

c̃o(n+1)(B) =
⋃

x,y∈c̃o(n)(B)
[x, y]d.

These sets have good properties, and in particular, their union is equal to the
d-convex hull of B, as shown in the following lemma and proposition.
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Lemma A.3.1. Let (X, d) be a convex metric space in the sense of Menger, m ∈ N,
m ≥ 1, y1, . . . , ym ∈ X and A, B ⊆ X. Then

j) A ⊆ B =⇒ co(n)(A) ⊆ co(n)(B), c̃o(n)(A) ⊆ c̃o(n)(B), for all n ∈ N;

jj) co(n) ({y1, . . . , ym}) ⊆ co(n+1) ({y1, . . . , ym}), co(n) (B) ⊆ co(n+1) (B),
c̃o(n)(B) ⊆ c̃o(n+1)(B), for all n ∈ N;

jjj) co(n) (B) ⊆ c̃o(n)(B), for all n ∈ N.

Proof. j) obvious by definitions and induction;

jj) co(0) ({y1, . . . , ym}) ⊆ co(1) ({y1, . . . , ym}) is obvious, i.e. the thesis for n =

1; let co(n) ({y1, . . . , ym}) ⊆ co(n+1) ({y1, . . . , ym}) be true for n ∈ N, n ≥ 1.
If z ∈ co(n+1) ({y1, . . . , ym}), then there exist: p1, . . . , pn+2 ∈ {y1, . . . , ym},
z′, z′′ ∈ co(n) ({p1, . . . , pn+2}) and z ∈ [z′, z′′]d; setting pn+3 = pn+2, there ex-
ist: p1, . . . , pn+3 ∈ {y1, . . . , ym}, z′, z′′ ∈ co(n)({p1, . . . , pn+3

})
⊆ co(n+1)({p1,

. . . , pn+3
})

, and z ∈ [z′, z′′], i.e., z ∈ co(n+2) ({y1, . . . , ym}), so the thesis is
proved by induction. If B ⊆ X, then co(0) (B) ⊆ co(1) (B) is obvious; let
co(n) (B) ⊆ co(n+1) (B) be true for n ∈ N, n ≥ 1. If z ∈ co(n+1) (B), then there
exist: x1, . . . , xn+2 ∈ B, z′, z′′ ∈ co(n) ({x1, . . . , xn+2}) and z ∈ [z′, z′′]d; setting
xn+3 = xn+2, there exist: x1, . . . , xn+3 ∈ B, z′, z′′ ∈ co(n) ({x1, . . . , xn+3}) ⊆
co(n+1) ({x1, . . . , xn+3}) and z ∈ [z′, z′′]d, i.e. z ∈ co(n+2) (B), so the thesis is
proved by induction. Finally, c̃o(0)(B) ⊆ c̃o(1)(B) is obvious; let c̃o(n)(B) ⊆
c̃o(n+1)(B) be true for n ∈ N, n ≥ 1. If z ∈ c̃o(n+1)(B), then there exist:
x, y ∈ c̃o(n)(B), z ∈ [x, y]d, and again the thesis is proved by induction;

jjj) co(0) (B) ⊆ c̃o(0)(B) is obvious; let co(n) (B) ⊆ c̃o(n)(B) be true for n ∈
N, n ≥ 1. If z ∈ co(n+1) (B), then there exist: x1, . . . , xn+2 ∈ B, z′, z′′ ∈
co(n) ({x1, . . . , xn+2}), z ∈ [z′, z′′]d; by co(n) ({x1, . . . , xn+2}) ⊆ co(n) (B) ⊆
c̃o(n)(B), we have z′, z′′ ∈ c̃o(n)(B) and z ∈ c̃o(n+1)(B), i.e. the thesis is
proved by induction. □

Proposition A.3.3. Let (X, d) be a convex metric space in the sense of Menger and
B ⊆ X. Then

conv(B) =
⋃

n∈N

co(n) (B) =
⋃

n∈N

c̃o(n)(B).

Proof. Let us prove that conv(B) ⊆ ⋃
n∈N

co(n) (B), noting that we just need

to prove d-convexity of
⋃

n∈N

co(n) (B). Let x, y ∈ ⋃
n∈N

co(n) (B), so there ex-

ists n̄ ∈ N such that x, y ∈ co(n̄) (B); if n̄ = 0 we have [x, y]d ⊆ co(1) (B);
if n̄ ≥ 1, then there exist: x1, . . . , xn̄+1 ∈ B, y1, . . . , yn̄+1 ∈ B, z′, z′′ ∈
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co(n̄−1) ({x1, . . . , xn̄+1}), w′, w′′ ∈ co(n̄−1) ({y1, . . . , yn̄+1}), with x ∈ [z′, z′′]d
and y ∈ [w′, w′′]d; observing that

co(n̄) ({x1, . . . , xn̄+1, y1, . . . , yn̄+1}) ={
z ∈ X : ∃p1, . . . , pn̄+1 ∈ {x1, . . . , xn̄+1, y1, . . . , yn̄+1} ,

∃z′, z′′ ∈ co(n̄−1) ({p1, . . . , pn̄+1}) , z ∈ [z′, z′′]d
}

,

and

co(n̄) ({x1, . . . , xn̄+1, y1, . . . , yn̄+1}) ={
z ∈ X : ∃p1, . . . , pn̄+1 ∈ {x1, . . . , xn̄+1, y1, . . . , yn̄+1} ,

∃w′, w′′ ∈ co(n̄−1) ({p1, . . . , pn̄+1}) , z ∈ [w′, w′′]d
}

,

then we have

x, y ∈co(n̄) ({x1, . . . , xn̄+1, y1, . . . , yn̄+1}) ⊆
co(2n̄) ({x1, . . . , xn̄+1, y1, . . . , yn̄+1}) ,

so by

co(2n̄+1)(B) =
{

z ∈ X : ∃x1, . . . , xn̄+1, y1, . . . , yn̄+1 ∈ B,

∃x, y ∈ co(2n̄) ({x1, . . . , xn̄+1, y1, . . . , yn̄+1})
}

,

it follows that z ∈ co(2n̄+1)(B), i.e. [x, y]d ⊆ co(2n̄+1)(B) ⊆ ⋃
n∈N

co(n) (B), prov-

ing d-convexity of
⋃

n∈N

co(n) (B). The inclusion
⋃

n∈N

co(n) (B) ⊆ ⋃
n∈N

c̃o(n)(B)

immediately follows by jjj) of Lemma A.3.1. Finally, let C(B) the family of
d-convex sets C ⊂ X such that C ⊇ B, and let us prove that C ⊇ ⋃

n∈N

c̃o(n)(B),

for any C ∈ C(B). Indeed, fixed C ∈ C(B), by c̃o(0)(B) = B ⊆ C, we have
c̃o(1)(B) ⊆ C, and assuming c̃o(n)(B) ⊆ C, by d-convexity, c̃o(n+1)(B) ⊆ C
holds, so that the inclusion

⋃
n∈N

c̃o(n)(B) ⊆ C is true for all C ∈ C(B). It

follows that
⋃

n∈N

c̃o(n)(B) ⊆ ⋂
C
(B)C = conv(B), concluding the proof. □

Finally, we prove the validity of the Jensen’s inequality for a d-convex function.

Proposition A.3.4 (Jensen’s inequality). Let (X, d) be a convex metric space in
the sense of Menger, K ⊆ X a d-convex set and f : K → R a d-convex function.
Then, for all m ∈ N, m ≥ 1, for all {y1, . . . , ym} ⊆ K, for all n ∈ N, n ≥ 1, for all
x ∈ c̃o(n) ({y1, . . . , ym}), there exist an integer k ∈ N, 1 ≤ k ≤ 2n, and there exist
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yi1 , . . . , yik ∈ {y1, . . . , ym} and λ1, . . . , λk ∈ [0, 1] such that

f (x) ⩽
k

∑
j=1

λj f (yij). (A.4)

Proof. If n = 1, let i1, i2 ∈ {1, . . . , m} and x ∈ [yi1 , yi2 ]d, then we have f (x) ⩽
λ1 f (y1) + λ2 f (y2), with λ1 = d(x,y2)

d(y1,y2)
and λ2 = d(y1,x)

d(y1,y2)
. Now let (A.4) be

true for n ∈ N, n ≥ 2; let x ∈ c̃o(n+1) ({y1, . . . , ym}), so there exist z1, z2 ∈
c̃o(n) ({y1, . . . , ym}) such that x ∈ [z1, z2]d. Then there exist λ̄1, λ̄2 ∈ [0, 1] such
that, by induction,

f (x) ⩽ λ̄1 f (z1) + λ̄2 f (z2)

⩽ λ̄1

h1

∑
h=1

λ̃ih f (yih) + λ̄2

k1

∑
k=1

λ̃ik f (yik),

with h1, k1 ≤ 2n−1, and setting λih = λ̄1λ̃ih , λik = λ̄2λ̃ik , the thesis holds. □

We conclude proving an extension theorem for d-convex functions defined
in a subset B of a metric space (X, d), in the sense that the condition (A.3.1)
holds whenever, for z ∈ [x, y]d, with x, y ∈ B, then z ∈ B.

Theorem A.3.8. Let (X, d) be a convex metric space in the sense of Menger, B ⊆ X,
and f : X → R a d-convex function. Then there exists a d-convex function f̄ :
conv(B) → R such that f̄ (z) = f (z), for all z ∈ B.

Proof. Let x ∈ conv(B). If it where x ∈ B, by Proposition A.3.4, then we
could find n, k ∈ N, with k ≥ 1, k ≤ 2n, and x1, . . . , xk ∈ B, λ1, . . . , λk ∈

[0, 1],
k
∑

i=1
λi = 1, such that f (x) ⩽

k
∑

i=1
λi f (xi). So we define a function f̄ :

conv(B) → [−∞,+∞[ as follows: f̄ (x) = inf
{

n
∑

i=1
λi f (xi)

}
, with λi, xi as

above. Clearly f̄ (x) = f (x) if x ∈ B. It remains to check that f̄ is d-convex.
Let x1, x2 ∈ conv(B) and x ∈ [x1, x2]d; then there exists n̄ ∈ N such that
x1, x2 ∈ c̃o(n̄)(B), so that x ∈ c̃o(n̄+1)(B); also, for x1, x2 ∈ c̃o(n̄)(B), there exist
n1, n2 ∈ N, x1

1, . . . , x1
n1

, x2
1, . . . , x2

n2
∈ B, λ1

1, . . . , λ1
n1

, λ2
1, . . . , λ2

n2
∈ [0, 1] with

sum 1, and there exist λ, µ ∈ [0, 1], λ + µ = 1, such that from the sum

n1

∑
i=1

λλ1
i f (x1

i )︸ ︷︷ ︸
I

+
n2

∑
i=1

µλ2
i f (x2

i )︸ ︷︷ ︸
II

,
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it follows f̄ (x) ⩽ I + II, and consequently the thesis. □
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