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#### Abstract

The field of non-Hermitian Physics has attracted great attention over the last 23years, both from the in the physical and mathematical communities. From the physical point of view, non-Hermiticity was regarded as a phenomenological tool to describe open quantum systems. Besides this, the rising interest in this field comes especially from the possible exploitation of exceptional points for quantum technologies, and from the exotic topology arising in periodic non-Hermitian systems, connected to the so called non-Hermitian skin effect. From the mathematical point of view, the range of possible topics to investigate has been wide open, as dropping an hypothesis of a theory makes the mathematician wonder what keeps holding true and what is lost. This dissertation wishes to be a contribution to both lines of research. In the first part, after a minimal introduction, we mainly discuss exotic behaviors at the exceptional point of two very different but realistic quantum systems: a gain-loss open system and a waveguide QED setup. The second part is devoted to a more mathematical approach to non self-adjoint operators inpired by quantum mechanics: the problem of quantization of a dissipative system is considered, and the construction of a class of non self-adjoint Hamiltonians is developed.
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## Part I

## Non-Hermitian effects in quantum optics

## Chapter 1

## Introduction

In this chapter we discuss the minimal ingredients necessary to deal with non-Hermitian Hamiltonians from a physical standpoint. We introduce non-Hermiticity as a deviation from Hermitian Hamiltonians, highlighting what is lost (and what is gained!). We then discuss the role of $\mathcal{P} \mathcal{T}$ symmetry in this field, the notion of exceptional points and present one implementation of $\mathcal{P} \mathcal{T}$ symmetry in classical optics.

### 1.1 Hermiticity and non-Hermiticity in (quantum) physics

One of the postulates of quantum mechanics is that physical observables are described by self-adjoint ${ }^{1}$ operators acting on the state space, i.e. a Hilbert space [1]. The reason is at least twofold:
(i) measurements outcomes, i.e. the eigenvalues of an observable, must be real numbers and Hermiticity is a sufficient condition:

$$
\begin{equation*}
a\langle\psi \mid \psi\rangle=\langle\psi \mid \mathcal{A} \psi\rangle=\langle\mathcal{A} \psi \mid \psi\rangle=a^{*}\langle\psi \mid \psi\rangle \tag{1.1}
\end{equation*}
$$

where $\mathcal{A}=\mathcal{A}^{\dagger}$ is an observable, satisfying the eigenequation $\mathcal{A}|\psi\rangle=a|\psi\rangle$
(ii) the eigentates corresponding to different measurement outcomes are distinguishable, i.e. orthogonal, and form a complete set:

$$
\begin{equation*}
a_{2}\left\langle\psi_{1} \mid \psi_{2}\right\rangle=\left\langle\psi_{1} \mid \mathcal{A} \psi_{2}\right\rangle=\left\langle\mathcal{A} \psi_{1} \mid \psi_{2}\right\rangle=a_{1}\left\langle\psi_{1} \mid \psi_{2}\right\rangle \Rightarrow\left\langle\psi_{1} \mid \psi_{2}\right\rangle=0 \tag{1.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{1}=\sum_{n} \frac{\left|\psi_{n}\right\rangle\left\langle\psi_{n}\right|}{\left\langle\psi_{n} \mid \psi_{n}\right\rangle} \tag{1.3}
\end{equation*}
$$

where $a_{1} \neq a_{2}$ and $\mathcal{A}\left|\psi_{n}\right\rangle=a_{n}\left|\psi_{n}\right\rangle$.
When applied to the Hamiltonian operator $H$, the requirement of Hermiticity combined with the Schrödinger equation imply that the full evolution must be unitary. This, in particular, results in the conservation of the wavefunction norm [1):

$$
\begin{equation*}
\left.\left|\left\langle\psi_{t} \mid \psi_{t}\right\rangle\right|^{2}=\left|\left\langle\psi_{0}\right| U^{\dagger} U\right| \psi_{0}\right\rangle\left.\right|^{2}=\left|\left\langle\psi_{0} \mid \psi_{0}\right\rangle\right|^{2} \tag{1.4}
\end{equation*}
$$

where $\left|\psi_{0}\right\rangle$ is the initial state and $U=e^{-i H t}$ is the evolution operator for a time independent Hamiltonian $H$ ( $\hbar=1$ throughout). Therefore, Hermiticity (of the Hamiltonian at least) appears a key assumption to describe closed quantum systems.

[^0]However, no realistic physical system can be isolated from its external environment. This is even more compeling for quantum systems, as the act of measurement itself (i.e. the interaction with an element of the environment) projects the state of the system onto an (or superposition of) eigenstate(s) of the measured observable corresponding to the measurement outcome. Being a projection, the act of measurement cannot be a unitary operation and therefore does not conserve probability. It is thus natural to wonder whether, dropping the assumption of Hermiticity, it is possible to describe, at least effectively, the dynamics of open quantum systems [2, 3.

This question is a possible way of introducing the field of non-Hermitian (quantum) physics, a research area that has attracted great attention per se, beyond the initial motivations 4-6.

The topic of non-Hermitian physics can be tackled from two different perspectives: on the one hand, non-Hermiticity can be regarded as an effective description of an open system, which nonetheless shows interesting intrinsic features (e.g. appearance of exceptional points $[7,8$, non-Hermitian skin effect [4, etc.), under the constraint that the full microscopic Hamiltonian is always Hermitian. On the other hand, a more mathematicallyoriented research line, which was triggered by the idea that Hermiticity could be replaced by a symmetry assumption ( $\mathcal{P} \mathcal{T}$ symmetry 9 ), is assuming that the full Hamiltonian of the system is generally non-Hermitian and on this basis either constructing the formalism of bi-orthogonal quantum mechanics [10], or trying to somehow redefine the Hilbert space so that the Hamiltonian becomes Hermitiar [2] [11, or finally investigating the mathematical framework of non self-adjoint physically-inspired operators 12 .

In this first part of the thesis we will focus on the first, more physical, approach. the second part is devoted to some topics regarding mathematical properties of non self-adjoint operators inspired by quantum mechanics. Before discussing the relation between the Lindblad master equation approach and non-Hermitian Hamiltonians for the description of open (Markovian) quantum dynamics (Sec. 3), we present in the next section the role of $\mathcal{P} \mathcal{T}$ symmetry as this was a starting point of this literature and most importantly because a variety of platforms (especially in optics) implementing $\mathcal{P T}$ symmetry have been experimentally realized. Extensive review papers fully dedicated to non-Hermitian physics recently appeared such as Refs. [4-6], to which we refer the interested reader.

### 1.2 Non-Hermiticity, $\mathcal{P} \mathcal{T}$ symmetry and Exceptional Points

The recent history of non-Hermitian physics starts from the observation that some physically-inspired Hamiltonians display real spectra of eigenvalues despite being nonHermitian ${ }^{3}$. The prototypical example is the non-Hermitian Hamiltonian initially proposed by Bender 9

$$
\begin{equation*}
H=p^{2}-(i x)^{N} . \tag{1.5}
\end{equation*}
$$

This Hamiltonian has a discrete and positive spectrum for $N \geq 2$, see Fig. 1.1, and for $N>2$ is not self-adjoint This property, first supported numerically and then proved mathematically [13], suggested the idea that occurrence of a real spectrum is related to the invariance of $H$ in Eq. (1.5) under both parity $\mathcal{P}$ and time reversal $\mathcal{T}$, as represented by the equation $[H, \mathcal{P} \mathcal{T}]=0$.

Operators satisfying this property are called $\mathcal{P} \mathcal{T}$-symmetric. Note that the explicit form of $\mathcal{P}$ and $\mathcal{T}$ depends on the specific model: e.g., for a continuous case as in Eq. (1.5) they are defined as $\mathcal{P}:\{p, x\} \rightarrow\{-p,-x\}$ and $\mathcal{T}: i \rightarrow-i$.

[^1]

Figure 1.1: Spectrum of $H$ in Eq. (1.5) as a function of $N$. If $N \geq 2$ it is purely real, while purely complex for $N \leq 19$. Reprinted by permission from the American Physical Society: Physical Review Letters 9, license number RNP/21/NOV/047110 (1998).

Let us observe that, contrarily to what one is usually accustomed to in (Hermitian) quantum mechanics, the commutation relation $[H, \mathcal{P} \mathcal{T}]=0$ does not imply that $H$ and $\mathcal{P T}$ have a common basis of eigenstates. Indeed this holds true if both commuting operators are Hermitian which is not the case here since $\mathcal{P} \mathcal{T}$ is anti-Hermitian [1.

This points to the existence of two distinct $\mathcal{P} \mathcal{T}$-symmetric phases: an unbroken phase when $H$ and $\mathcal{P} \mathcal{T}$ do possess a common basis of eigenstates, and a broken $\mathcal{P} \mathcal{T}$-symmetric phase when they do not (14).

A typical discrete realization of $\mathcal{P} \mathcal{T}$-symmetric Hamiltonians are gain-loss systems, which we will discuss later in more details, especially because it is the scenario where $\mathcal{P T}$-symmetry breaking (from unbroken to broken) through the so called exceptional point has been observed in classical optics 15.

### 1.2.1 Gain-loss systems

We report next a very general (apparently unrelated) discussion based on [16 in order to pedagogically introduce the topic. Consider two boxes whose contents (e.g., energy, matter, etc.) are labeled by continuous (generally complex) variables $G$ and $L$. Suppose these two boxes are exchanging their content at rate $g$ and that the $G$ box is continuously filled (gain) from the outside with rate $\gamma$, while $L$ is leaking (loss) into the environment at the same rate $\gamma$, see Fig. (1.2.

As gain and loss rate are balanced (same rates), this ideal system is indeed $\mathcal{P} \mathcal{T}$ symmetric: exchanging $G$ and $L$ (parity) and reversing the arrows in Fig. 1.2 (time reversal) leaves the entire system invariant.

If we want to quantitatively describe the dynamics of such a system, one way is to write the dynamical equations for $G$ and $L: \dot{G}=\gamma G-i g L$ and $\dot{L}=-\gamma L-i g G$ (the $\pi / 2$ phase in the coupling is not necessary, but we keep it for the sake of argument). These equations can be cast into a Schrödinger-like equation $i \dot{\psi}=\mathcal{H} \psi$ where $\psi=(G, L)^{T}$ and


Figure 1.2: Sketch of a general gain-loss system.
the Hamiltonian reads

$$
\mathcal{H}=\left(\begin{array}{cc}
i \gamma & g  \tag{1.6}\\
g & -i \gamma
\end{array}\right) .
$$

$\mathcal{P} \mathcal{T}$ symmetry is then more manifest as

$$
\mathcal{P}=\left(\begin{array}{ll}
0 & 1  \tag{1.7}\\
1 & 0
\end{array}\right)
$$

and $\mathcal{T}$ is complex conjugation, hence $[\mathcal{H}, \mathcal{P} \mathcal{T}]=0$.
The vector $\psi$ is not a state of a quantum system, nevertheless the analogy with the Schrödinger equation is not fully out of context. Indeed, as for any system of coupled differential equations, the solution can be written as $\psi_{t}=\sum_{j= \pm} c_{j} \varphi_{j} e^{-i \lambda_{j} t}$, where $\varphi_{j}$ are eigenvectors of $\mathcal{H}$ corresponding to the eigenvalues $\lambda_{j}$, and $c_{j}$ are coefficients.

As for the Bender's Hamiltonian in Eq. (1.5), one can either suppose that a Schrödinger equation $i \dot{\psi}=\mathcal{H} \psi$ with $\mathcal{H}$ as in Eq. 1.6 makes sense in some suitably defined Hilbert space, or that $\mathcal{H}$ is an effective Hamiltonian.

Let us now examine the eigenvectors and eigenvalues of $\mathcal{H}$. Its eigenvalues are $\lambda_{ \pm}=$ $\pm \sqrt{g^{2}-\gamma^{2}}$ with corresponding eigenvectors

$$
\begin{equation*}
\varphi_{ \pm}=\binom{i \gamma+\lambda_{ \pm}}{g} \tag{1.8}
\end{equation*}
$$

A few observations are in order:

- we can consider the parameter $\gamma$ as the degree of non-Hermiticity since $H$ is Hermitian if and only if $\gamma=0$,
- for any non-zero $\gamma$ the eigenstates are not orthogona ${ }^{[6]}$
- for $\gamma<g(\gamma>g)$ eigenvalues are real (imaginary) and $\mathcal{P} \mathcal{T}$ symmetry is unbroken (broken). Indeed if $\gamma<g$ the eigenstates $\varphi_{ \pm}$are eigenstates of both $\mathcal{H}$ and $\mathcal{P} \mathcal{T}$, while if $\gamma>g$ they are eigenstates only of $H$.


### 1.2.2 Exceptional points

The critical value $\gamma=g$ found previously deserves special attention. At this point, not only the eigenvalues are degenerate (as it can occur for Hermitian operators), but even the eigenvectors are coincident ("coalesce").

This point of non-Hermitian degeneracy is called an exceptional point (EP): at an EP of order $n$ (in the case of Eq. 1.6) we have $n=2$ ), $n$ eigenvalues together with the


Figure 1.3: Spectrum of $\mathcal{H}$ in Eq. (1.6) as a function of $\gamma / g$. Eigenvalues are real (imaginary) in $\mathcal{P} \mathcal{T}$ unbroken (broken) phase $\gamma<g(\gamma>g)$, and coincide at EP. Eigenvectors are pictorially represented so as to highlight their orthogonality in the Hermitian limit and coalescence at the EP.
corresponding eigenstates coalesce [14, 17, 18. Most remarkably, this entails that at an EP the Hamiltonian becomes defective (diagonalizability is lost), that is its eigenstates do not span the entire Hilbert space (the identity is not resolved).

Exceptional points and the corresponding $\mathcal{P} \mathcal{T}$ symmetry breaking transition received great attention in recent years, and one of the main current interests in this field is the potential exploitation of critical behaviors near EPs in quantum systems. For instance: enhancing mode splitting between counter-propagating whispering gallery modes in nanophotonics [8], EP-based sensors [19], and critical behavior of quantum correlations near EPs 20.

We want to stress that EPs are not a prerogative of $\mathcal{P} \mathcal{T}$ symmetry as they can appear for general non-Hermitian operators. A simple example is the case that our two boxes are not subject to gain or loss, yet the coupling is non-reciprocal:

$$
\mathcal{H}^{\prime}=\left(\begin{array}{cc}
0 & g_{1}  \tag{1.9}\\
g_{2} & 0
\end{array}\right)
$$

with $g_{2} \neq g_{1}^{*}$. At $g_{2}=0$, the eigenvalues and eigenvectors coalesce despite $\left[\mathcal{H}^{\prime}, \mathcal{P} \mathcal{T}\right] \neq 0$.
Finally we want to mention that, even in $\mathcal{P} \mathcal{T}$-symmetric systems, there can appear EPs that are not associated with $\mathcal{P} \mathcal{T}$ symmetry breaking transition 21.

### 1.2.3 An optical implementation of $\mathcal{P} \mathcal{T}$ symmetry

One of the first implementations of $\mathcal{P} \mathcal{T}$ symmetry was realized in classical optics 15, as briefly described next. The starting observation is the paraxial equation of diffraction

$$
\begin{equation*}
i \frac{\partial E}{\partial z}+\frac{1}{2 k} \frac{\partial^{2} E}{\partial x^{2}}+k_{0}\left[n_{R}(x)+i n_{I}(x)\right] E=0 \tag{1.10}
\end{equation*}
$$

describing the propagation along the $z$ direction of the electric field envelope $E$ of an optical beam.

[^2]

Figure 1.4: Propagation of light in coupled waveguides following Eq. (1.11). Left (Right): input in waveguide 1 (2). (a): Hermitian limit $\gamma=0$. (b): Unbroken $\mathcal{P} \mathcal{T}$ symmetry $\gamma<g$. (c): Broken $\mathcal{P T}$ symmetry $\gamma>g$ (15). Adapted by permission from Springer Nature Customer Service Centre GmbH: Springer Nature, Nature Physics [15, license number 5198080479690 (2010).

This can be regarded as an effective Schrödinger equation with a complex potential. Here $k_{0}(k)$ is the wave number in the vacuum (substrate), the $x$ direction is transversal to $z$ and $n_{R / I}(x)$ are the real/imaginary part of the refracting index, playing the role of an optical potential.

By judiciously setting them so that $n_{R}(x)$ is even and $n_{I}(x)$ is odd, Eq. (1.10) has the form of a Schrödinger equation with a $\mathcal{P} \mathcal{T}$-symmetric potential, in the spirit of Bender's Hamiltonian (1.5).

Furthermore, under these assumptions, by using the coupled-mode approach [15], the propagation of the electric field envelopes $E_{1}$ and $E_{2}$ in two coupled waveguides, the first being optically pumped (gain), the second experiencing the same amount of loss, is given by

$$
i \frac{d}{d z}\binom{E_{1}}{E_{2}}=\left(\begin{array}{cc}
i \gamma & g  \tag{1.11}\\
g & -i \gamma
\end{array}\right)\binom{E_{1}}{E_{2}} .
$$

This implements a gain-loss system, Eq. (1.6) with all the properties outlined earlier. The $\mathcal{P} \mathcal{T}$-symmetric transition at the EP has been experimentally observed as light propagation strongly depends on the $\mathcal{P} \mathcal{T}$ phase, unbroken or broken. In the former, the optical wave propagates jumping back and forth between the waveguides somewhat in a Hermitian-like fashion. In the latter, only light injected in the pumped channel survives irrespective of the initial input, see Fig. 1.4.

### 1.2.4 Passive $-\mathcal{P} \mathcal{T}$ symmetry

The Hamiltonian of a balanced gain-loss system is probably the most typical way of introducing $\mathcal{P T}$ symmetry breaking at EPs. However, implementing such a system
can raise some issues. On the one hand, a gain like the one previously considered is an approximation holding up to not too long times (to avoid insurgence of non-linearities) [22. On the other hand it is nonsensical when working ab initio with nonlinear systems (such as a two-level atom).

However, most of the above phenomena (appearance of EPs, different dynamical behaviors below and above EP, etc.) still hold true in fully dissipative systems (no gain whatsoever), for instance when one introduces non-uniform losses.

As an instance, consider again a pair of coupled waveguides under the coupled-mode approach. If they experience a different amount of loss then the Hamiltonian reads

$$
\mathcal{H}=\left(\begin{array}{cc}
-i \gamma_{1} & g  \tag{1.12}\\
g & -i \gamma_{2}
\end{array}\right) .
$$

The corresponding spectrum and eigenstates are

$$
\begin{equation*}
\lambda_{ \pm}=-i \Gamma_{+} \pm \sqrt{g^{2}-\Gamma_{-}^{2}}, \quad \varphi_{ \pm}=\binom{\lambda_{ \pm}+i \gamma_{2}}{g} \tag{1.13}
\end{equation*}
$$

where $2 \Gamma_{ \pm}=\gamma_{2} \pm \gamma_{1}$.
Despite losing $\mathcal{P T}$ symmetry $([\mathcal{H}, \mathcal{P} \mathcal{T}] \neq 0)$, there still is an EP at $\Gamma_{-}=g$ separating two dynamical dissipative phases, an underdamped one ( $\Gamma_{-}<g$ ) and an overdamped one $\left(\Gamma_{-}>g\right)$.

The connection with $\mathcal{P} \mathcal{T}$ symmetry is manifest once we notice that by making a complex global shift on the balanced gain-loss Hamintonian $\mathcal{H}$ in Eq. (1.6)

$$
\mathcal{H} \rightarrow \mathcal{H}-i \gamma \mathbb{1}=\left(\begin{array}{cc}
0 & g  \tag{1.14}\\
g & -2 i \gamma
\end{array}\right)
$$

one gets a passive- $\mathcal{P} \mathcal{T}$-symmetric Hamiltonian with only one local loss and no gain. This operation shifts the spectrum to the lower half of complex plane, without altering the eigenvectors. Therefore, the key point of these so called passive- $\mathcal{P} \mathcal{T}$-symmetric systems [23] is that we have $\operatorname{Im}\left(\lambda_{ \pm}^{p}\right) \leq 0$ avoiding any amplification process, but still inheriting features of $\mathcal{P T}$-symmetric systems 24.

## Chapter 2

## Open quantum systems and non-Hermiticity

In this chapter we describe the connection between the treatments of open quantum systems through a Markovian master equation and through a non-Hermitian Hamiltonian. First, we introduce the standard tool of Lindblad master equation for open Markovian quantum dynamics. In particular this is connected to non-Hermitian effective Hamiltonians, and how they arise, specifically from a mean-field approach.

### 2.1 Open Markovian quantum dynamics

The evolution of closed quantum systems is governed by the Schrödinger equation

$$
\begin{equation*}
i \frac{\mathrm{~d}}{\mathrm{~d} t}\left|\Psi_{t}\right\rangle=H\left|\Psi_{t}\right\rangle, \tag{2.1}
\end{equation*}
$$

where $\left|\Psi_{t}\right\rangle$ is the state of the whole system at time $t$ living in the total Hilbert space $\mathcal{H}$, and $H$ is the (Hermitian) Hamiltonian of the full system acting on $\mathcal{H}$.

By open quantum system, we mean one that is interacting with an environment so that the full dynamics of system and environment is unitary 25. This separation of system $S$ and environment $E$ corresponds to a bipartition of the Hibert space, $\mathcal{H}=\mathcal{H}_{S} \otimes \mathcal{H}_{E}$, with $\mathcal{H}_{S}\left(\mathcal{H}_{E}\right)$ the system's (environment's) Hilbert space.

When dealing with composite systems, the description of physical states through kets (or wave functions) as in Eq. (2.1) is no longer complete. Indeed, just to make an example, if $\psi\left(x_{1}, x_{2}\right)$ is the wave function of two particles, there is no way to infer from it a welldefined wavefunction of the first particle only [26] (unless the joint state is factorized).

The most general description of physical states is indeed through density operators instead of kets, allowing in particular an appropriate description of subsystems [27]. More concretely, if $\left|\Psi_{t}\right\rangle$ is the state of $S+E$ at time $t$, then the corresponding density operator is given by $\rho_{t}=\left|\Psi_{t}\right\rangle\left\langle\Psi_{t}\right|$ and the ones representing $S$ and $E$ are obtained by tracing out $E$ and $S$ as $\rho_{S(E)}=\operatorname{Tr}_{E(S)} \rho$, respectively.

In the language of density operators, the Schrödinger equation turns into the von Neumann equation

$$
\begin{equation*}
\dot{\rho}_{t}=-i\left[H, \rho_{t}\right] . \tag{2.2}
\end{equation*}
$$

Although containing the same amount of information as Eq. 2.1) for the full $S+E$ dynamics, the density-matrix formalism allows to (at least formally) write the reduced dynamical equation for the system (or environment) only, that is

$$
\begin{equation*}
\dot{\rho}_{S}=-i \operatorname{Tr}_{E}\left[H, \rho_{t}\right] . \tag{2.3}
\end{equation*}
$$

At this level, this equation is not closed in $\rho_{S}$ (i.e., it is not a so called master equation). However, under the assumptions that
(i) $\rho_{t} \approx \rho_{S}(t) \otimes \rho_{E}$, i.e. the Born approximation,
(ii) the time scale over which the state of the system varies appreciably is large compared to the time scale over which the environment correlation functions decay (Markov approximation),
(iii) the rotating-wave approximation for system-environment interaction holds,
the master equation for $S$ can be written as 25

$$
\begin{equation*}
\dot{\rho}_{S}=-i\left[H_{S}, \rho_{S}\right]+\mathcal{D}\left(\rho_{S}\right) \tag{2.4}
\end{equation*}
$$

where $H_{S}$ is the free Hamiltonian of the system and the dissipator reads

$$
\begin{equation*}
\mathcal{D}\left(\rho_{S}\right)=\sum_{i} \Gamma_{i}\left(\hat{L}_{i} \rho_{S} \hat{L}_{i}^{\dagger}-\frac{1}{2}\left\{\hat{L}_{i}^{\dagger} \hat{L}_{i}, \rho_{S}\right\}\right) \tag{2.5}
\end{equation*}
$$

where $\left\{\hat{L}_{i}\right\}$ are the so called jump operators acting on $\mathcal{H}_{S}$ and the rates $\left\{\Gamma_{i}\right\}$ are positive.
Equation (2.4) is called GKSL (Gorini -Kossakowski-Sudarshan-Lindblad) or simply Lindblad master equation and describes the dynamics of an open quantum system interacting with an environment, under the previously discussed assumptions. A large variety of physical systems are well-described by such an equation.

In the following, we will discuss some paradigmatic instances showing the connection between the previously discussed non-Hermitian physics with the Lindblad master equation.

### 2.2 Atom decay: Lindblad versus non-Hermitian approach

A minimal model for atomic decay is that of a two-level system (the atom) interacting with a zero temperature thermal reservoir 25. The two-level approximation works in every situation where only the transition between two levels is significant and all others can be neglected.

We call these two levels $|g\rangle$ and $|e\rangle$ standing for ground and excited state, respectively, whose respective energies are $\omega_{g}=0$ and $\omega_{e}$. The free Hamiltonian of the atom thus reads $H_{S}=\omega_{e}|e\rangle\langle e|$. In order to study atomic decay we will consider $|e\rangle$ as the initial state of the system.

### 2.2.1 Decay of a two-level system: master equation description

First, we describe atomic decay through the Lindblad master equation as in [25, 28]. Coupling the atom to the quantized radiation field through the electric-dipole approximation and rotating-wave approximation, and assuming the field to be in a zero temperature thermal state (vacuum), the master equation (2.4) in this case reads

$$
\begin{equation*}
\dot{\rho}=-i\left[H_{S}, \rho\right]+\Gamma\left(\sigma_{-} \rho \sigma_{+}-\frac{1}{2}\left\{\sigma_{+} \sigma_{-}, \rho\right\}\right) \tag{2.6}
\end{equation*}
$$

where $\rho$ is the state of the two-level system, $\sigma_{-}=|g\rangle\langle e|$ is the jump operator, $\sigma_{+}=\sigma_{-}^{\dagger}$ and $\Gamma>0$.

In the $\{|e\rangle,|g\rangle\}$ basis the state is represented by

$$
\rho=\left(\begin{array}{ll}
\rho_{e e} & \rho_{e g}  \tag{2.7}\\
\rho_{g e} & \rho_{g g}
\end{array}\right)
$$

where $\rho_{i j}=\langle i| \rho|j\rangle, \rho_{e e(g g)}$ is the population of the excited (ground) state and $\rho_{e g, g e}$ are the coherences. The solution of Eq. (2.6) is then

$$
\rho_{t}=\left(\begin{array}{cc}
e^{-\Gamma t} & 0  \tag{2.8}\\
0 & 1-e^{-\Gamma t}
\end{array}\right)
$$

and correctly captures the fact that, starting from the excited state, population is irreversibly transferred to the ground state: $\rho_{0}=|e\rangle\langle e| \rightarrow \rho_{\infty}=|g\rangle\langle g|$. Accordingly, the probability of finding the system in the excited (ground) state exponentially approaches 0 (1), see Fig. 2.1.

### 2.2.2 Decay of a two-level system: non-Hermitian description

A second more phenomenological approach to the instability of a state, which is typical in non-Hermitian physics (see e.g. Ref. (1) can be formulated as follows.

One can solve the Schrödinger equation corresponding to the free atomic Hamiltonian $H_{S}=\omega_{e}|e\rangle\langle e|$ getting $\left|\psi_{t}\right\rangle=e^{-i \omega_{e} t}|e\rangle$ and then introduce an ad hoc complex shift through the replacement $\omega_{e} \rightarrow \omega_{e}-i \Gamma / 2$ so that $p_{e}=\left|\left\langle\psi_{t} \mid e\right\rangle\right|^{2}=e^{-\Gamma t}$. This shift can of course be made at the Hamiltonian level $H_{S} \rightarrow\left(\omega_{e}-i \Gamma / 2\right)|e\rangle\langle e|$, so as to introduce a non-Hermitian Hamiltonian from the beginning.

Such approach correctly reproduces the probability $p_{e}$ of finding the two-level system in the excited state, however note that $p_{g}=\left|\left\langle\psi_{t} \mid g\right\rangle\right|^{2}=0$ at any time $t$. This highlights how the non-Hermitian description is only an effective one, compared to the Lindblad master equation. The latter indeed is a completely positive trace-preserving dynamics, while the former is not, as witnessed in particular by the non-conservation of the norm $\left|\left\langle\psi_{t} \mid \psi_{t}\right\rangle\right|^{2}=e^{-\Gamma t}$. Note that the Lindblad master equation (2.6) correctly predicts that when the excited-state probability decays the ground-state population grows accordingly. The latter effect is instead absent in the non-Hermitian Hamiltonian description which only predicts excited-state decay, without ground-state population growth, see Fig. 2.1.

### 2.2.3 Connection between master equation and non-Hermitian approach

The general connection between the two approaches can be made more transparent by rearranging terms in the Linblad master equation (2.4) (subscript $S$ is omitted) as

$$
\begin{align*}
\dot{\rho} & =-i[H, \rho]+\sum_{i} \Gamma_{i}\left(\hat{L}_{i} \rho \hat{L}_{i}^{\dagger}-\frac{1}{2}\left\{\hat{L}_{i}^{\dagger} \hat{L}_{i}, \rho\right\}\right) \\
& =-i\left(H_{\mathrm{eff}} \rho-\rho H_{\mathrm{eff}}^{\dagger}\right)+\sum_{i} \Gamma_{i} \hat{L}_{i} \rho \hat{L}_{i}^{\dagger} . \tag{2.9}
\end{align*}
$$

Here,

$$
\begin{equation*}
H_{\mathrm{eff}}=H-\frac{i}{2} \sum_{i} \Gamma_{i} \hat{L}_{i}^{\dagger} \hat{L}_{i} \tag{2.10}
\end{equation*}
$$

is the effective non-Hermitian Hamiltonian. Dropping quantum jumps [last sum in Eq. 2.9]] one gets

$$
\begin{equation*}
\dot{\rho}=-i\left(H_{\mathrm{eff}} \rho-\rho H_{\mathrm{eff}}^{\dagger}\right) \tag{2.11}
\end{equation*}
$$

which is equivalent to working with a non-Hermitian Hamiltonian from the beginning 6]. Observe that, being $H_{\text {eff }}$ non-Hermitian, Eq. (2.1) implies $\frac{\mathrm{d}}{\mathrm{d} t}\left\langle\Psi_{t}\right|=i H_{\mathrm{eff}}^{\dagger}\left\langle\Psi_{t}\right|$ so that Eq. (2.11) follows.

Of course discarding quantum jumps is as phenomenological as introducing a complex shift in the energy, and it can be regarded as a semiclassical limit of the full quantum


Figure 2.1: Populations of excited and ground state of a two-level system according to the Lindbladian (a) and the phenomenological non-Hermitian description (b).
dynamics [29. Furthermore, the non-Hermitian Hamiltonian $H_{\text {eff }}$ emerges when dealing with quantum trajectories and post-selection 29 .

In the formalism of quantum trajectories, the state of the system is described by a stochastic wave function. For trajectories where no quantum jumps occur, the system evolves according to $H_{\text {eff }}$. On the other hand if a jump occurs, the state abruptly changes due to the term $\sum_{i} \Gamma_{i} L_{i} \rho L_{i}^{\dagger}$. The Lindblad master equation (2.4) can be regarded as an average over infinitely many trajectories, i.e. many experimental realizations.

Finally, in order to illustrate the connection between Lindbladian and non-Hermitian Hamiltonian for the previously introduced decay of a two-level system we can rewrite Eq. (2.6) as

$$
\begin{equation*}
\dot{\rho}=-i\left[\left(\omega_{e}-i \Gamma / 2\right)|e\rangle\langle e| \rho-\rho\left(\omega_{e}+i \Gamma / 2\right)|e\rangle\langle e|\right]+\Gamma \sigma_{-} \rho \sigma_{+} . \tag{2.12}
\end{equation*}
$$

Except for the quantum jump term $\Gamma \sigma_{-} \rho \sigma_{+}$, this is equivalent to working with the nonHermitian Hamiltonian $\left(\omega_{e}-i \Gamma / 2\right)|e\rangle\langle e|$.

### 2.3 Non-Hermitian mean-field dynamics from Lindblad equation

In this section we want to show an alternative method to derive non-Hermitian effective Hamiltonians from a full Lindbladian dynamics.

Consider a quantum system made of $N$ identical bosonic modes $\hat{a}_{i}\left(\left[\hat{a}_{i}, \hat{a}_{j}^{\dagger}\right]=\delta_{i j}\right)$ coherently exchanging excitations through the quadratic Hamiltonian

$$
\begin{equation*}
H=\sum_{i \neq j}\left(g_{i j} \hat{a}_{i}^{\dagger} \hat{a}_{j}+\text { H.c. }\right) \tag{2.13}
\end{equation*}
$$

where all of them are generally subject to local dissipation and incoherent pumping so that the full Lindblad master equation reads

$$
\begin{equation*}
\dot{\rho}=-i[H, \rho]+\sum_{i} \gamma_{i} \mathcal{D}\left[\hat{a}_{i}\right] \rho+\Gamma_{i} \mathcal{D}\left[\hat{a}_{i}^{\dagger}\right] \rho . \tag{2.14}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{D}[\hat{A}] \rho=\hat{A} \rho \hat{A}^{\dagger}-\left\{\hat{A}^{\dagger} \hat{A}, \rho\right\} / 2 \tag{2.15}
\end{equation*}
$$

and $\gamma_{i}, \Gamma_{i}>0$. We assumed a rotating frame so as to eliminate the free Hamiltonian term $\omega_{0} \sum_{j} \hat{a}_{j}^{\dagger} \hat{a}_{j}$, with $\omega_{0}$ the frequency of each oscillator.

We will restrict to the relevant class of Gaussian states, i.e. those states whose characteristic function is Gaussian [30]. These states are completely determined by the mean-field vector

$$
\begin{equation*}
\psi=\left(\alpha_{1}, \ldots, \alpha_{N}\right)^{T} \tag{2.16}
\end{equation*}
$$

with $\alpha_{i}=\left\langle\hat{a}_{i}\right\rangle$, and covariance matrix

$$
\begin{equation*}
\sigma_{i j}=\left\langle\hat{A}_{i} \hat{A}_{j}+\hat{A}_{j} \hat{A}_{i}\right\rangle-2\left\langle\hat{A}_{i}\right\rangle\left\langle\hat{A}_{j}\right\rangle, \tag{2.17}
\end{equation*}
$$

wherf ${ }^{1} \hat{A}_{i}=\left(\hat{a}_{1}, \ldots, \hat{a}_{N}, \hat{a}_{1}^{\dagger}, \ldots, \hat{a}_{N}^{\dagger}\right) 31$.
For the Lindbladian in Eq. (2.14) the mean-field dynamics is given by

$$
\begin{equation*}
i \dot{\psi}=\mathcal{H} \psi \tag{2.18}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{H}=i(\mathcal{G}-\mathcal{L})+\mathcal{C} \tag{2.19}
\end{equation*}
$$

where $\mathcal{G}=\operatorname{diag}\left(\Gamma_{1}, \ldots, \Gamma_{N}\right), \mathcal{L}=\operatorname{diag}\left(\gamma_{1}, \ldots, \gamma_{N}\right)$ and $\mathcal{C}_{i j}=g_{i j}$.
The mean-field dynamics is then a Schrödinger-like equation with a non-Hermitian Hamiltonian which, as previously discussed, despite having nothing genuinely quantum, can possess unconventional features like exceptional points or $\mathcal{P} \mathcal{T}$ symmetry.

A specific instance of such non-Hermitian mean-field dynamics coming from a Lindbladian master equation is a gain-loss system [20]. This is a pair of quantum harmonic oscillators labeled by $G$ and $L$, whose joint state evolves in time according to the Lindblad master equation

$$
\begin{equation*}
\dot{\rho}=-i\left[g\left(\hat{a}_{L}^{\dagger} \hat{a}_{G}+\text { H.c. }\right), \rho\right]+2 \gamma_{L} \mathcal{D}\left[\hat{a}_{L}\right] \rho+2 \gamma_{G} \mathcal{D}\left[\hat{a}_{G}^{\dagger}\right] \rho \tag{2.20}
\end{equation*}
$$

which is a particular instance of Eq. (2.14).
Besides the coupling Hamiltonian describing a coherent energy exchange at rate $g$ between the modes, the dissipators describe a local incoherent interaction with a local environment: the one on $G$ pumps energy into the system with characteristic rate $\gamma_{G}$ (gain) while that on $L$ absorbs energy with rate $\gamma_{L}$ (loss).

This system can be implemented in a variety of ways (14), including coupled waveguides [15], microcavities [32] and in double-quantum-dot circuit QED setups [22]. As for the general case of $N$ modes, from Eq. (2.20) it follows that the evolution of the mean-field vector $\psi=\left(\left\langle\hat{a}_{L}\right\rangle,\left\langle\hat{a}_{G}\right\rangle\right)^{T}$ is governed by the Schrödinger-like equation $i \dot{\psi}=\mathcal{H} \psi$ with

$$
\mathcal{H}=\left(\begin{array}{cc}
-i \gamma_{L} & g  \tag{2.21}\\
g & i \gamma_{G}
\end{array}\right),
$$

which is exactly the non-Hermitian Hamiltonian in Eq. (1.6) with generally different gain and loss rate, and a particular instance of Eq. 2.19). If gain and loss are balanced $\left(\gamma_{L}=\gamma_{G}=\gamma\right), \mathcal{H}$ is $\mathcal{P} \mathcal{T}$-symmetric. Equations analogous to 2.20 for the full-quantum description of $\mathcal{P} \mathcal{T}$-symmetric systems can be found also e.g. in Refs. 22, 33, 34.
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## Chapter 3

## Quantum correlations in non-Hermitian systems

In this chapter, starting from the mean-field dynamics outlined in Sec. 2.3, we will take a step further and study the full quantum dynamics of the gain-loss system described by the master equation 2.20 . This allows to investigate quantum correlations and we will show how the EP stands out as a critical point for them. This result can be seen as a quantum signature of the EP as it separates between asymptotic survival and vanishing of quantum correlations beyond the usual spectral separation of unbroken (real eigenvalues) and broken (complex eigenvalues) phases.

### 3.1 Introduction

To date the most studies on gain-loss dynamics as (2.20), pictorially described in Fig. 3.1, adopted a classical description (based on Maxwell's equations in all-optical setups) as we outlined in Sec. 1.2, thus discarding quantum noise. Recent works yet showed that a full quantum treatment (beyond mean field) may have major consequences [35-38], but the exploration of this quantum regime is still at an early stage [37, 39-48. With regard to the potential exploitation of $\mathcal{P} \mathcal{T}$-symmetric systems for quantum technologies, a major obstacle is that gain and loss inevitably introduce quantum noise, which is detrimental for quantum coherent phenomena-most importantly for entanglement 49. In particular, the incoherent pumping acting as a gain is not customary in quantum optics settings 50. This issue even motivated recent proposals to employ parametric driving in place of gain/loss to effectively model non-Hermitian systems [38, 51].

Notwithstanding, in the last 20years, "cheaper" quantum resources have been discovered, putting lighter constraints on the necessary amount of quantum coherence. Among these is quantum discord, a type of quantum correlations (QCs) occurring even without entanglement [52,53. This extended paradigm of QCs has received great attention for its potential of yielding a quantum advantage in noisy environments [54]. Notably, a recent work reported the first experimental detection of such a form of QCs [55] in an anti- $\mathcal{P T}$ symmetric system featuring similarities with the setup in Fig. 3.1. However, the existence of a general connection between $\mathcal{P} \mathcal{T}$ symmetry and QCs dynamics is yet unknown.

In this chapter we provide a detailed study of total and quantum correlations in the gain-loss setup in Fig. 3.1. A connection emerges between $\mathcal{P} \mathcal{T}$ symmetry breaking and the long-time behavior of both total and QCs: these are found to have different scalings in the $\mathcal{P} \mathcal{T}$-broken/unbroken phase and at the EP. This is proven analytically and the underlying mechanism explained in detail through entropic arguments. In particular, breaking of $\mathcal{P} \mathcal{T}$ symmetry is accompanied by the appearance of finite stationary discord. These results provide a new characterization of phases with unbroken/broken $\mathcal{P} \mathcal{T}$ symmetry in terms of



Figure 3.1: A pair of quantum oscillators $G$ and $L$ undergoing a coherent exchange energy with rate $g$. On top of that, mode $G(L)$ is subject to a local gain (loss) with rate $\gamma$. The mean-field dynamics is described by the $\mathcal{P T}$-symmetric Hamiltonian in Eq. (2.21) with $\gamma_{G}=\gamma_{L}=\gamma$. (Left): when $\mathcal{P} \mathcal{T}$ symmetry is preserved $(\gamma<g)$, after some time they will share only classical correlations (gray halos are not connected). (Right): $\mathcal{P T}$ symmetry breaking $(\gamma>g)$ is instead accompanied by stationary quantum correlations (gray halos are connected).
the asymptotic behavior of correlations, whose knowledge requires accounting for the full quantum nature of the field.

### 3.2 Second-moment dynamics

As the mean-field dynamics has been discussed in Sec. 2.3.3, we focus here on the secondmoment dynamics. These describe completely the joint state of the two oscillators as the dynamics in Eq. 2.20 is Gaussian preserving and we will only consider initial Gaussian states 30,56 .

The two oscillators have an associated quantum uncertainty described by a $4 \times 4$ covariance matrix. Introducing quadratures

$$
\begin{align*}
& \hat{x}_{n}=\frac{1}{\sqrt{2}}\left(\hat{a}_{n}+\hat{a}_{n}^{\dagger}\right)  \tag{3.1}\\
& \hat{p}_{n}=\frac{i}{\sqrt{2}}\left(\hat{a}_{n}^{\dagger}-\hat{a}_{n}\right) \tag{3.2}
\end{align*}
$$

(with $n=G, L$ ), we define the covariance matrix as in Eq. 2.17) with $\hat{A}_{i}=\left(\hat{x}_{L}, \hat{p}_{L}, \hat{x}_{G}, \hat{p}_{G}\right)$ [31. Following a standard recipe [31, the master equation (2.20) implies a Lyapunov equation for the covariance matrix:

$$
\begin{equation*}
\dot{\sigma}=Y \sigma+\sigma Y^{T}+4 D \tag{3.3}
\end{equation*}
$$

with

$$
Y=\left(\begin{array}{cccc}
-\gamma_{L} & 0 & 0 & g  \tag{3.4}\\
0 & -\gamma_{L} & -g & 0 \\
0 & g & \gamma_{G} & 0 \\
-g & 0 & 0 & \gamma_{G}
\end{array}\right)
$$

and $D=\frac{1}{2} \operatorname{diag}\left(\gamma_{L}, \gamma_{L}, \gamma_{G}, \gamma_{G}\right)$.
On the $\mathcal{P} \mathcal{T}$ line excluding the EP, that is for $\gamma_{L}=\gamma_{G}=\gamma \neq g$, the solution of Eq. (3.3) under the initial condition $\sigma(0)=\mathbb{1}_{2} \otimes \mathbb{1}_{2}$ (product of coherent states) reads

$$
\begin{aligned}
& \sigma_{11}(t)=\sigma_{22}(t)=\frac{\gamma g^{2} \sinh (2 \Omega t)}{\Omega^{3}}-\frac{2 \gamma g^{2} t}{\Omega^{2}}+1, \\
& \sigma_{14}(t)=-\sigma_{23}(t)=-\frac{\gamma g}{\Omega^{2}}+\frac{\gamma^{2} g \sinh (2 \Omega t)}{\Omega^{3}}-\frac{2 \gamma^{2} g t}{\Omega^{2}}+\frac{\gamma g \cosh (2 t \Omega)}{\Omega^{2}}, \\
& \sigma_{33}(t)=\sigma_{44}(t)=-\frac{\gamma^{2}+2 \gamma g^{2} t+g^{2}}{\Omega^{2}}+\frac{2 \gamma^{2} \cosh (2 \Omega t)}{\Omega^{2}}+\frac{\gamma\left(\gamma^{2}+\Omega^{2}\right) \sinh (2 \Omega t)}{\Omega^{3}},
\end{aligned}
$$

where

$$
\begin{equation*}
\Omega=\sqrt{\gamma^{2}-g^{2}} \tag{3.5}
\end{equation*}
$$

and all the remaining matrix entries vanish.
The covarance matrix of a single mode coherent state is $\mathbb{1}_{2}$, that is the same of the vacuum state, because it contains only the noise of the vacuum, indeed

$$
\begin{equation*}
\langle 0| \hat{\mathcal{O}}^{2}|0\rangle=\langle\alpha| \hat{\mathcal{O}}^{2}|\alpha\rangle-(\langle\alpha| \hat{\mathcal{O}}|\alpha\rangle)^{2} \tag{3.6}
\end{equation*}
$$

for $\hat{\mathcal{O}}=\hat{x}, \hat{p}$.
In the unbroken phase, $\Omega=i \sqrt{g^{2}-\gamma^{2}}$ and hyperbolic functions are turned into oscillating functions of $\sqrt{g^{2}-\gamma^{2}} t$. At the EP $\gamma=g$ the solution reads

$$
\begin{gathered}
\sigma_{11}(t)=\sigma_{22}(t)=\frac{4 g^{3} t^{3}}{3}+1, \quad \sigma_{33}(t)=\sigma_{44}(t)=\frac{4 g^{3} t^{3}}{3}+4 g^{2} t^{2}+4 g t+1, \\
\sigma_{14}(t)=-\sigma_{23}(t)=\frac{4 g^{3} t^{3}}{3}+2 g^{2} t^{2}
\end{gathered}
$$

with all the remaining matrix entries being zero. Although exact analytical solution of Eq. (3.3) for unbalanced gain-loss rates can be found, their expressions are not reported here since these are lengthy and uninformative.

As this will be relevant for the following discussion, we compute the mean energy of joint and reduced states from the covariance matrix as $E=\operatorname{Tr} \sigma$ and $E_{L(G)}=\operatorname{Tr} \sigma_{L(G)}$, respectively. On the $\mathcal{P} \mathcal{T}$ line and in the long-time limit, they scale as

$$
\begin{gather*}
E_{\mathrm{UP}}(t) \approx \frac{8 g^{2} \gamma}{g^{2}-\gamma^{2}} t, \quad E_{L, \mathrm{UP}}(t) \approx \frac{1}{2} E_{\mathrm{UP}}(t),  \tag{3.7}\\
E_{\mathrm{EP}}(t) \approx \frac{16 g^{3}}{3} t^{3}, \quad E_{L, \mathrm{EP}}(t) \approx \frac{1}{2} E_{\mathrm{EP}}(t),  \tag{3.8}\\
E_{\mathrm{BP}}(t) \approx \frac{2 \gamma^{2}(\gamma+\Omega)}{\Omega^{3}} e^{2 \Omega t}, \quad E_{L, \mathrm{BP}}(t) \approx \frac{g^{2} \gamma}{2 \gamma^{2}(\gamma+\Omega)} E_{\mathrm{BP}}(t), \tag{3.9}
\end{gather*}
$$

where UP and BP stand for unbroken and broken $\mathcal{P} \mathcal{T}$ symmetry, respectively.

### 3.3 Correlation measures

A measure of the total amount of correlations between $\hat{a}_{G}$ and $\hat{a}_{L}$ is provided by the mutual information

$$
\begin{equation*}
\mathcal{I}=S_{G}+S_{L}-S \tag{3.10}
\end{equation*}
$$

that is the difference between the sum of local entropies

$$
\begin{equation*}
S_{L(G)}=-\operatorname{Tr}\left(\rho_{L(G)} \log \rho_{L(G)}\right), \tag{3.11}
\end{equation*}
$$

with $\rho_{L(G)}=\operatorname{Tr}_{G(L)} \rho$, and the entropy of the joint system $S=-\operatorname{Tr}(\rho \log \rho)$ 49, 57]. It follows that $\mathcal{I}=0$ if and only if $\rho=\rho_{L} \otimes \rho_{G}$. The amount of QCs is instead measured by the so-called quantum discord $52-54$

$$
\begin{equation*}
\mathcal{D}_{L G}=S_{G}-S+\min _{\hat{G}_{k}} \sum_{k} p_{k} S\left(\rho_{L \mid k}\right) \tag{3.12}
\end{equation*}
$$

where minimization is over all possible quantum measurements $\left\{\hat{G}_{k}\right\}$ made on subsystem $G$. A measurement outcome indexed by $k$ collapses the joint system onto

$$
\begin{equation*}
\rho_{L \mid k}=\operatorname{Tr}_{G}\left(\hat{G}_{k} \rho\right) / p_{k}, \tag{3.13}
\end{equation*}
$$

with probability $p_{k}$. Let us observe that discord is in general asymmetrid i.e., $\mathcal{D}_{L G} \neq$ $\mathcal{D}_{G L}$, which is the typical case for our system [see Fig. 3.2. The difference $\mathcal{I}-\mathcal{D}_{L G}$ represents the maximum amount of information that can be extracted about $L$ only performing local measurements on $G$. For this reason, discord captures QCs beyond entanglement, as it is in general nonzero for separable states [54]. Therefore, correlations between the modes are completely classical only if both $\mathcal{D}_{L G}$ and $\mathcal{D}_{G L}$ vanish.

In the case of Gaussian states, the optimization in (3.12) can be restricted to Gaussian measurements (Gaussian discord) [58], yielding a closed-form, although cumbersome, expression for $\mathcal{D}$ [59, 60]. In order to provide a simpler analytic formula we replace the von Neumann entropy by the Rényi-2 entropy $S(\varrho)=-\log \operatorname{Tr}\left(\varrho^{2}\right)$ in each expression 61. For Gaussian states, it has been shown that the choice of Rényi-2 entropy leads to wellbehaved correlation measures 62. Nevertheless, we numerically checked that all of the results (in particular asymptotic scalings) are qualitatively unaffected if von Neumann entropy is used instead. The fact that discord detects QCs more general than entanglement is condensed in a simple property: states such that $\mathcal{D}>\log 2$ are entangled $(\log 2 \rightarrow 1$ if von Neumann entropy is used) 60].

One of the main advantages of Gaussian states is that all the previously discussed correlations can be readily calculated through the covariance matrix, especially in terms of the Rényi-2 entropy. The general form of $\sigma$ generated by Eq. (3.3) with an initial product of coherent state features $2 \times 2$ blocks

$$
\sigma=\left(\begin{array}{cc}
L & C  \tag{3.14}\\
C^{\mathrm{T}} & G
\end{array}\right),
$$

where $L=\operatorname{diag}\left(\sigma_{11}, \sigma_{22}\right), G=\operatorname{diag}\left(\sigma_{33}, \sigma_{44}\right)$ and

$$
C=\left(\begin{array}{cc}
0 & \sigma_{14}  \tag{3.15}\\
\sigma_{23} & 0
\end{array}\right)
$$

describe uncertainties affecting the local fields $L$ and $G$ and cross-correlations, respectively. While von Neumann entropy requires the knowledge of the symplectic eigenvalues of $\sigma$, the Rényi-2 entropy for Gaussian states is simply given by

$$
\begin{equation*}
S(\sigma)=\frac{1}{2} \ln |\sigma|, \tag{3.16}
\end{equation*}
$$

with $|\sigma| \equiv \operatorname{det}(\sigma)$. The entropies of the reduced states of $L$ and $G$ are similarly obtained as $S(L)$ and $S(G)$.

### 3.4 Correlations dynamics for balanced gain and loss

We consider here the dynamics of correlations when each oscillator $n=L, G$ starts in a coherent state

$$
\begin{equation*}
\left|\alpha_{n}\right\rangle=e^{\left(\alpha \hat{a}_{n}^{\dagger}-\alpha^{*} \hat{a}_{n}\right)}|0\rangle . \tag{3.17}
\end{equation*}
$$

The initial covariance matrix is thus simply $\sigma_{0}=\mathbb{1}_{4}$. The covariance matrix evolves through (3.3) and we can then compute the time evolution of both correlation measures $\mathcal{I}$ and $\mathcal{D}$, for which we can obtain exact and compact expressions.

Before going on with quantum discord, a comment about entanglement, as this is generally the longstanding measure of QCs. We verified that it is indeed always zero in our dynamics. As mentioned earlier, discord detects QCs more general than entanglement. For Gaussian discord, this is condensed in a simple property: Gaussian states with $\mathcal{D}>\log 2$

[^4](1 with von Neumann entropy) are entangled. In our setup, discord never goes beyond this threshold (see Fig. 3.2) and we checked that the state is never entangled as $\tilde{\nu}_{-}>1$ at any time ( $\tilde{\nu}_{-}$is the smallest symplectic eigenvalue of the partially transposed covariance matrix $(60)$. Besides these analytical results, absence of entanglement at any given time is justified by the fact that the coupling Hamiltonian acts like a beam-splitter, and therefore cannot entangle coherent states, and that the two gain/loss channels are local.

Coming back to quantum discord, (3.12) admits a global minimum for all possible parameter values, corresponding to a phase-insensitive (heterodyne) measurement. Intuitively, this property can be related to the absence of any coherent drive: the dynamics in 2.20 is $U(1)$-symmetry-preserving and therefore favors the conditioning of phaseinsensitive measurements over phase-sensitive ones; this in turn makes the latter suboptimal for the generation of QCs.

Fig. 3.2 shows the typical time behavior of mutual information $\mathcal{I}$ (a) and discord $\mathcal{D}$ (b) in the UP (green line), at the EP (blue) and in the BP (red). Correlations, including QCs, are created on a typical time scale $\tau$ of the order of $\sim g^{-1}$ or less. and stationary QCs occur only when the dynamics is unstable, as we will shortly discuss. It is therefore important from an experimental point of view to compute the transient time $\tau$, namely the time it takes for QCs to reach a relevant percentage of their asymptotic value. We focus here on the $\mathcal{P T}$ line in broken phase and define $\tau_{L G}$ as that time satisfying $\mathcal{D}_{L G}\left(\tau_{L G}\right)=90 \% \mathcal{D}_{L G}(\infty)$, with an analogous definition for $\tau_{G L}$. From Fig. 3.3, we see that both $\tau$ 's are of the order of $g^{-1}$. We numerically checked that this holds true besides the $\mathcal{P} \mathcal{T}$-broken phase whenever asymptotic discord is finite. As discussed in the following, transient generation of QCs is common in noise-driven multipartite systems. In the long-time limit, instead, correlations show a peculiar behavior, which we next analyze for each phase.

In the UP, $\mathcal{I}$ approaches a finite value while exhibiting secondary oscillations at frequency $2 \sqrt{g^{2}-\gamma^{2}}$, while discord slowly decays until it vanishes. Their asymptotic expressions are given by

$$
\begin{equation*}
\mathcal{I} \approx \log \left(\frac{g^{2}}{g^{2}-\gamma^{2}}\right), \quad \mathcal{D}_{L G}, \mathcal{D}_{G L} \approx \frac{\gamma}{2 g^{2} t}, \tag{3.18}
\end{equation*}
$$

(throughout the symbol $\approx$ indicates the long-time limit) showing that quantum discord displays a power-law decay in this phase. Therefore, in the UP asymptotic correlations are completely classical, i.e., they do not involve any quantum superposition. This may seem to contradict the well-known property that Gaussian states such that $\mathcal{I}=0$ are all and only those with zero discord [60]. That property yet holds for systems with bounded mean energy, while the present dynamics is unstable on the whole $\mathcal{P} \mathcal{T}$ line.

When $\mathcal{P} \mathcal{T}$ symmetry is broken instead, the behavior of long-time correlations changes drastically. Mutual information now increases linearly as $\mathcal{I} \approx 2 \Omega t$, while QCs tend to a finite value given by

$$
\begin{equation*}
\mathcal{D}_{L G} \approx \log \left(\frac{\gamma(\gamma+\Omega)+g^{2}}{2 \gamma^{2}}\right), \quad \mathcal{D}_{G L} \approx \log \left(\frac{\gamma(3 \gamma+\Omega)-g^{2}}{2 \gamma^{2}}\right) . \tag{3.19}
\end{equation*}
$$

Thus in the BP stationary QCs are established, despite the noisy action of gain/loss and the dynamics being unstable. Jointly taken, Eqs. (3.18) and (3.19) show that the nature of asymptotic correlations is different in the two phases. In each phase, stationary finite correlations occur, but these are purely classical in the UP (where $\mathcal{I}$ converges, while $\mathcal{D} \rightarrow 0$ ) and purely quantum in the BP.

Finally, a critical behavior occurs at the EP with the correlations scaling as

$$
\begin{equation*}
\mathcal{I} \approx \log \left(\frac{4 g^{2}}{3} t^{2}\right), \quad \mathcal{D}_{L G}, \mathcal{D}_{G L} \approx \frac{1}{g t} \tag{3.20}
\end{equation*}
$$

Thus, while discord scales as in the UP phase (yet with a different pre-factor, cf. (3.18)), the growth of mutual information is now logarithmic. Remarkably, the EP is the only
point on the $\mathcal{P} \mathcal{T}$ line such that $\mathcal{I} \rightarrow \infty, \mathcal{D} \rightarrow 0$ (purely classical and diverging correlations). Thus, for balanced gain and loss, the EP can be regarded as the most classical configuration of the system.

Fig. 3.2(c) shows the long-time QCs on the $\mathcal{P} \mathcal{T}$ line. In the $\mathrm{BP}, \mathcal{D}_{G L}(\infty)$ monotonically grows with $\gamma$ asymptotically approaching the entanglement threshold, while $\mathcal{D}_{L G}(\infty)$ takes a maximum followed by a long-tail decay. A critical behavior occurs at the EP (on the boundary between regions of zero and non-zero discord) since

$$
\begin{equation*}
\mathcal{D} \sim(\gamma / g-1)^{\frac{1}{2}} \tag{3.21}
\end{equation*}
$$

for $\gamma>g$ while

$$
\begin{equation*}
\mathcal{D}=0 \tag{3.22}
\end{equation*}
$$

for $\gamma \leq g$.
All the results and plots in Fig. 3.2 are for an initial coherent state (covariance matrix $\sigma_{0}=\mathbb{1}_{4}$ ). Yet, we gathered numerical evidence that mutual information and discord exhibit analogous long-time behaviors if different (Gaussian) initial states are chosen. This is illustrated in Fig. 3.4 where we set $\gamma_{G}=\gamma_{L}=\gamma(\mathcal{P} \mathcal{T}$ line) and plot mutual information and $\mathcal{D}_{G L}$ versus time for three different choices of initial state: a coherent state, a twomode squeezed state and a two-mode squeezed thermal state, whose general covariance matrix (in quadrature basis) has the form

$$
\sigma_{0}=\left(\begin{array}{cc}
\left(\cosh r\left(n_{G}+n_{L}+1\right)+n_{L}-n_{G}\right) \mathbb{1}_{2} & \sinh r\left(n_{G}+n_{L}+1\right) \sigma_{z}  \tag{3.23}\\
\sinh r\left(n_{G}+n_{L}+1\right) \sigma_{z} & \left(\cosh r\left(n_{G}+n_{L}+1\right)+n_{G}-n_{L}\right) \mathbb{1}_{2}
\end{array}\right)
$$

where $\sigma_{z}=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right), r$ is the squeezing parameter and $n_{L}\left(n_{G}\right)$ is the mean number of photons in mode $L(G)$. Note that changing the initial states does not even affect the numerical asymptotic value except for the BP where a little discrepancy between different initial states arises. We checked that this discrepancy disappears if Von Neumann entropy is used instead of Rényi-2 entropy.

### 3.5 Physical mechanisms behind generation of correlations

Generation of QCs during the transient dynamics can be understood noticing that the coupling Hamiltonian acts on the modes like a beam splitter. When acting on $\left|\alpha_{L}\right\rangle \otimes\left|\alpha_{G}\right\rangle$, this term alone cannot correlate the modes, only mixing their amplitudes 63. The same holds for the loss term. The gain process, on the other hand, turns a coherent state into a mixture

$$
|\alpha\rangle\langle\alpha| \rightarrow \int d^{2} \alpha^{\prime} P\left(\alpha^{\prime}\right)\left|\alpha^{\prime}\right\rangle\left\langle\alpha^{\prime}\right|
$$

with $P\left(\alpha^{\prime}\right) \geq 0$ (coherence reduced) 64. The combined action of gain and beam splitter on $\left|\alpha_{L}\right\rangle\left\langle\alpha_{L}\right| \otimes\left|\alpha_{G}\right\rangle\left\langle\alpha_{G}\right|$ turns it into

$$
\int d^{2} \alpha_{G}^{\prime} P\left(\alpha_{G}^{\prime}\right)\left|\tilde{\alpha}_{L}^{\prime}\right\rangle\left\langle\tilde{\alpha}_{L}^{\prime}\right| \otimes\left|\tilde{\alpha}_{G}^{\prime}\right\rangle\left\langle\tilde{\alpha}_{G}^{\prime}\right|
$$

where both $\tilde{\alpha}_{L(G)}^{\prime}$ depend on both $\alpha_{L(G)}^{\prime}$. Although not entangled, such a state is generally discordant because coherent states form a non-orthogonal basis 65. We observe that an analogous effect is obtained if the gain is replaced by a local thermal bath. Indeed, the ability of some local non-unitary channels to favor creation of discord was demonstrated in 54. For instance, local gain or loss can create QCs starting from a state featuring only classical correlations (a process which is not possible for entanglement) 66-69, which was experimentally confirmed in Ref. 70.

| $\mathcal{P T}$ line | UP | EP | BP |
| :---: | :---: | :---: | :---: |
| $S$ | $\log \left(\frac{4 \gamma^{2} g^{2}}{g^{2}-\gamma^{2}} t^{2}\right)$ | $\log \left(\frac{4 g^{4}}{3} t^{4}\right)$ | $2 \Omega t+\log \left(\frac{\gamma^{3}(\gamma+\Omega)}{\Omega^{4}}\right)$ |
| $S_{L}$ | $\log \left(\frac{2 \gamma g^{2}}{g^{2}-\gamma^{2}} t\right)$ | $\log \left(\frac{4 g^{3}}{3} t^{3}\right)$ | $2 \Omega t+\log \left(\frac{\gamma g^{2}}{2 \Omega^{3}}\right)$ |
| $S_{G}$ |  | $2 \Omega t+\log \left(\frac{\gamma(\gamma+\Omega)^{2}}{2 \Omega^{3}}\right)$ |  |

Table 3.1: Asymptotic behavior of entropies $S$ and $S_{L(G)}$ for balanced gain-loss rates.

The special nature of this dynamics mostly arises from the long-time behavior of correlations. To shed light on it, we first show that discord can be expressed in the form

$$
\begin{equation*}
\mathcal{D}_{L G}=\log \left(1+\frac{e^{\mathcal{I}}-1}{e^{S_{G}}+1}\right), \tag{3.24}
\end{equation*}
$$

(with an analogous expression for $\mathcal{D}_{G L}$ ). This identity, which we now prove, holds true for any Gaussian state generated by (2.20) and subject to a local heterodyne measurement.

Despite the fact that a closed expression for bipartite Gaussian quantum discord can be obtained, this is generally lengthy and uninformative regardless of the chosen entropy measure. However, in our dynamics with an initial product of coherent states, the isotropy of the problem suggests that the measurement which maximizes discord is likely to be phase-insensitive. Indeed, it can be checked that heterodyne detection (i.e., projection onto coherent states) is the optimal measurement. In our dynamics it can also be checked that cross correlations are always smaller than local uncertainties (this is of course not true for any Gaussian state). These facts allow us to write quantum discord as in Eq. (3.24) according to the following lemma.

Lemma. For a heterodyne measurement Gaussian discord with Rényi-2 entropy of a Gaussian state as in Eq. (3.14) whose cross correlations are smaller than local uncertainties (i.e., $|C|<\sqrt{|L|} \sqrt{|G|}$ ) can be written as

$$
\begin{equation*}
\mathcal{D}_{L G}=\log \left(1+\frac{e^{\mathcal{I}}-1}{e^{S_{G}}+1}\right), \quad \mathcal{D}_{G L}=\log \left(1+\frac{e^{\mathcal{I}}-1}{e^{S_{L}}+1}\right) . \tag{3.25}
\end{equation*}
$$

Proof. A heterodyne measurement on $G$ turns the covariance matrix (CM) into

$$
\sigma_{\mid G}=\left(\begin{array}{cc}
L & C  \tag{3.26}\\
C^{T} & G+\sigma_{M}
\end{array}\right)
$$

where $\sigma_{M}=\mathbb{1}_{2}$ is the CM of the measurement outcome [30]. Let

$$
\begin{equation*}
\tilde{L}=L-C\left(G+\sigma_{M}\right)^{-1} C^{\mathrm{T}} \tag{3.27}
\end{equation*}
$$

be the Schur complement and let us denote $|A| \equiv \operatorname{det}(A)$. Using the definition of Gaussian discord with Rényi-2 entropy 61]

$$
\begin{equation*}
\mathcal{D}_{L G}=\frac{1}{2} \log \left(\frac{|\tilde{L}||G|}{|\sigma|}\right) \tag{3.28}
\end{equation*}
$$

we get

$$
\mathcal{D}_{L G}=\frac{1}{2} \log \left(\frac{|G|}{\left|G+\sigma_{M}\right|} \frac{\left|G+\sigma_{M}\right||\tilde{L}|}{|\sigma|}\right)=\frac{1}{2} \log \left(\frac{|G|}{\left|G+\sigma_{M}\right|} \frac{\left|\sigma_{\mid G}\right|}{|\sigma|}\right) .
$$

Now using the assumption $|C|<\sqrt{|L|} \sqrt{|G|}$ we can write

$$
\mathcal{D}_{L G}=\frac{1}{2} \log \left(\frac{e^{2 S_{G}}}{\left(e^{S_{G}}+1\right)^{2}} \frac{\left(e^{S}+e^{S_{L}}\right)^{2}}{e^{2 S}}\right)=\log \left(1+\frac{e^{\mathcal{I}}-1}{e^{S_{G}}+1}\right) .
$$

An analogous proof holds for $\mathcal{D}_{G L}$.

Using (3.25) we plot asymptotic discord in Fig. 3.5.
Together with $\mathcal{I}=S_{G}+S_{L}-S$, 3.24 allows to explain the dynamics of classical and QCs in terms of a competition among global and local entropies. The long-time expressions of $S$ and $S_{L(G)}$ are provided in Table 3.1. All of these diverge in time (either logarithmically or linearly depending on the phase). Hence, (3.24) simplifies to

$$
\begin{equation*}
\mathcal{D}_{L G} \approx \log \left(1+e^{-\left(S-S_{L}\right)}-e^{-S_{G}}\right) \tag{3.29}
\end{equation*}
$$

which shows that the survival of QCs depends on the difference $S-S_{L}$ alone. Using the expressions in Table 3.1, (3.29) yields exactly the scalings in Eqs. (3.18), (3.19) and (3.20).

In the UP, $S_{G}$ and $S_{L}$ grow at the same rate and their sum is almost equal to the global entropy $S$. Their difference is small (showing this requires sub-leading contributions not shown in Table (3.1) and yields a constant $\mathcal{I}$ in the long-time limit. (3.24) then entails that discord vanishes. In the BP, instead, the gain process dominates the entropy balance and the total entropy is slaved to the local one, $S \approx S_{G}$. This then implies $\mathcal{I} \approx S_{L}$. On top of that, the divergences of $S$ and $S_{L}$ cancel out, so that $S-S_{L}$ is convergent, in turn entailing a finite value of QCs via (3.29).

As mentioned previously, any two-mode Gaussian state with finite mean energy satisfies $\mathcal{D} \neq 0 \Leftrightarrow \mathcal{I} \neq 0$ (60]. This property can be retrieved from (3.24) when $S_{G}$ is finite. Notwithstanding, for $S_{G} \rightarrow \infty$, discord can vanish asymptotically even if $\mathcal{I}$ does not (e.g. in the UP and at EP, see Fig. (3.2).

### 3.6 Dynamics of correlations beyond the PT line

To complete our study, we address the rich dynamics of correlations beyond the $\mathcal{P} \mathcal{T}$ line, i.e., for unbalanced gain and loss $\left(\gamma_{L} \neq \gamma_{G}\right)$. The phase portrait in Fig. 3.6 displays five distinct dynamical regimes, obtained by applying standard stability analysis. Indeed, the Schrödinger-like equation for the mean-field $\dot{\psi}=-i \mathcal{H} \psi$ is nothing but a two dimensional linear dynamical system whose asymptotic behavior is fully characterized by the eigenvalues

$$
\begin{equation*}
\lambda_{ \pm}=\frac{1}{2}\left(\gamma_{G}-\gamma_{L} \pm \sqrt{\left(\gamma_{G}+\gamma_{L}\right)^{2}-4 g^{2}}\right) \tag{3.30}
\end{equation*}
$$

of $-i \mathcal{H}$. If $\lambda_{+} \lambda_{-}<0$ then the origin $O=(0,0)$ is a saddle point for the dynamical system. If both $\lambda_{ \pm}$are real numbers then $O$ is a source (sink) if both $\lambda_{ \pm}>0\left(\lambda_{ \pm}<0\right)$, otherwise $O$ is a repulsive (attractive) spiral if both $\operatorname{Re} \lambda_{ \pm}>0\left(\operatorname{Re} \lambda_{ \pm}<0\right)$. The boundaries separating regions with different behaviors are exactly the $\mathcal{P} \mathcal{T}$ line $\left(\gamma_{L}=\gamma_{G}<g\right)$, the hyperbola $\left(\gamma_{L} \gamma_{G}=g^{2}\right)$ and the EP line $\left(\gamma_{L}+\gamma_{G}=2 g\right)$, as shown in Fig. 3.6.

Accordingly, the long-time behavior of the CM is determined by the Lyapunov stability criterion: equation

$$
\begin{equation*}
Y \sigma_{\infty}+\sigma_{\infty} Y^{\mathrm{T}}+4 D=0 \tag{3.31}
\end{equation*}
$$

has a (finite) solution if and only if the eigenvalues of $Y$ have negative real parts. We observe that, by expressing the CM in terms of ladder operators $\hat{A}_{i}=\left(\hat{a}_{L}, \hat{a}_{G}, \hat{a}_{L}^{\dagger}, \hat{a}_{G}^{\dagger}\right)$
(instead of quadratures as in the main text), matrix $Y$ entering Eq. (3.4) turns into

$$
\widetilde{Y}=\left(\begin{array}{cc}
-i \mathcal{H} & \mathbf{0}  \tag{3.32}\\
\mathbf{0} & i \mathcal{H}^{\dagger}
\end{array}\right) .
$$

The eigenvalues of $Y$ are thus same as those of $\widetilde{Y}$ (as a unitary transformation preserves the spectrum) and are in turn the same as those of matrix $-i \mathcal{H}$ with a double degeneracy. Therefore the CM dynamics mimics that of the Schrödinger-like equation for the meanfield: it admits a stationary value for $\operatorname{Re} \lambda_{ \pm}<0$ [regions III + IV in Fig. 3.6], otherwise it diverges.

The regions in Fig. 3.6(a) are limited by the $\mathcal{P T}$ line, the EP line $\gamma_{L}+\gamma_{G}=2 g$ and the hyperbola $\gamma_{L} \gamma_{G}=g^{2}$. There is a stable region (III + IV), where both distinct eigenvalues $\lambda_{ \pm}$of matrix $Y$ (cf. (3.4) have negative real part (note that for $g>\gamma_{G}$, if $\gamma_{L}$ is large enough the dynamics becomes unstable). This is the usual bounded-energy region featuring non-zero stationary values of $\mathcal{I}$ and $\mathcal{D}$. Symmetric to that is a totally unstable region (I +II ), where both $\operatorname{Re} \lambda_{ \pm}>0$. Remarkably, this whole region is characterized by asymptotically vanishing discord [cf. Fig. 3.6(c)]. The EP line separates two kinds of divergence (convergence) in the totally unstable (stable) region: below this line repulsive (attractive) spirals occur, and sources (sinks) above it. In conclusion, there is an unstable region (V) (saddle points) with linearly divergent $\mathcal{I}$ and stationary QCs [cf. (b) and (d)]. Eq. (3.29) can be directly applied to the unstable regions beside the $\mathcal{P} \mathcal{T}$ line to explain the behavior of QCs. Yet another remarkable feature is that the region (I $+\mathrm{III}+\mathrm{IV}$ ) is characterized by asymptotic finite values of $\mathcal{I}$. In particular, in region I, $\mathcal{I}$ displays extremely long-lived oscillations [see Fig. [3.6(a)].

### 3.7 Summary

In this chapter, through a fully master equation description, we investigated the dynamical behaviors of total and quantum correlations in a typical gain-loss system exhibiting mean-field $\mathcal{P} \mathcal{T}$-symmetric physics. Starting from a coherent state, QCs without entanglement are created and, in a large region of parameter space, approach to a nonzero value. For balanced gain and loss, and in the long-time limit, distinct $\mathcal{P} \mathcal{T}$ symmetric phases exhibit dramatically different time scalings of both total and quantum correlations. This points to a new distinction between phases with unbroken/broken $\mathcal{P} \mathcal{T}$ symmetry in the dynamics of entropic quantities, whose knowledge requires accounting for the full quantum nature of the field.

In terms of quantum technologies, stationary QCs beyond entanglement (occurring e.g. in the unbroken phase) are potentially appealing in that this form of correlations have found several applications in recent years, [71, 72] such as information encoding [73], remote-state preparation (74), entanglement activation 75-78, entanglement distribution $79-82$, quantum metrology and sensing 83 and so on. This suggests that quantum noise could embody a resource, rather than a hindrance, to the exploitation of $\mathcal{P T}$ symmetric systems for useful applications. This is indeed one of the major points we will make in Chapter 5 (and in the whole thesis), though from a different perspective.


Figure 3.2: Dynamics of mutual information and quantum correlations on the $\mathcal{P} \mathcal{T}$ line ( $\gamma_{L}=\gamma_{G}=\gamma$ ). This includes the unbroken phase (UP) $\gamma<g$, the exceptional point (EP) $\gamma=g$ and the broken phase (BP) for $\gamma>g$. (a) and (b): Mutual information $\mathcal{I}$ (a) and discord $\mathcal{D}_{L G}$ (b) for $\gamma=g / 2$ (UP, green), $\gamma=3 g / 2$ (BP, red) and $\gamma=g$ (EP, blue). A qualitatively analogous behavior is exhibited by $\mathcal{D}_{G L}$. (c): Asymptotic value of discord, $\mathcal{D}_{L G}(\infty)$ (yellow) and $\mathcal{D}_{G L}(\infty)$ (purple).


Figure 3.3: Transient time $\tau_{L G}$ (yellow) and $\tau_{G L}$ (purple) in units of $g^{-1}$ versus gain/loss rate $\gamma$ in units of $g$.


Figure 3.4: Typical time behavior on the $\mathcal{P} \mathcal{T}$ line of mutual information (top panels) and discord $\mathcal{D}_{G L}$ (bottom) for different choices of the initial state as in (3.23): coherent (blue, $r=0, n_{L}=n_{G}=0$ ), two mode squeezed (red, $r=0.5, n_{L}=n_{G}=0$ ) and two mode squeezed thermal (green, $r=0.5, n_{L}=3, n_{G}=7$ ) state. The three columns represent UP $(\gamma=g / 2)$, EP $(\gamma=g)$ and BP $(\gamma=3 g / 2)$.


Figure 3.5: Long time QCs as measured by $\mathcal{D}_{L G}$ (a) and $\mathcal{D}_{G L}$ (b) on the plane $\gamma_{G}-\gamma_{L}$ (in units of $g$ ). $\mathcal{P T}$ line, EP and hyperbola are highlighted to clarify the relation with Fig. 3.6. The plots are the generalizations of Fig. 3.2(c) [i.e. the $\mathcal{P} \mathcal{T}$ line] to the general case of unbalanced gain an loss.


Figure 3.6: (Left): Stability diagram for the dynamics ruled by with generally unbalanced gain and loss. (Right): Typical time evolution of the mutual information [(a), (b)] and discord $[(\mathrm{c}),(\mathrm{d})]$ corresponding to the points highlighted in the diagram.

## Chapter 4

## Cavity and waveguide QED: a brief review

In this chapter we make a brief overview about light matter interaction in cavity-QED and waveguide QED, providing the minimal tools necessary for the next chapter. We focus our attention on the so-called atom-photon dressed states and on the effective atom-atom Hamiltonian mediated by a photon.

### 4.1 Introduction

One of the many milestones in the field of quantum optics, i.e. light-matter interaction at the quantum level, has been the realization of coherent interaction between atoms (matter) and single modes of the electric field (light) [84]. This is best represented in cavity QED (quantum electrodynamics), that is a setup where an atom (or many) interacts with a protected cavity mode.

On the one hand, atoms can be modeled as pseudo-spins, i.e. two-level quantum systems (qubits). We label the two states as $|g\rangle$ and $|e\rangle$ as for ground and excited, respectively, with energy difference $\omega_{e}$. This is of course an approximation, based on the assumption that other transitions to other energy levels are negligible with respect to the $|g\rangle \leftrightarrow|e\rangle$ transition.

On the other hand, the spatial confinement of the electric field in a cavity with volume $V$ and mirrors' distance $L$ has two major consequences:
(i) only one mode $\hat{a}$ of the field can be taken into account (the cavity mode) $\boldsymbol{\square}$
(ii) the atom-field coupling $g$ is enhanced.

Indeed, the energy spacing among field modes is proportional to $L^{-1}$ and $g \propto V^{-1 / 2} 85$.
Therefore, under dipole and rotating wave approximations [86], the cavity QED Hamiltonian describing a single atom interacting with a single cavity mode, the so called JaynesCummings model, reads

$$
\begin{equation*}
H_{\mathrm{JC}}=\omega_{e} \sigma^{\dagger} \sigma+\omega_{0} \hat{a}^{\dagger} \hat{a}+g\left(\sigma^{\dagger} \hat{a}+\text { H.c. }\right) \tag{4.1}
\end{equation*}
$$

where $\omega_{0}$ is the energy of mode $\hat{a}$ (recall that we set $\hbar=1$ ) and $\sigma=|g\rangle\langle e|$. The last term in Eq. (4.1) describes the coherent exchange of excitation between the atom and the cavity.

The number of excitations $\hat{N}=\sigma^{\dagger} \sigma+\hat{a}^{\dagger} \hat{a}$ is a constant of motion ( $\left[\hat{N}, H_{\mathrm{JC}}\right]=0$ ), therefore $H_{\mathrm{JC}}$ can be block diagonalized in each subspace spanned by $\{|g, n\rangle,|e, n-1\rangle\}$,

[^5]where the first (second) entry in the ket represents the atomic (photonic) state. These states are the bare modes of the system, that is the eigenstates of the free Hamiltonian $H_{0}=H_{\mathrm{JC}}-g\left(\sigma^{\dagger} \hat{a}+\right.$ H.c. $)$. As in any two-dimensional system, interaction modifies the energy splitting, as the eigenvalues become
\[

$$
\begin{equation*}
E_{ \pm, n}=n \omega_{0}+\Delta \pm \sqrt{\Delta^{2}+g^{2} n} \tag{4.2}
\end{equation*}
$$

\]

with $\Delta=\left(\omega_{e}-\omega_{0}\right) / 2$ (atom-cavity detuning). The corresponding eigenstates are a pair of atom-photon dressed states ${ }^{2}$ ?

$$
\begin{align*}
\left|\Psi_{n}^{+}\right\rangle & =\cos \frac{\theta}{2}|g, n\rangle+\sin \frac{\theta}{2}|e, n-1\rangle  \tag{4.3}\\
\left|\Psi_{n}^{-}\right\rangle & =-\sin \frac{\theta}{2}|g, n\rangle+\cos \frac{\theta}{2}|e, n-1\rangle \tag{4.4}
\end{align*}
$$

with $\theta=\arctan (g \sqrt{n} / \Delta)$ being the mixing angle.
In the absence of interaction the two levels would be resonant. In the presence of the interaction, we see from Eq. (4.2) that the energy splitting depends on the interaction strength and on the detuning. Two separate regimes can then be considered.

For large detuning $\Delta \gg g$, first-order processes are ineffective hence energies are slightly perturbed and so are the eigenstates. For small detuning $\Delta \ll g$ the interaction is of first order (for zero detuning the degeneracy is lifted), and eigenstates are given by substantially superposing the bare eigenstates. Furthermore, vacuum-Rabi oscillations occur, whose amplitude is higher in strong coupling regime ( $\Delta<g$ ) than those occurring in weak coupling.

As an example, considering the single excitation subspace (which will be the relevant one also in the following), we can write the energies in Eq. (4.2) as

$$
\begin{equation*}
E_{ \pm}=\omega_{0}+\Delta \pm \sqrt{\Delta^{2}+g^{2}} \tag{4.5}
\end{equation*}
$$

and
where $\mid$ vac $\rangle$ is the ground state of the field and $| \pm\rangle=\left|\Psi_{1}^{ \pm}\right\rangle$. This particular case shows how these atom-photon dressed states can be thought of as one excitation shared by the atom and the field.

### 4.2 QED in structured photonic lattices

In recent years it has been possible to realize experimentally setups that are a generalization (theoretically speaking) of the one presented in the previous section. Instead of considering an emitter coupled to the field where all three dimensions are localized (cavity QED), a new paradigm of light-matter interaction, that of waveguide $Q E D$, where only 2 dimensions are localized, has been established. In this scenario a single atom is interacting with a 1D continuum of modes.

The experimental challenge is coherently coupling one or more emitters to the field, so that the preferred decay channel is that into the waveguide instead of the surrounding free space. This can be achieved in several platforms such as cold atoms coupled to the evanescent field of a nanofiber 87 or superconducting qubits coupled to transmission lines 88, 89 .

[^6]

Figure 4.1: Pictorial representation of a structured photonic lattice (waveguide). The array is composed of $N \rightarrow \infty$ unit cells, with nearest neighbor couplings. Each cell contains the same couplings pattern between $N_{\mathrm{c}}<\infty$ cavities (green dots).

The waveguide QED model we will consider is that of two-level systems coupled to a one-dimensional array of coupled cavities as in Refs. 90-92]. In recent years it was shown how a structured array can exhibit many unconventional properties 92.93 . By "structured array" we specifically mean, as in Ref. [94, one where each unit lattice cell couples to nearest-neighbor unit cells, allowing any possible couplings among cavities within the unit cell

The full Hamiltonian of the system is then

$$
\begin{equation*}
H=H_{\mathrm{e}}+H_{\mathrm{f}}+H_{\mathrm{int}} \tag{4.8}
\end{equation*}
$$

The first term is the free emitters Hamiltonian, which for $N_{\mathrm{e}}$ emitters reads

$$
\begin{equation*}
H_{\mathrm{e}}=\omega_{e} \sum_{i=1}^{N_{\mathrm{e}}} \sigma_{i}^{\dagger} \sigma_{i} \tag{4.9}
\end{equation*}
$$

where $\sigma_{i}=|g\rangle_{i}\langle e|$.
The second term in Eq. (4.8) is the Hamiltonian of the field of the structured array. We will adopt the same notation as in Ref. [94] so that we consider a one-dimensional lattice made of $N$ unit cells, each of them containing $N_{\mathrm{c}}$ cavities; $a_{n, \alpha}$ describes the photonic excitation in the $\alpha$ th cavity within the $n$th unit cell, see Fig. 4.1. As we are considering all possible kinds of interactions inside a unit cell, writing the field Hamiltonian in real space would result in a cumbersome expression. We then consider the limit $N \rightarrow \infty$ limit and take periodic boundary conditions so as to write the free field Hamiltonian in Fourier space as

$$
H_{\mathrm{f}}=\sum_{k}\left(\tilde{a}_{k, 1}^{\dagger}, \ldots, \tilde{a}_{k, N_{\mathrm{c}}}^{\dagger}\right) h_{\mathrm{f}}(k)\left(\begin{array}{c}
\tilde{a}_{k, 1}  \tag{4.10}\\
\vdots \\
\tilde{a}_{k, N_{\mathrm{c}}}
\end{array}\right)
$$

where $\tilde{a}_{k, \alpha}=\frac{1}{\sqrt{N}} \sum_{n} e^{-i k n} a_{n, \alpha}, \alpha=1, \ldots, N_{\mathrm{c}}$, and

$$
h_{\mathrm{f}}(k)=\omega_{0} \mathbb{1}_{N_{\mathrm{c}}}+\left(\begin{array}{cccc}
\delta_{1}(k) & f_{12}(k) & \ldots & f_{1 N_{\mathrm{c}}}(k)  \tag{4.11}\\
f_{12}^{*}(k) & \delta_{2}(k) & \ldots & f_{2 N_{\mathrm{c}}}(k) \\
\ldots & \ldots & \ldots & \ldots \\
f_{1 N_{\mathrm{c}}}^{*}(k) & f_{2 N_{\mathrm{c}}}^{*}(k) & \ldots & \delta_{N_{\mathrm{c}}}(k)
\end{array}\right)
$$

is the Hamiltonian in Fourier space and $\omega_{0}$ is the free energy of each cavity (the free cavities' Hamiltonian is $\omega_{0} \sum_{n, \alpha} a_{n, \alpha}^{\dagger} a_{n, \alpha}$ ). We can set $\omega_{0}=0$ as the energy reference so that we can discard free cavity dynamics.

[^7]Diagonalizing $h_{\mathrm{f}}(k)$ one gets $D(k)=U h_{\mathrm{f}}(k) U^{\dagger}$ where $D(k)=\operatorname{diag}\left[E_{1}(k), \ldots, E_{N_{\mathrm{c}}}(k)\right]$, $E_{\alpha}(k)$ 's being the bands of the lattice.

This way the field Hamiltonian can be put in diagonal form

$$
\begin{equation*}
H_{\mathrm{f}}=\sum_{k} \Psi_{k}^{\dagger} D(k) \Psi_{k} \tag{4.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\Psi_{k}^{\dagger}=\left(\tilde{a}_{k, 1}^{\dagger}, \ldots, \tilde{a}_{k, N_{c}}^{\dagger}\right) U^{\dagger} . \tag{4.13}
\end{equation*}
$$

The structure of this photonic bath stems from the fact that, having bands, then band gaps may occur. Band gap closings, by tuning a system parameter, is a way for distinguishing between different topological phases 92,95 .

The final term in Eq. (4.8) describes the atom-cavity interaction under the same assumptions of Sec . 4.1. We write here the kind of interaction where a single emitter can in principle exchange excitation with multiple cavities (giant atom) with hopping rate $g$

$$
\begin{equation*}
H_{\mathrm{int}}=g \sum_{i=1}^{N_{\mathrm{e}}}\left(\sigma_{i}^{\dagger} \sum_{j=1}^{N_{i}} a_{n_{j}, \alpha_{j}}+\text { H.c. }\right) \tag{4.14}
\end{equation*}
$$

where $N_{i}$ is the number of coupling points of atom $i$ : if $N_{i}=1$ then it is locally coupled to one cavity, otherwise it is a giant atom 96 (usually two are considered). This interaction is of Jaynes-Cummings type, see Eq. (4.1)

### 4.2.1 Atom-photon dressed states

In Sec. 4.1, we saw how in cavity QED the eigenstates of the system are given by a superposition of atomic and photonic bare states, that is how the photon dresses the atom. In particular the lower energy dressed state in the Jaynes-Cummings model in the single-excitation subspace can be written to first order in $g$ as

That is, the atomic eigenstate $|e\rangle$ is modified by the interaction acquiring a small photonic part. In the one-excitation sector one usually adopts a lighter notation where $|e\rangle$ is the state with the excitation being in the atomic component and the field in the vacuum, i.e. $|e\rangle|v a c\rangle$. The state $|n\rangle$ is instead the one where the excitation is in the $n$th cavity, i.e. $a_{n}^{\dagger}|g\rangle|\mathrm{vac}\rangle$.

Analogous considerations hold in waveguide QED. Without atom-interaction the bare eigenstates are $|e\rangle$ and $\{|k\rangle\}$ where the latter are field's eigenstates $\{$. Indeed, when the atom-field interaction is turned on (weak coupling) ${ }^{5}$, the bare eigenstates change as $97{ }^{[6]}$

$$
\begin{align*}
& |e\rangle \rightarrow\left|\Psi_{\mu}\right\rangle \equiv|e\rangle+g\left|\varphi_{\mathrm{ph}}\right\rangle=|e\rangle+g \hat{G}_{\mathrm{f}}\left(\omega_{\mu}\right)|n, \alpha\rangle,  \tag{4.16}\\
& |k\rangle \rightarrow\left|k^{+}\right\rangle \equiv|k\rangle+\hat{G}^{+}\left(\omega_{k}\right) H_{\text {int }}|k\rangle . \tag{4.17}
\end{align*}
$$

with energies $\omega_{\mu}$ and $\omega_{k}$, respectively.

[^8]In these equations

$$
\begin{equation*}
\hat{G}(z)=\frac{1}{z-H} \tag{4.18}
\end{equation*}
$$

is the Green's function 97 of Hamiltonian $H$ (same goes for the Green's function $\hat{G}_{\mathrm{f}}(z)$ corresponding to $H_{\mathrm{f}}$ ). Eq. (4.16) expresses the fact that, as in Eq. (4.15), the bare atomic eigenstate acquires a photonic component

$$
\begin{equation*}
\left|\varphi_{\mathrm{ph}}\right\rangle=\hat{G}_{\mathrm{f}}\left(\omega_{\mu}\right)|n, \alpha\rangle \tag{4.19}
\end{equation*}
$$

where $\omega_{\mu}$ 's are the discrete poles of $\hat{G}(z)$, that is the energies of these new eigenstates $\left|\Psi_{\mu}\right\rangle$ (they are generally more than one), and $|n, \alpha\rangle$ labels the lattice site of the cavity to which the atom is coupled to.

Similarly, Eq. 4.17) expresses how the unbound modes $|k\rangle$ are modified by the interaction ( $g$ is hidden into $H_{\text {int }}$ ) and $\omega_{k}$ are the corresponding energies (observe that in thermodynamic limit $\left|k^{+}\right\rangle$'s are eigenstates of $H$ with the same energies $\omega_{k}$ 's of the unperturbed modes $|k\rangle$ 's), while

$$
\begin{equation*}
\hat{G}^{+}\left(\omega_{k}\right)=\lim _{\varepsilon \rightarrow 0} \hat{G}\left(\omega_{k}+i \varepsilon\right) . \tag{4.20}
\end{equation*}
$$

The single photon dressed states $\left|\Psi_{\mu}\right\rangle$ are responsible for non-Markovian behaviors of atomic decay such as Rabi oscillations 91 and fractional decay 92,98 . Finally, they can mediate interactions in the case of many emitters coupled to the waveguide.

### 4.2.2 Dipole-dipole mediated Hamiltonian

In the case of many emitters coupled to the same photonic bath, which are not directly coupled to each other, it turns out that their common environment can mediate an interaction among them [99-102. Indeed, one of the interests in waveguide QED is devising unconventional atom-atom interaction by properly structuring the photonic bath they are coupled to. A recent example of this has been the realization of topological interaction in a tight-binding photonic lattice with staggered coupling (SSH model) 92, 93. By placing the atomic frequency in the middle of the bandgap it is possible to implement a topologically dependent coherent interaction among atoms 92 .

The dipole-dipole interaction is mediated by the previously described atom-photon dressed states $90,93,103$ following this scheme: emitter $i$ induces its own dressed state $\left|\Psi_{i}\right\rangle$; if emitter $j$ is coupled to the $\left(n_{j}, \alpha_{j}\right)$ th cavity and $\left\langle n_{j}, \alpha_{j} \mid \Psi_{i}\right\rangle \neq 0$ then emitter $j$ is coupled to emitter $i$, with coupling strength proportional to the overlap $\left\langle n_{j}, \alpha_{j} \mid \Psi_{i}\right\rangle$, and vice versa. More specifically, as we will discuss in the following chapter, the effective atomic Hamiltonian $\mathcal{H}$ has matrix elements

$$
\begin{equation*}
\mathcal{H}_{i j}=g\left\langle n_{i}, \alpha_{i} \mid \Psi_{j}\right\rangle \tag{4.21}
\end{equation*}
$$

describing the hopping amplitude from emitter $j$ to emitter $i$.
In light of the discussion in the previous section, it is important to highlight the relation between $\mathcal{H}$ and the normal modes of the bare lattice. As discussed in Ref. [94], assuming for simplicity local atom-cavity coupling of the form

$$
\begin{equation*}
H_{\mathrm{int}}=g \sum_{i=1}^{N_{\mathrm{e}}}\left(\sigma_{i}^{\dagger} a_{n_{i}, \alpha_{i}}+\text { H.c. }\right) \tag{4.22}
\end{equation*}
$$

we get

$$
\begin{align*}
\mathcal{H}_{i j} & =\langle\mathrm{vac}| \sigma_{i} H_{\mathrm{int}} \frac{1}{\Delta-H_{\mathrm{f}}} H_{\mathrm{int}} \sigma_{j}^{\dagger}|\mathrm{vac}\rangle \\
& =\langle\mathrm{vac}| \sigma_{i} H_{\mathrm{int}} \sum_{k}|k\rangle\langle k| \frac{1}{\Delta-H_{\mathrm{f}}} \sum_{k}|k\rangle\langle k| H_{\mathrm{int}} \sigma_{j}^{\dagger}|\mathrm{vac}\rangle \\
& =\sum_{k} \frac{\langle\mathrm{vac}| \sigma_{i} H_{\mathrm{int}}|k\rangle\langle k| H_{\mathrm{int}} \sigma_{j}^{\dagger}|\mathrm{vac}\rangle}{\Delta-\omega_{k}}=g^{2} \sum_{k} \frac{\left\langle n_{i}, \alpha_{i} \mid k\right\rangle\left\langle k \mid n_{j}, \alpha_{j}\right\rangle}{\Delta-\omega_{k}} \tag{4.23}
\end{align*}
$$

where $|\mathrm{vac}\rangle$ is the vacuum state of the whole atom-field system, $\Delta$ is the atomic frequency (it is not very relevant for the point we want to make here) and the completeness relation has been used [cf. Eq. (1.3]] with $|k\rangle$ 's being the eigenstates of $H_{\mathrm{f}}$.

Eq. (4.23) highlights the fact that the interaction among emitters $i$ and $j$ depends on the overlap of the corresponding cavities they are coupled to with the normal modes of the bare field. Of course Eqs. (4.23) and (4.21) are equivalent as going on with the calculations in Eq. (4.23) one gets

$$
\begin{equation*}
\mathcal{H}_{i j}=g^{2}\left\langle n_{i}, \alpha_{i}\right| \sum_{k} \frac{|k\rangle\langle k|}{\Delta-\omega_{k}}\left|n_{j}, \alpha_{j}\right\rangle=g^{2}\left\langle n_{i}, \alpha_{i}\right| \hat{G}_{\mathrm{f}}(\Delta)\left|n_{j}, \alpha_{j}\right\rangle=g\left\langle n_{i}, \alpha_{i} \mid \Psi_{j}\right\rangle \tag{4.24}
\end{equation*}
$$

where we used Eq. 4.16) and set the atomic energy in resonance with the dressed state $\left(\Delta=\omega_{\mu}\right)$. As discussed in the previous section, if the photonic lattice is large enough, the normal modes change only slightly in passing from periodic to open boundary conditions This is intuitive from the physical viewpoint, as the interaction between two emitters deep in the bulk cannot depend on the boundary conditions of the field 8

Notwithstanding, regardless of how fancy and complicated the photonic lattice structure, the mediated atom-atom coupling will be either reciprocal, so that besides dissipation terms (possibly appearing if atoms couple to modes with velocity, that is if the atomic energy lies in a band), the induced emitter Hamiltonian is always Hermitian, or, if nonreciprocal, interactions will typically be long-range 104 105.

In addition, a general result under our working hypothesis shows that the interaction strength decreases exponentially with emitter-emitter distance 94, since the photonic component is typically exponentially localized.

[^9]
## Chapter 5

## Exotic QED in a non-Hermitian waveguide

In the previous chapter we always assumed that the whole system, atoms and waveguide, was closed. Indeed the Hamiltonian appearing in Eq. (4.8) is Hermitian.

The results we are going to discuss in this chapter concern instead the case where nonHermiticity comes into the game. This is not just a philosophical question, but actually well motivated by the following facts:
(i) whenever one considers an array of coupled cavities it is always important to assess how the observed effects are affected by dissipation on the cavities 91,
(ii) it has been shown how patterned dissipation (that is, only some specific cavities are assumed to have a low $Q$ factor) and reservoir engineering can lead to non-reciprocity in specific models 4, 106],
(iii) a non-uniform dissipation pattern yield exceptional points in the non-Hermitian field Hamiltonian. This last point was a major motivation for the following study as the harnessing of exceptional points in quantum nanophotonics, currently of great interests 8.

### 5.1 Introduction

The dissipation of energy into an external environment is traditionally regarded as a detriment in physics as it usually spoils the presence of several phenomena, particularly quantum coherence. As we outlined in the previous chapters, a longstanding tool for describing detrimental effects are non-Hermitian (NH) Hamiltonians 28.

In recent years it was realized and experimentally confirmed that systems described by NH Hamiltonians can exhibit under suitable conditions a variety of exotic phenomena [6, 14. Among these are: coalescence of eigenstates at exceptional points [8 (cf. Chap. 2), unconventional geometric phase 107, breakdown of bulk-boundary correspondence 108, critical behavior of quantum correlations around exceptional points $20,55,109$, nonHermitian skin effect 110 .

As a consequence, well-established concepts as the Bloch theory of bands and even the very notion of "bulk" may require a revision in non-Hermitian physics 111. Such NH effects are widely studied in several areas (such as mechanics, acoustics, electrical circuits, biological systems) 6 and, most importantly in view of what we are going to show here, optics and photonics 112, 113.

In this chapter, we investigate NH physics in a setup where a set of emitters (such as atoms, superconducting qubits or resonators) are coupled to a photonic lattice, implemented by an array of coupled cavities $91,99,100,102,103,114-121$.

The range and strength of these second-order interactions come from the profile of atom-photon dressed states (usually arising within photonic bandgaps) which in turn depends on the lattice structure 122. Experimental realizations have been demonstrated in various architectures such as circuit QED 123-125, cold atoms coupled to photonic crystal waveguides [126 and optical lattices 127, 128.

Assessing the effect of photon leakage in quantum optics setups is a routine task, even through NH Hamiltonians (see e.g. Ref. 116), the typical configuration considered is that of uniform losses.

In contrast, here we consider an engineered pattern of photonic losses so as to affect the photonic normal modes' profile. The basic question we address is whether and to what extent shaping the field structure through patterned leakage (besides photonic hopping rates) can affect the nature of atom-photon interactions, hence photon-mediated couplings.

In light of the discussion at the end of the previous chapter, we know this might be the case for two reasons at least: normal modes might be highly affected by the field's boundary conditions and, most importantly, in non-Hermitian Hamiltonians left eigenstates are not the bras of right eigenstates. The generalization of Eq. (4.23) to a non-Hermitian bath Hamiltonian becomes

$$
\begin{equation*}
\mathcal{H}_{i j}=g^{2} \sum_{k} \frac{\left\langle n_{i}, \alpha_{i} \mid k_{\mathrm{R}}\right\rangle\left\langle k_{\mathrm{L}} \mid n_{j}, \alpha_{j}\right\rangle}{\left[\Delta-\omega_{k}\right]\left\langle k_{\mathrm{L}} \mid k_{\mathrm{R}}\right\rangle} \tag{5.1}
\end{equation*}
$$

where $\left|k_{\mathrm{R}, \mathrm{L}}\right\rangle$ are the right and left eigenstates of $H_{\mathrm{f}}$, i.e.

$$
\begin{align*}
H_{\mathrm{f}}\left|k_{\mathrm{R}}\right\rangle & =\omega_{k}\left|k_{\mathrm{R}}\right\rangle  \tag{5.2}\\
\left\langle k_{\mathrm{L}}\right| H_{\mathrm{f}} & =\omega_{k}\left\langle k_{\mathrm{L}}\right| \tag{5.3}
\end{align*}
$$

and the biorthogonal completeness relation

$$
\begin{equation*}
\mathbb{1}=\sum_{k} \frac{\left|k_{\mathrm{R}}\right\rangle\left\langle k_{\mathrm{L}}\right|}{\left\langle k_{\mathrm{L}} \mid k_{\mathrm{R}}\right\rangle} \tag{5.4}
\end{equation*}
$$

has been used.
Considering a paradigmatic case study, we will show that photons can mediate dissipative non-reciprocal interactions between the emitters with unconventional features such as:
(i) loss-dependent interaction range (from purely long-range to purely nearest-neighbour),
(ii) formation of short- and long-range metastable atom-photon dressed states
(iii) insensitivity to the field boundary conditions (BCs).

### 5.2 Setup and Hamiltonian

The setup we consider [see Fig. 5.1 (a)] comprises a composite 1D photonic lattice (coupled-cavity array), whose unit cell consists of a pair of cavities labeled by $a$ and $b$. Importantly, only $b$ cavities are dissipative, the associated loss rate being $\gamma$. By denoting with $a_{n}\left(b_{n}\right)$ the bosonic annihilation operator of cavity $a(b)$ in the $n$th cell, the bare Hamiltonian of the field reads (we set $\hbar=1$ )

$$
\begin{equation*}
H_{\mathrm{f}}=\sum_{n=1}^{N}\left[t_{1} a_{n}^{\dagger} b_{n}+\frac{t_{2}}{2}\left(a_{n}^{\dagger} b_{n+1}+b_{n}^{\dagger} a_{n+1}-i a_{n}^{\dagger} a_{n+1}+i b_{n}^{\dagger} b_{n+1}\right)+\text { H.c. }\right]-i \gamma b_{n}^{\dagger} b_{n} . \tag{5.5}
\end{equation*}
$$



Figure 5.1: (a): Setup: photonic lattice with unit cell comprising a pair of cavities labeled $a$ (lossless) and $b$ (lossy). Each quantum emitter is locally coupled to a lossy cavity. (b): Same setup as (a) in the picture defined by the unitary (intra-cell) transformation (5.8). All cavities are now lossy with uniform loss rate $\gamma / 2$ while intra-cell couplings are non-reciprocal. The bare photonic lattice is a non-Hermitian generalization of the SSH model. Each emitter now couples to the lattice at two different sites whose respective couplings differ by a $\pi / 2$ phase. (c): Schematics of the bare field Hamiltonian $H_{\mathrm{f}}$ (odd $N$ ) under open BCs (open loop) and the corresponding induced effective Hamiltonian of the emitters, $H_{\text {eff }}$ (closed loop) for $N_{\mathrm{e}}=N$, and $\gamma=2 J$. Both Hamiltonians feature fully non-reciprocal couplings but with opposite chirality, where $H_{\text {eff }}$ in particular implements a dissipative Hatano-Nelson model. Remarkably, $H_{\text {eff }}$ is translationally invariant despite the bare field (hence the total system) breaks translational invariance.
with $N$ the numbers of lattice cells. We will mostly be concerned with the case $t_{1}=t_{2}=J$ for which $H_{\mathrm{f}}$ becomes

$$
\begin{equation*}
H_{\mathrm{f}}=\frac{J}{2} \sum_{n=1}^{N}\left[a_{n}^{\dagger} b_{n+1}+b_{n}^{\dagger} a_{n+1}-i a_{n}^{\dagger} a_{n+1}+i b_{n}^{\dagger} b_{n+1}+2 a_{n}^{\dagger} b_{n}+\text { H.c. }\right]-i \gamma \sum_{n=1}^{N} b_{n}^{\dagger} b_{n} . \tag{5.6}
\end{equation*}
$$

We will consider the general case in Eq. (5.5) only when the parameters $t_{1,2}$ will be kept explicit. The first four terms in Eq. (5.6) describe the interaction between neighbouring cells, i.e. the $a-a$ and $b-b$ horizontal couplings and the $a-b$ diagonal couplings with strength $J / 2$ [see Fig. 5.1 (a)]. The fifth term and its Hermitian conjugate describe the intra-cell interaction, i.e. the vertical $a-b$ couplings (strength $J$ ), whereas the last term accounts for the local losses on $b$ cavities.

Note that for $\gamma=0$ we would have $H_{\mathrm{f}}^{\dagger}=H_{\mathrm{f}}$, namely field's non-Hermiticity comes only from the local losses on $b$ cavities (the overall setup is then passive). Model (5.6) is well-known in the non-Hermitian physics literature as Lee model [4. 108], though usually considered with local gain on one sublattice and local losses on the other.

### 5.2.1 Energy spectrum of the bare photonic lattice

Before going on, we want to highlight spectral properties of the bare field alone. A distinctive and counterintuitive feature of certain non-Hermitian tight-binding models, more precisely those having a point gap spectrum under periodic BCs [129, is a high sensitivity of the spectrum to boundary conditions (BCs) [4]. Indeed, one can check that under periodic BCs the spectrum of (5.5) is topologically non-trivial exhibiting a line gap (for $t_{2} \neq t_{1}$ ) and a point gap (for $\gamma>0$ ), see Fig. 5.2.

On the contrary, the spectrum under open BCs is always trivial in terms of pointgap topology. This discrepancy implies that the appearance of EPs depends on the BCs: under periodic BCs $H_{\mathrm{f}}$ is always diagonalizable, while under open BCs it exhibits an EP at $\gamma=2 t_{1}$ (i.e. at $\gamma=2 J$ for $t_{1}=t_{2}=J$ as considered in the main text).


Figure 5.2: Energy spectrum of the bare lattice. Under periodic BCs the field energy spectrum can exhibit a line and point gap $\left[t_{2}=2 t_{1}, \gamma=t_{1}\right]$ (cyan). High sensitivuty to BCs is manifest in that the spectrum of the field under open BCs (red) is a topologically different curve in the complex $(\operatorname{Re}[E], \operatorname{Im}[E])$ plane.

### 5.2.2 Atom-photon interaction

The system we want to consider comprises $N_{\mathrm{e}}$ identical two-level quantum emitters ("atoms"), each locally coupled under the rotating wave approximation to a dissipative
cavity $b$ [see Fig. 5.1.(a)]. The total Hamiltonian is thus

$$
\begin{equation*}
H=H_{\mathrm{f}}+\sum_{i=1}^{N_{\mathrm{e}}} g\left(\sigma_{i}^{\dagger} b_{n_{i}}+b_{n_{i}}^{\dagger} \sigma_{i}\right) \tag{5.7}
\end{equation*}
$$

with $n_{i}$ the cavity directly coupled to the $i$ th atom and where $\sigma_{i}=|g\rangle_{i}\langle e|$ is the pseudo-spin ladder operator of the $i$ th atom with $|g\rangle$ and $|e\rangle$ respectively the ground and excited states. The free atoms and cavities' Hamiltonian are respectively $\omega_{e} \sum_{i} \sigma_{i}^{\dagger} \sigma_{i}$ and $\omega_{0} \sum_{n}\left(a_{n}^{\dagger} a_{n}+\right.$ $b_{n}^{\dagger} b_{n}$ ), but we take $\omega_{0}=0$ as energy reference and set the atoms in resonance with the cavities $\omega_{e}=\omega_{0}$.

The physical properties which we are going to focus on involve only a single excitation and are thus insensitive to the nature of ladder operators $\sigma_{i}$ of the emitters, which could thus be thought as cavities/oscillators themselves 130,131. This system may as well be implemented in an all-photonic scenario.

A key feature of the bare photonic lattice [cf. Fig. 5.1(a) and Hamiltonian $H_{\mathrm{f}}$ ] is that, for $\gamma \neq 0$, photons propagate preferably from right to left in a non-reciprocal fashion. Thus losses endow the structure with an intrinsic left-right asymmetry. It is possible to show that, in the lossless case, the complex $a-a$ couplings energetically favor left propagating photons and the $b-b$ couplings favour right propagating ones.

Indeed, under the standard Peierls substitution (see e.g. Refs. 132 ), the kinetic energy associated to a hopping term is minimized by the momentum $k=\theta$, where $\theta$ is the complex phase of the hopping amplitude, which is $\theta=-\pi / 2$ for the $a-a$ couplings and $\theta=\pi / 2$ for the $b-b$ couplings. Turning on dissipation (i.e. for $\gamma \neq 0$ ) the left-right symmetry is broken because right-propagating photons (lying predominantly on $b$ sites) are more subject to dissipation than left-propagating ones. This effectively results in photons propagating leftwards with higher probability than rightwards.

### 5.2.3 Mapping to a non-Hermitian SSH lattice

Such a dissipation-induced non-reciprocity, which was shown also in other lattices (see e.g. Ref. 106, 133]), can be formally derived by performing the field transformation (4) $\left\{a_{n}, b_{n}\right\} \rightarrow\left\{\alpha_{n}, \beta_{n}\right\}$ with

$$
\begin{equation*}
a_{n}=\frac{1}{\sqrt{2}}\left(\alpha_{n}-i \beta_{n}\right), \quad b_{n}=-\frac{i}{\sqrt{2}}\left(\alpha_{n}+i \beta_{n}\right) . \tag{5.8}
\end{equation*}
$$

This unitary transformation, which is local in each unit cell in that it mixes cavity modes $a_{n}$ and $b_{n}$, defines a new picture where the free field Hamiltonian now reads [see Fig. 5.1(b)]

$$
\begin{equation*}
H_{\mathrm{f}}^{\prime}=\sum_{n}\left[\left(J+\frac{\gamma}{2}\right) \alpha_{n}^{\dagger} \beta_{n}+\left(J-\frac{\gamma}{2}\right) \beta_{n}^{\dagger} \alpha_{n}+J\left(\alpha_{n+1}^{\dagger} \beta_{n}+\text { H.c. }\right)\right]-i \frac{\gamma}{2} \sum_{n}\left(\alpha_{n}^{\dagger} \alpha_{n}+\beta_{n}^{\dagger} \beta_{n}\right) . \tag{5.9}
\end{equation*}
$$

This tight-binding Hamiltonian is a non-Hermitian version of the Su-Schrieffer-Heeger (SSH) model [4, 134. In contrast to the original picture, $H_{\mathrm{f}}^{\prime}$ presents uniform loss on all cavities with rate $\gamma / 2$. Notably, intra-cell couplings are now explicitly non-reciprocal for non-zero $\gamma$ : the hopping rate of a photon from site $\alpha_{n}$ to $\beta_{n}$ differs from that from $\beta_{n}$ to $\alpha_{n}$ (respectively $J+\frac{\gamma}{2}$ and $J-\frac{\gamma}{2}$ ). Inter-cell couplings $J$ are instead reciprocal.

Whenever $\gamma \neq 0$ [non-zero cavity leakage in the original picture, see Fig. 5.1(a)] the mapped lattice features an intrinsic chirality (i.e. non-reciprocity) as the rate of photon hopping depends on the direction (rightward or leftward). At the critical value $\gamma=2 \mathrm{~J}$, corresponding to an exceptional point (EP) of the bare lattice 108 (as anticipated above), the intra-cell couplings are fully non-reciprocal (all couplings $\alpha_{n} \rightarrow \beta_{n}$ vanish). Thus at this EP photons can only propagate leftwards.


Figure 5.3: Field dynamics during spontaneous emission. (a)-(c): Spatial profile of photon density $\left.\left|\left\langle\eta_{n}\right|\right| \Psi_{t}\right\rangle\left.\right|^{2}$ versus time, where $\left|\Psi_{t}\right\rangle=e^{-i H t}\left|\Psi_{0}\right\rangle,\left|\eta_{n}\right\rangle=|g\rangle \eta_{n}^{\dagger} \mid$ vac $\rangle, \eta=a, b$ [referring to the original picture of Fig.[5.1(a)]. In the plots, we re-indexed cavities in a way that neutral (lossy) cavities are labeled by odd (even) site indexes. We set $g=0.1 \mathrm{~J}$ and $N=100$ with the atom coupled to the lossy cavity of cell $n=15$ [see Fig. 5.1(a)]. Time is measured in units of $\Gamma^{-1}$ with $\Gamma=g^{2} /(4 J)$. The atom's excited-state population $p_{e}=\mid\left.\langle e|\langle\mathrm{vac}|\left|\Psi_{t}\right\rangle\right|^{2}$ decays exponentially as $p_{e}(t)=e^{-\Gamma t}$. (d): Functional dependence of $P_{\text {loc }}, P_{\mathrm{R}}$ and $P_{\mathrm{L}}$ on the loss rate $\gamma / J$ (where each probability is rescaled to the sum $\left.P_{\mathrm{L}}+P_{\text {loc }}+P_{\mathrm{R}}\right)$. Here, $P_{\text {loc }}$ is the time-averaged probability to find the photon in the cell where the atom lies or the right nearest-neighbour cell (four cavities overall), while $P_{\mathrm{L}}$ $\left(P_{\mathrm{R}}\right)$ is the probability to find it in the remaining left (right) part of the lattice. We set an average time $t_{\mathrm{av}} \sim 20 J^{-1}$ with $g$ small enough such that $t_{\mathrm{av}}<\Gamma^{-1}$.

Consider the total Hamiltonian in the new picture, which using (5.8) reads [cf. Eqs. (5.7) and (5.9)]

$$
\begin{equation*}
H^{\prime}=H_{\mathrm{f}}^{\prime}+\sum_{i=1}^{N_{e}} \frac{g}{\sqrt{2}}\left(\sigma_{i}^{\dagger}\left(\beta_{n_{i}}-i \alpha_{n_{i}}\right)+\text { H.c. }\right) . \tag{5.10}
\end{equation*}
$$

Remarkably [see Fig. 5.1.(b)] in the new picture the atom-photon interaction is no longer local as each atom is coupled to both cavities $\alpha$ and $\beta$ of the same cell (the atom is now giant, see Sec. 4.2). The corresponding (complex) couplings have the same strength but, importantly, a $\pi / 2$ phase difference.

In conclusion, in the picture defined by (5.8), the system presents:
(i) uniform losses,
(ii) intra-cell non-reciprocal photon hopping amplitudes,
(iii) bi-local atom-field coupling with a $\pi / 2$ phase difference.

These three factors together are the key to the occurrence of the phenomena we are going to discuss.

### 5.3 Spontaneous emission of one emitter

We first consider only a single emitter ( $N_{\mathrm{e}}=1$ ) and study spontaneous emission (initial joint state $\left|\Psi_{0}\right\rangle=|e\rangle \mid$ vac $\rangle$ with $\mid$ vac $\rangle$ the field's vacuum state) and we set $g \ll J$ (weak coupling). If $\gamma=0$ (no loss), the bare lattice is effectively equivalent to a standard tightbinding model with uniform nearest-neighbour couplings [see Fig. 5.1.(b)] yielding a single frequency band of width $2 J$ with the atomic frequency at its center. Figs. 5.3(a)-(c) show the time evolution of the photon density profile across the photonic lattice for different loss rates $\gamma$, while the atom's excited-state population decays exponentially as $p_{e}=e^{-\Gamma t}$ with $\Gamma=g^{2} /(4 J)$ (not shown in the figure; see caption for details).

In the Hermitian limit $\gamma=0$ (no loss), chiral emission occurs in that the photon propagates predominantly to the right. This is a known effect 135 due to the bi-local
coupling with a $\pi / 2$ phase difference in the picture of Fig. 5.1 (b), which effectively suppresses the interaction of the emitter with left-going modes of the field. As the loss rate $\gamma$ is increased, the behaviour substantially changes [see Figs. 5.3(b)-(c)]. Based on the previously discussed non-reciprocity of intra-cell couplings [see Fig.[5.1(b)], one might now expect the emitted photon to propagate away mostly to the left (in contrast to the $\gamma=0$ case). This behaviour is generally exhibited only by a tiny fraction of emitted light.

Instead, a significant part localizes within a very definite region of the lattice and eventually leaks out on a long time scale of the order of $\Gamma^{-1} \gg \gamma^{-1}$. This light localization dominates for $\gamma=2 J$ [see Fig. 5.1 (c)], and at this value it strictly occurs in two cells only: the one directly coupled to the atom and the nearest neighbour on the right. This is illustrated in Fig. 5.3(d), where the time-averaged fraction of light localization in these two cells ( $P_{\text {loc }}$ ) is plotted versus $\gamma / J$ along with the fraction lying in the remaining left and right part of the lattice ( $P_{L}$ and $P_{R}$, respectively). Observe that $P_{\text {loc }}$ reaches its maximum at the EP, where $P_{R}=0$ and $P_{L} \simeq 0$ (for $g \rightarrow 0, P_{L} \rightarrow 0$ ).

### 5.4 Many emitters

We consider first two quantum emitters and describe the (dissipative) dynamics of excitation transfer between them when one is initially in the excited state and the other is in the ground state. We again set $\gamma=2 J$ [see Fig.5.1.(b)], so that the photonic lattice features an intrinsic leftward chirality.

If the emitters lie in nearest-neighbour cells [see Fig. 5.4(a)], an excitation initially on the left atom is partially transferred to the right atom with a characteristic rate $\sim \Gamma$ with both emitters eventually decaying to the ground state (transfer is only partial because of dissipation). Remarkably, as shown in Fig. 5.4(b), the reverse process does not occur: if the excitation now sits on the right emitter, this simply decays to the ground state with the left atom remaining unexcited all the time.

Therefore, the field mediates a completely non-reciprocal (dissipative) interaction between the atoms. One might expect this second-order interaction to straightforwardly follow from the aforementioned intrinsic non-reciprocity of the bare lattice [recall Fig. [5.3(b) for $\gamma=2 J]$. However, note that the directionality resulting from Figs. 5.4 (a) and (b) is rightward in opposition to that of the lattice which, as said, is leftward [cf. Fig.5.3(b)]. In the following, we will show that the lattice unidirectionality is indeed a key ingredient for such a non-reciprocal atomic crosstalk, but - remarkably - not the only one.

Besides being non-reciprocal, the emitters' effective interaction is exactly limited to atoms sitting in nearest-neighbor cells. This can be checked [see Figs.[5.4 (c) and (d)] by placing the emitters in any pair of non-nearest-neighbor cells, in which case, no matter what atom is initially excited, no transfer occurs. A relevant exception to this behavior yet appears when the lattice is open and atoms sit just on the two opposite edge cells. In this configuration [see Figs.[5.4 (e) and (f)], counter-intuitively, the coupling is again non-zero and fully non-reciprocal. The related strength and directionality is the same (up to a sign) as if the lattice were periodic and the two edge emitters were sitting in nearest-neighbor cells [see Figs. 5.4 (a) and (b)].

Analogous results to those in Fig. 5.4 are valid also for many emitters, in particular in the case $N_{\mathrm{e}}=N$ (one atom per unit cell). Fig. 5.5 is the $N$-atom analogue of Fig. 5.4(f): it shows how an excitation initially on the $N$ th atom (the one on the right edge cell) is first transferred to atom 1 (sitting on the left edge), then atom 2, then 3 and etc. This behavior is of course compatible with nearest-neighbor non-reciprocal (rightward) effective couplings between the atoms where - notably - the emitters on the edges couple to one another as if the lattice were translationally invariant (ring). In fact, it can be checked that plots in Fig. 5.5 remain identical if the lattice is now subject to periodic BCs (no


Figure 5.4: Excitation transfer between two quantum emitters. We consider a pair of quantum emitters $\left(N_{\mathrm{e}}=2\right)$ and set $J=\gamma / 2$. We plot the time behavior of the emitter 1's excited-state probability $p_{1}$ (blue line) and that of emitter $2, p_{2}$ (red) for the initial state $\left|\Psi_{0}\right\rangle=|e\rangle_{1}|g\rangle_{2}|\mathrm{vac}\rangle$ [panels (a), (c), (e)] and $\left|\Psi_{0}\right\rangle=|g\rangle_{1}|e\rangle_{2} \mid$ vac $\rangle$ [panels (b), (d), (f)], where $p_{1}=\left.\left.\right|_{1}\left\langle\left. e\right|_{2}\langle g|\langle\mathrm{vac}| \mid \Psi_{t}\right\rangle\right|^{2}$ and an analogous definition holds for $p_{2}$. The inset in each panel shows the cells where the emitters are coupled to: nearest-neighbour cells [panels (a) and (b)], non-nearest-neighbour cells in the bulk [panels (c) and (d)], edge cells [panels (e) and (f)]. We set $g=0.1 J$.


Figure 5.5: Many-emitter excitation transfer. We set $N_{\mathrm{e}}=N=9$ (one emitter/cell) and plot versus time the excited-state probability of atoms $n=1$ (red line), $n=2$ (black), $n=3$ (yellow) and $n=9$ (cyan) when atom $n=9$ (sitting on the lattice right edge) is initially excited. We set $g=0.1 \mathrm{~J}$.
edges) as one would expect.

### 5.5 Effective Hamiltonian

These exotic dynamics are well-described by the effective Hamiltonian of the emitters, which for a bare lattice with periodic BCs reads

$$
\begin{equation*}
H_{\mathrm{eff}}=\sum_{i j} \mathcal{H}_{n_{i} n_{j}} \sigma_{i}^{+} \sigma_{j} \tag{5.11}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{H}_{m \neq n}=i 4 g^{2} J \frac{(\gamma-2 J)^{m-n-1}}{(\gamma+2 J)^{m-n+1}}, \quad \mathcal{H}_{m m}=-i \frac{g^{2}}{\gamma+2 J} \tag{5.12}
\end{equation*}
$$

where periodic BCs of $H_{\text {eff }}$ are understood, i.e. in 5.12) any $n$ is equivalent to $n+N$, so that $H_{\text {eff }}$ is traslationally invariant.

This non-Hermitian effective Hamiltonian can be derived analytically in the weakcoupling Markovian regime $(g \ll J)$ through a straightforward non-Hermitian generalization (130] of the standard resolvent method [28, 94, 97]. For $\gamma>0$ and $N \gg \lambda$, where we defined the interaction range $\lambda$ as

$$
\begin{equation*}
\lambda^{-1}=-\ln \left|\frac{\gamma-2 J}{\gamma+2 J}\right|, \tag{5.13}
\end{equation*}
$$

the elements of $\mathcal{H}_{m n}$ above the main diagonal vanish (i.e. for $m<n$ ). Therefore, emitteremitter couplings are non-reciprocal with rightward chirality for all $\gamma>0$. On the other hand, the interaction range $\lambda$ is strongly dependent on $\gamma$ (see Fig.5.6). For $\gamma=0$ (no dissipation) $\lambda$ diverges, showing that couplings are purely long-range [see matrix plot in Fig. 5.6 (b)]: all possible pairs of emitters are coupled with the same strength (in modulus) 135 [this can be checked from 5.12) for $\gamma \rightarrow 0$ ]. As $\gamma$ increases, the interaction range reduces until it vanishes at the lattice EP $\gamma=2 J$ - where it exhibits a critical behaviour (see cusp) - and then rises again as $\gamma>2 J$. The zero occurs because at $\gamma=2 J$ [cf. (5.12) for $\gamma \rightarrow 2 J] \mathcal{H}_{m>n}$ is non-zero only for $m=n+1$ where it takes the value

$$
\begin{equation*}
\mathcal{H}_{n+1, n}=i g^{2} /(4 J)=i \Gamma \equiv \mathcal{H}_{1 N} \tag{5.14}
\end{equation*}
$$



Figure 5.6: Photon-mediated couplings between emitters. (a): Interaction range of $H_{\text {eff }}$ (see main text) versus $\gamma$. (b) and (c): Matrix plot of $\mathcal{H}_{m n}$ [cf. 5.12p] (imaginary part) for $\gamma=0(\mathrm{~b})$ and for $\gamma=2 t_{1}(\mathrm{c})$ in units of $g^{2}$ (the real part vanishes). In panel (c), note the upper right corner witnessing that $H_{\text {eff }}$ is translationally invariant. All plots are independent of the lattice boundary conditions.
[see matrix plot in Fig.5.6(c)]. Therefore, at this point in parameter space, besides being effectively periodic (see above), the non-reciprocal interaction between the emitters is exactly limited to nearest neighbors: this then is an implementation, cf. Secs 1.2.2-4.2.2, of the Hatano-Nelson model 136 with fully non-reciprocal hopping rates and uniform onsite losses under periodic BCs. The results in Figs. 5.4 and 5.5 fully reflect these properties.

Even more notably and counter-intuitively, it can be demonstrated [see following subsections] that, if $N$ is odd, $H_{\text {eff }}$ is insensitive to the $B C s$ of the lattice (matching the results of Fig. 5.5). In other words, even if the lattice is subject to open BCs (ring with a missing cell) $H_{\text {eff }}$ is nevertheless given by (5.11). For even $N$, the hopping rate across the missing cell is modified by just an extra minus sign [see following subsections]. Fig. 5.1.(c) sketches the open lattice for $N_{\mathrm{e}}=N$ (one atom per cell) and $\gamma=2 J$ : both $H_{\mathrm{f}}$ and $H_{\text {eff }}$ present fully-non-reciprocal couplings yet with opposite directionality and, moreover, $H_{\text {eff }}$ is periodic while $H_{\mathrm{f}}$ is not. We therefore get in particular that photons are able to mediate translationally-invariant interactions between the atoms despite the field (hence the total system) lacking translational invariance.

The reminder of this section is dedicated to the derivation of $H_{\text {eff }}$ via the resolvent method. It is a rather technical section that can be skipped without affecting readability.

### 5.5.1 Derivation of $H_{\text {eff }}$ via the resolvent method

A counter-intuitive property of $H_{\text {eff }}$ is its insensitivity to BCs. We will therefore separately consider both periodic and open BCs and show that the resulting effective Hamiltonian, up to a phase factor is indeed the same in the two cases. It is quite expected, and indeed well-known, that in many Hermitian short-ranged tight-binding models a change in the BCs does not affect the interaction between emitters when both of these sit far away from the boundaries. However, a striking feature of the present model is that this behavior occurs even for emitters sitting next to the edges. In the most extreme case, two emitters lying on the two opposite ends of the open lattice interact as if they where sitting next to each other in a lattice subject to periodic BCs. Note, however, that this
property strictly depends on the weak-coupling approximation, which requires $g \ll J / \sqrt{N}$ (for $t_{1}=t_{2}=J$ ).

In light of the previous discussion, in weak-coupling conditions, the effective Hamiltonian $H_{\text {eff }}$ of a set of emitters coupled to cavities $b_{n_{i}}$ and $b_{n_{j}}$, respectively, can be calculated as 28, 92,130

$$
\begin{equation*}
H_{\mathrm{eff}}=\sum_{i j} \mathcal{H}_{n_{i} n_{j}} \sigma_{i}^{+} \sigma_{j}^{-} \tag{5.15}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{H}_{n m} \simeq g^{2}\langle 0| b_{m} \hat{G}(E) b_{n}^{\dagger}|0\rangle \tag{5.1}
\end{equation*}
$$

where $E$ is the bare frequency of the emitters and

$$
\begin{equation*}
\hat{G}(E):=\frac{1}{E-H_{\mathrm{f}}} \tag{5.17}
\end{equation*}
$$

is the resolvent operator of the bare lattice (we drop subscript ' f ' to simplify the notation), cf. Sec.4.2.2. For technical reasons, in the derivation of the $H_{\text {eff }}$ we need to keep $t_{1} \neq t_{2}$, and we will obtain the case in the main in the limit $t_{1} \rightarrow t_{2}=J$. We will next derive the effective Hamiltonian first when the lattice is subject to periodic boundary conditions (PBCs). Afterward, we will enforce open boundary conditions (OBCs) by introducing an infinite on-site energy (detuning) in a unit cell of the lattice under PBCs. This effectively removes the cell from the periodic lattice, thus effectively turning the geometry into OBCs. In the remainder, we will set $E=0$ in the calculation of the resolvent (namely we set the energy zero to the emitters' frequency).

### 5.5.2 Calculation of the effective Hamiltonian under PBCs of the lattice

Due to translational invariance, the lattice Hamiltonian under PBCs can be expressed in its Fourier representation as

$$
\begin{equation*}
H_{\mathrm{f}}^{\mathrm{PB}}=\sum_{k=0}^{N-1} \tilde{\Phi}_{q_{k}}^{\dagger} \cdot \tilde{H}\left(e^{i q_{k}}\right) \cdot \tilde{\Phi}_{q_{k}}, \quad \Phi_{n}:=\frac{1}{\sqrt{N}} \sum_{j=0}^{N-1} \tilde{\Phi}_{q_{k}} e^{-i q_{k} x}, \quad q_{k}:=\frac{2 \pi k}{N} . \tag{5.18}
\end{equation*}
$$

where $\Phi_{n}:=\left(a_{n}, b_{n}\right)^{T}$ and

$$
\tilde{H}\left(e^{i q}\right)=\left(\begin{array}{cc}
-t_{2} \sin q & t_{1}+t_{2} \cos q  \tag{5.19}\\
t_{1}+t_{2} \cos q & t_{2} \sin q-i \gamma
\end{array}\right)
$$

is the single particle Hamiltonian in quasi-momentum representation. Correspondingly, the (single-particle) PBCs resolvent in the real-space representation is given by

$$
\begin{equation*}
G_{\mathrm{PB}}(m-n):=-\langle 0| \Phi_{m} \frac{1}{H^{\mathrm{PB}}} \Phi_{n}^{\dagger}|0\rangle=-\frac{1}{N} \sum_{j=0}^{N-1} \frac{e^{i q_{k}(m-n)}}{\tilde{H}\left(e^{i q_{k}}\right)} . \tag{5.20}
\end{equation*}
$$

The above expression can be calculated by resorting to the residue theorem as

$$
\begin{equation*}
G_{\mathrm{PB}}(n)=\frac{1}{2 \pi i} \oint_{\gamma} d w \frac{w^{n}}{w^{N}-1} F(w), \quad F(w):=-\frac{1}{w \tilde{H}(w)}, \quad \text { with } e^{i q} \rightarrow w \in \mathbb{C} \tag{5.21}
\end{equation*}
$$

where $0 \leq n<N$ and the path of integration $\gamma=\cup_{k} \gamma_{k}$ is the collection of small circles $\gamma_{k}$ centered on $e^{i q_{k}}$ 凹 and it is crucial that none of the poles of $F(w)$ coincides with $q_{k}$ for $k=0 \ldots N-1$ (see Fig. 5.7). The expression for $F(w)$ is


Figure 5.7: Path of integration- Sketch of the path of integration for the integral representation (5.21) of the resolvent $G_{\text {PB }}$ under PBCs. The path $\gamma=\cup_{k} \gamma_{k}$ is the collection of small circles $\gamma_{k}$ centered on $e^{i q_{k}}$ with $q_{k}=\frac{2 \pi k}{N}$ and $k=0 \ldots N-1$. Function $F(w)$ has three poles, $\left|w_{-1}\right|<1, w_{0}=0$ and $\left|w_{1}\right| \geq 1$ which are distinct from all the poles $\left\{q_{k}\right\}_{k=0}^{N-1}$ unless $N$ is an even integer and $t_{1}=t_{2}$. For $t_{1}=t_{2}$ the pole $w_{1}=-1$, which for even values of $N$ coincides with $e^{i q_{N / 2}}$. In this case, the derivation of $G_{\mathrm{PB}}$ needs to be performed with $t_{1} \neq t_{2}$ and $H_{\text {eff }}$ is eventually calculated in the limit $t_{1} \rightarrow t_{2}$ (see previous section).

$$
F(w)=\frac{W(w)}{P(w)} \quad W(w):=\left(\begin{array}{cc}
i \gamma w-i \frac{t_{2}}{2}\left(w^{2}-1\right) & t_{1} w+\frac{t_{2}}{2}\left(w^{2}+1\right)  \tag{5.22}\\
t_{1} w+\frac{t_{2}}{2}\left(w^{2}+1\right) & i \frac{t_{2}}{2}\left(w^{2}-1\right)
\end{array}\right)
$$

where $P[w]:=\operatorname{Det}[-w \tilde{H}(w)]=a w\left(w-w_{1}\right)\left(w-w_{-1}\right)$ and $a=-t_{2}\left(t_{1}+\frac{\gamma}{2}\right)$, where

$$
\begin{equation*}
w_{0}=0, \quad w_{ \pm 1}=-\frac{t_{1}^{2}+t_{2}^{2} \pm \sqrt{\Delta}}{t_{2}\left(2 t_{1}+\gamma\right)} \quad \text { with } \quad \Delta=\left(t_{1}^{2}-t_{2}^{2}\right)^{2}+\gamma^{2} t_{2}^{2} \tag{5.23}
\end{equation*}
$$

are the roots of $P(w)$. The roots $\left\{w_{j}\right\}_{j=-1}^{1}$ are the poles of $F(w)$ whose residues $G_{j}=$ $\underset{w_{j}}{\operatorname{Res}_{j}}[F(w)]$ are given by

$$
G_{0}=\frac{1}{2 t_{1}-\gamma}\left(\begin{array}{cc}
i & 1  \tag{5.24}\\
1 & -i
\end{array}\right), \quad G_{ \pm 1}=\mp \frac{W\left(w_{ \pm 1}\right)}{w_{ \pm 1} \sqrt{\Delta}} .
$$

For $\gamma>0$ and $t_{1}>0$, one can check that $\left|w_{-1}\right|<1$ and $\left|w_{1}\right| \geq 1$, where the latter inequality is saturated only when $t_{1}=t_{2}$, in which case

$$
\begin{equation*}
w_{1} \simeq-1, \quad w_{-1} \simeq \kappa, \quad \text { where } \kappa:=\frac{\gamma-2 t}{\gamma+2 t} . \tag{5.25}
\end{equation*}
$$

[^10]One can exploit the residue theorem again to calculate the integral in (5.21) as the residue at infinity minus the sum of the residues on poles different from $e^{i q_{k}}$, i.e.

$$
\begin{equation*}
G_{\mathrm{PB}}(n):=-\operatorname{Res}_{\infty}\left[\frac{w^{n}}{w^{N}-1} F(w)\right]-\sum_{j=-1}^{1} \underset{w_{j}}{\operatorname{Res}}\left[\frac{w^{n}}{w^{N}-1} F(w)\right] \tag{5.26}
\end{equation*}
$$

For $n<N$, the residue at infinity vanishes, since

$$
\begin{equation*}
\operatorname{Res}_{\infty}\left[F(w) \frac{w^{n}}{w^{N}-1}\right]=-\underset{0}{\operatorname{Res}}\left[w^{-2} F\left(w^{-1}\right) \frac{w^{-n}}{w^{-N}-1}\right]=\operatorname{Res}_{\infty}[F(w)] \lim _{w \rightarrow 0} \frac{w^{N-n}}{1-w^{N}}=0 \tag{5.27}
\end{equation*}
$$

where we used the fact that $\operatorname{Res} F(w)<\infty$, since $F(w)$ is analytic except for a finite number of isolated poles. The $\stackrel{\infty}{P} B C$ s resolvent in real-space representation is then given by

$$
\begin{equation*}
G_{\mathrm{PB}}(n)=\sum_{j} \frac{w_{j}^{n}}{1-w_{j}^{N}} G_{j} \quad 0 \leq n<N \tag{5.28}
\end{equation*}
$$

where $G_{j}$ are the residues of $F(w)$ given in (5.24).
For the case $t_{1} \simeq t_{2}$, we define $J$ and $\delta$ such that $t_{1}=J(1-\delta)$ and $t_{2}=J(1+\delta)$. Notice that as $\delta \rightarrow 0$, the factor $\frac{1}{1-w_{1}^{N}}$ behaves differently with even and odd number of unit cells, with $\frac{1}{1-w_{1}^{N}} \sim-\frac{\gamma}{4 N J \delta^{2}}$ for $N$ even and $\frac{1}{1-w_{1}^{N}} \sim \frac{1}{2}-\frac{N t \delta^{2}}{\gamma}$ for $N$ odd. Indeed, we will calculate $G_{\mathrm{PB}}(n)$ for these two cases separately.

### 5.5.2.1 $N$ odd

As noticed, for $N$ odd $\frac{1}{1-w_{1}^{N}} \sim \frac{1}{2}-\frac{N t \delta^{2}}{\gamma}$. By inserting (5.24), (5.23) and (5.22) into (5.28) we obtain the explicit expression of the resolvent $G_{\mathrm{PB}}$, which in the limit $\delta \rightarrow 0$ reads

$$
\lim _{\delta \rightarrow 0} G_{\mathrm{PB}}(n)= \begin{cases}\frac{(-1)^{\bar{n}}}{2 J}\left(\begin{array}{ll}
i & 0 \\
0 & 0
\end{array}\right)+\frac{\kappa^{\bar{n}-1}}{1-\kappa^{N}} \frac{2}{(\gamma+2 J)^{2}}\left(\begin{array}{cc}
-i \frac{\gamma^{2}}{2 J} & -\gamma \\
-\gamma & i 2 J
\end{array}\right) & \bar{n} \neq 0  \tag{5.29}\\
\frac{1}{2 J}\left(\begin{array}{ll}
i & 0 \\
0 & 0
\end{array}\right)+\frac{1}{1-\kappa^{N}} \frac{2}{\gamma^{2}-4 t^{2}}\left(\begin{array}{cc}
-i \frac{\gamma^{2}}{2 J} & -\gamma \\
-\gamma & i 2 J
\end{array}\right)+\frac{1}{\gamma-2 J}\left(\begin{array}{cc}
i & 1 \\
1 & -i
\end{array}\right) & \bar{n}=0\end{cases}
$$

with $\bar{n}:=n(\bmod N)$. For $\gamma>0$, with moderately large values of $N\left(\delta^{-1} \gg N \gg\right.$ $-1 / \ln |\kappa|)$, the $G_{\mathrm{PB}}(n)$ can be formulated in a way which is manifestly chiral, i.e.

$$
\lim _{N \rightarrow \infty} \lim _{\delta \rightarrow 0} G_{\mathrm{PB}}(n)= \begin{cases}\frac{(-1)^{n}}{2 J}\left(\begin{array}{ll}
i & 0 \\
0 & 0
\end{array}\right)+\frac{2 \kappa{ }^{\bar{n}-1}}{(\gamma+2 J)^{2}}\left(\begin{array}{cc}
-i \frac{\gamma^{2}}{2 J} & -\gamma \\
-\gamma & i 2 J
\end{array}\right) & n>0  \tag{5.30}\\
-\frac{1}{\gamma+2 J}\left(\begin{array}{cc}
i \frac{\gamma}{2 J} & 1 \\
1 & i
\end{array}\right) & n=0 \\
-\frac{(-1)^{n}}{2 J}\left(\begin{array}{cc}
i & 0 \\
0 & 0
\end{array}\right) & n<0\end{cases}
$$

where we relabelled $n=-\frac{N-1}{2} \ldots \frac{N-1}{2}$ and neglected contributions smaller than $\kappa^{N / 2}$.

### 5.5.2.2 $N$ even

For $N$ even, we notice that $\frac{1}{1-w_{1}^{N}} \sim-\frac{\gamma}{4 N J \delta^{2}}$. Indeed, the divergence as $\delta \rightarrow 0$ is related to a technical assumption in the derivation of $G_{\text {PB }}$ which prescribes that none of the poles $w_{ \pm 1}$ should coincide with $e^{i q_{k}}$ for $m=0 \ldots N-1$. This assumption fails for even values of $N$ and $t_{1}=t_{2}$. Indeed, $w_{1}=-1$ for $t_{1}=t_{2}$ and $e^{i q_{N / 2}}=-1$ for even values of $N$. However, we can derive the resolvent $G_{\mathrm{PB}}(n)$ for $\delta \neq 0$ and show that the effective Hamiltonian has a finite and meaningful limit for $\delta \rightarrow 0$. Hence, up to the zero-th order in $\delta$

Again, for $\gamma>0$ and for sufficiently large values of $N\left(\delta^{-2} \gg N \gg-1 / \ln |\kappa|\right)$ we can neglect terms of order $1 / N$ and $\kappa^{N} / 2$

$$
\lim _{N \rightarrow \infty} \lim _{\delta \rightarrow 0} G_{\mathrm{PB}}(n)= \begin{cases}\frac{(-1)^{n}}{2 J}\left(\begin{array}{cc}
i-i \frac{\gamma}{4 J N \delta^{2}} & 0 \\
0 & 0
\end{array}\right)+\frac{2 \kappa^{n-1}}{(\gamma+2 J)^{2}}\left(\begin{array}{cc}
-i \frac{\gamma^{2}}{2 J} & -\gamma \\
-\gamma & 2 i t
\end{array}\right) & n>0,  \tag{5.32}\\
-\frac{1}{2 J+\gamma}\left(\begin{array}{cc}
i \frac{\gamma}{2 J} & 1 \\
1 & i
\end{array}\right)-\frac{\gamma}{8 N J^{2} \delta^{2}}\left(\begin{array}{ll}
i & 0 \\
0 & 0
\end{array}\right) & n=0, \\
\frac{(-1)^{n}}{2 J}\left(\begin{array}{cc}
-i \frac{\gamma}{4 J N \delta^{2}} & 0 \\
0 & 0
\end{array}\right) & n<0 .\end{cases}
$$

with a similar notation as in (5.30).

### 5.5.2.3 Effective Hamiltonian

For $\gamma>0$ and for sufficiently large values of $N\left(\delta^{-2} \gg N \gg-1 / \ln |\kappa|\right)$ we can neglect terms of order $1 / N$ and $\kappa^{N} / 2$ in (5.29) and (5.31), and the effective Hamiltonian can be expressed for both even and odd values of $N$ as

$$
\mathcal{H}_{m n}^{\mathrm{PB}}=g^{2} G_{\mathrm{PB}}(m-n)_{b b}=i g^{2} \begin{cases}4 J \frac{(\Gamma-2 t)^{\frac{(\Gamma-n}{m}-1}}{(\gamma+2 J)^{m-n}+1} & \overline{m-n} \neq 0,  \tag{5.33}\\ -\frac{1}{\gamma+2 J} & \overline{m-n}=0,\end{cases}
$$

where $\overline{n-m}:=n-m(\bmod N)$. This expression is the same as Eq. (5.12). The above expression, can also be cast in a form which is manifestly chiral

$$
\mathcal{H}_{m n}^{\mathrm{PB}}=g^{2} G_{\mathrm{PB}}(m-n)_{b b}=i g^{2} \begin{cases}4 J \frac{(\gamma-2 J)^{m-n-1}}{(\gamma+2 J)^{m-n+1}} & m>n,  \tag{5.34}\\ -\frac{1}{\gamma+2 J} & m=n, \\ 0 & m<n,\end{cases}
$$

where $-N / 2<m-n<N / 2$.

### 5.5.3 Calculation of the effective Hamiltonian under OBCs of the lattice

As mentioned, an $N$-site lattice with OBCs can be realised by removing a cell from a periodic lattice with $N+1$ sites. Thus, the OBCs Hamiltonian $H_{\mathrm{f}}^{\mathrm{OB}}$ can be effectively
obtained by adding an infinite on-site energy to a single cell, say $n=0$, to the PBCs Hamiltonian of a $N+1$-site lattice, i.e.

$$
\begin{equation*}
H_{\mathrm{f}}^{\mathrm{OB}}=H_{\mathrm{f}}^{\mathrm{PB}}+H_{1} \quad \text { with } \quad H_{1}=\xi \hat{P} \quad \text { where } \quad \hat{P}=\sum_{\ell} \Phi_{0}^{\dagger} \Phi_{0} \quad \text { and } \quad \xi \rightarrow \infty . \tag{5.35}
\end{equation*}
$$

Correspondingly, the resolvent operator $\hat{G}_{\mathrm{OB}}(E):=\left(E-H_{\mathrm{f}}^{\mathrm{OB}}\right)^{-1}$ can be obtained nonperturbatively as 97

$$
\begin{equation*}
\hat{G}_{\mathrm{OB}}(E)=\hat{G}_{\mathrm{PB}}(E)-\hat{G}_{\mathrm{PB}}(E) \hat{P} \frac{1}{\hat{G}_{\mathrm{PB}}(E)} \hat{P} \hat{G}_{\mathrm{PB}}(E) \tag{5.36}
\end{equation*}
$$

We are interested in the case $E=0$, in which case the real-space representation of the resolvent $G_{\mathrm{OB}}(m, n):=-\langle 0| \Phi_{m} \frac{1}{\mathrm{H}^{\mathrm{OB}}} \Phi_{n}^{\dagger}|0\rangle$ takes the form

$$
\begin{equation*}
G_{\mathrm{OB}}(m, n)=G_{\mathrm{PB}}(m-n)-G_{\mathrm{PB}}(m) G_{\mathrm{PB}}(0)^{-1} G_{\mathrm{PB}}(-n) \tag{5.37}
\end{equation*}
$$

Similarly to PBCs, we will calculate the OBCs effective Hamiltonian as $g^{2}$ times the resolvent operator on the $b$ sublattice [cf. (5.15]], i.e. $\mathcal{H}_{\mathrm{nm}}^{\mathrm{OB}}=g^{2} G_{\mathrm{OB}}(m, n)_{b b}$. For the same technical reasons discussed in the PBCs case, we need to treat even and odd values of $N$ separately.

### 5.5.3.1 N even

Note that an even number of sites $N$ in the OB lattice corresponds to an odd number of sites $N+1$ in the corresponding PB lattice. To evaluate the expression (5.37) it is sufficient to consider the contributions of the resolvent $G_{\mathrm{PB}}(n)$ in the neighbourood of $n=0$, where the potential barrier $H_{1}$ acts. For simplicity, we will assume $N$ sufficiently large and use the more convenient formulation (5.30) of $G_{\mathrm{PB}}$ with $N+1$ sites. A straightforward calculation leads to

$$
\begin{align*}
G_{\mathrm{OB}}(m, n)_{b b} & =G_{\mathrm{PB}}(m-n)_{b b}-\left[G_{\mathrm{PB}}(m) G_{\mathrm{PB}}(0)^{-1} G_{\mathrm{PB}}(-n)\right]_{b b} \\
& = \begin{cases}-G_{\mathrm{PB}}(m-n-1)_{b b} & \text { for } m>0 \wedge n<0 \\
G_{\mathrm{PB}}(m-n)_{b b} & \text { otherwise } .\end{cases} \tag{5.38}
\end{align*}
$$

Due to the vanishing terms of expression (5.30) for $n<0$, the only non-trivial value of the perturbation $\left[G_{\mathrm{PB}}(m) G_{\mathrm{PB}}(0)^{-1} G_{\mathrm{PB}}(-n)\right]_{b b}$ may come from the case with $m>0$ and $n<0$. This case corresponds to cells $m$ and $n$ lying on opposite sides of the potential barrier, with $m>n$. Remarkably, the value assumed by $G_{\mathrm{OB}}(m-n)_{b b}$ exactly coincides up to a phase factor with $G_{\mathrm{PB}}(m-n-1)_{b b}$. Notice the correspondence $m-n \leftrightarrow m-n-1$ between the OBCs and PBCs lattice. This correctly accounts for the missing elementary cell which has been effectively removed by the potential barrier $H_{1}$.

### 5.5.3.2 N odd

Repeating the same calculations for odd values of $N$ and exploiting (5.32) with $N+1$ lattice sites yields a very similar result, i.e.

$$
G_{\mathrm{OB}}(m, n)_{b b}= \begin{cases}G_{\mathrm{PB}}(m-n-1)_{b b} & \text { for } m>0 \wedge n<0  \tag{5.39}\\ G_{\mathrm{PB}}(m-n)_{b b} & \text { otherwise } .\end{cases}
$$

Finally, relabelling the OBCs chain $n \rightarrow n-1$ for $n>0$ and collecting the results for odd and even values of $N$ leads to

$$
\mathcal{H}_{m n}^{\mathrm{OB}}= \begin{cases}(-1)^{N+1} \mathcal{H}_{m n}^{\mathrm{PB}} & m>0 \wedge n<0,  \tag{5.40}\\ \mathcal{H}_{m n}^{\mathrm{PB}} & \text { otherwise } .\end{cases}
$$

The above expression explicitly demostrates that, for $E=0, \gamma>0$, and $t_{1}=t_{2}>0$, the effective Hamiltonian with open boundary conditions coincides up to a minus sign with the effective Hamiltonian with periodic boundary conditions.

As anticipated, a common feature of many Hermitian models with short-range interaction is the insensitivity of the bulk to boundary effects. I.e. for regions sufficiently far away from the borders, most of the dynamical features, such as propagations, interactions between subsystems, etc. are expected to be insensitive to the BCs.

This is not the case here. Remarkably, the effective Hamiltonian of this model displays a striking insensitivity to BCs also in the neighbourhood of the lattice edges. Indeed, (5.40) demonstrates that, even in the extreme case of two emitters coupled to the two opposite ends of the open lattice, these interact to one another as if they where coupled to neighbouring cells in the periodic lattice (up to a sign).

### 5.5.3.3 OB with finite lattice

All the arguments above relied on the simplifying assumption that $N$ is sufficiently large. However, even relaxing this condition leads to an expression similar to (5.40) above. For example for $N$ even, using (5.29) with $N+1$ yields

$$
\begin{align*}
G_{\mathrm{OB}}(m, n)_{b b} & =G_{\mathrm{PB}}(m-n)_{b b}-\left[G_{\mathrm{PB}}(m) G_{\mathrm{PB}}(0)^{-1} G_{\mathrm{PB}}(-n)\right]_{b b} \\
& =-\frac{1-\kappa^{N}}{1+\kappa^{N-1}} G_{\mathrm{PB}}(m-n-1)_{b b}, \tag{5.41}
\end{align*}
$$

which shows that the finite-size formula converges exponentially to (5.40), i.e.

$$
H_{\mathrm{eff}}^{\mathrm{OB}}(m, n)= \begin{cases}-\frac{1-\kappa^{N}}{1+\kappa^{N-1}} H_{\mathrm{eff}}^{\mathrm{PB}}(m-n-1) & m>0 \wedge n<0,  \tag{5.42}\\ H_{\mathrm{eff}}^{\mathrm{PB}}(m-n) & \text { otherwise }\end{cases}
$$

### 5.6 Atom-photon dressed state

The effective Hamiltonian (5.11), as we anticipated in the previous chapter, can be understood in terms of an atom-photon dressed state $|\Psi\rangle$ mediating a 2nd-order interaction between two generic emitters $i$ and $j$. The resulting $i-j$ coupling is non-zero provided that $|\Psi\rangle$ has non-zero amplitude on the location of $j$, as we will show in more details in the following sections. Similar descriptions were successfully adopted for dissipationless interactions in lossless lattices with emitters inside bandgaps $92,99,101,115,118,120,137$, in which case, importantly, $|\Psi\rangle$ is stationary. In our lossy gapless (for $t_{1}=t_{2}=J$ ) lattice, instead, interactions between atoms are dissipative and $|\Psi\rangle$ metastable.

To highlight the essential physics, we focus on the EP $(\gamma=2 J)$ and consider first an emitter sitting in any bulk cell indexed by $n=\nu$. It is easier to consider the picture in Fig. 5.1 (b) and introduce a light notation such that $|e\rangle|\mathrm{vac}\rangle \rightarrow|e\rangle$, while $|g\rangle\left|\eta_{n}\right\rangle \rightarrow\left|\eta_{n}\right\rangle$ with $\eta=\alpha, \beta$. By direct substitution one can check that, to the 2nd order in $g / J, H$ admits the eigenstate and associated energy

$$
\begin{equation*}
|\Psi\rangle=|e\rangle-i \frac{g}{\sqrt{2} \gamma}\left(\left|\beta_{\nu}\right\rangle-i\left|\alpha_{\nu+1}\right\rangle\right), \quad \epsilon=-i \Gamma \tag{5.43}
\end{equation*}
$$

(recall that $\left.\Gamma=g^{2} / 4 J\right)$. Observe that $|\Psi\rangle$ is normalized to the 2 nd order in $g$, while $|\Psi\rangle \rightarrow|e\rangle$ and $\epsilon \rightarrow 0$ for $g \rightarrow 0$. Most remarkably, $|\Psi\rangle$ is exactly localized in only two


Figure 5.8: Atom-photon dressed state mediating the atom-atom interaction. (a): Dressed state $|\Psi\rangle$ forming when a quantum emitter ("source") is coupled to a bulk cell. Vertical bars represent the photonic wavefunction modulus. Another emitter (shaded) couples to $|\Psi\rangle$ ("coupling active"), hence to the source emitter, only provided that it sits in the right nearest-neighbor cell. If not ("zero coupling"), the two emitters do not interact. (b): Long-range dressed state arising when the source atom is coupled to the right-edge cell. Due to phase cancellation, an emitter placed in any bulk cell remains uncoupled from $|\Psi\rangle$ unless it lies on the opposite edge. We set $\gamma=2 J$ and referred to the picture in Fig. 5.1.(b).
lattice cells ( $\nu$ and $\nu+1$ ), in particular on cavities $\beta_{\nu}$ and $\alpha_{\nu+1}$. This strict localization is possible due to a simultaneous "decoupling" of $|\Psi\rangle$ from the lattice's right branch (sites $\beta_{\nu+1}, \alpha_{\nu+2}, \ldots$ ) and left branch ( $\ldots, \beta_{\nu-1}, \alpha_{\nu}$ ). The right-branch decoupling requires

$$
\begin{equation*}
\left\langle\beta_{\nu+1}\right| H|\Psi\rangle=0 \tag{5.44}
\end{equation*}
$$

so that $|\Psi\rangle$ has a node on $\beta_{\nu+1}$, which is guaranteed by the non-reciprocal leftward character of intra-cell hopping amplitudes. To get the left-branch decoupling, instead, we must require

$$
\begin{equation*}
\left\langle\alpha_{\nu}\right| H|\Psi\rangle=0 \tag{5.45}
\end{equation*}
$$

(so that $|\Psi\rangle$ can have a node on $\alpha_{\nu}$ ). It is easily seen [see following sections] that this condition can only occur provided that $\epsilon=-i \Gamma$ (showing the necessity of the metastable nature of the state) plus, importantly,

$$
\begin{equation*}
\left\langle\alpha_{\nu+1} \mid \Psi\right\rangle \neq 0 . \tag{5.46}
\end{equation*}
$$

The latter shows why the atom can couple to another one sitting in cell $\nu+1$ : any other location will give zero coupling since $|\Psi\rangle$ vanishes everywhere outside cells $\nu$ and $\nu+1$. This explains both the non-reciprocal and nearest-neighbor nature of $H_{\text {eff }}$ at the lattice EP [cf. (5.11]] for atoms in the bulk.

We now consider an open lattice with the source atom now sitting in the cell on the right edge [see Fig.[5.8(b)]. By direct substitution, $H$ can be shown to admit the eigenstate

$$
\begin{equation*}
|\Psi\rangle=|e\rangle-\frac{g}{\sqrt{2} \gamma} \sum_{n=1}^{N} e^{i \pi n}\left[\left(1+\delta_{n 1}\right)\left|\alpha_{n}\right\rangle-i\left(1+\delta_{n N}\right)\left|\beta_{n}\right\rangle\right] \tag{5.47}
\end{equation*}
$$

with associated energy $\epsilon=-i \Gamma$. This eigenstate is normalized to leading order in $g$ under the condition $g \ll \gamma / \sqrt{N}$ [in line with the Markovian regime assumed to derive 5.11)]. Contrarily to (5.43), $|\Psi\rangle$ is extended across the entire photonic lattice [see Fig. 5.8.b)]. In the bulk sites, the photonic wavefunction has flat modulus but - notably - non-uniform phase.

Remarkably, the arrangement of phases combines with the bi-local character of atomfield coupling [see Figs. 5.1 (b) and 5.8(b)] so that, due to phase cancellation, another emitter placed in any bulk cell cannot couple to $|\Psi\rangle$ (hence to the source emitter). This conclusion however does not apply to the leftmost cell, where $\left|\left\langle\alpha_{1} \mid \Psi\right\rangle\right| \neq\left|\left\langle\beta_{1} \mid \Psi\right\rangle\right|$ : thus emitters placed on opposite edges are able to interact. For odd $N$, the resulting coupling strength matches that of nearest-neighbor emitters in the case of Fig. 55.8(a).

Finally, we stress that the emergence of states (5.43) and (5.47) relies on the simultaneous occurrence of properties $(i)-(i i i)$ at the end of Sec. 5.2, highlighting in particular the importance of the non-Hermitian nature of the above physics.

### 5.6.1 Derivation of the dressed state

Consider the emitter in a bulk cell $\nu$ in the picture of Fig. 5.1(b), the coupling thus being bi-local [condition (iii)]. A dressed state

$$
|\Psi\rangle=A_{e}|e\rangle+B_{\nu}\left|\beta_{\nu}\right\rangle+A_{\nu+1}\left|\alpha_{\nu+1}\right\rangle
$$

such that $H|\Psi\rangle=\epsilon|\Psi\rangle$ can appear only if: $\gamma=2 J$ (we are assuming $t_{1}=t_{2}=J$ ) [condition (ii), i.e. full non-reciprocity], avoiding amplitudes beyond $\left|\alpha_{\nu+1}\right\rangle$ to the right. Imposing $\left\langle\alpha_{\nu}\right| H|\Psi\rangle=0$, where condition (iii) is crucial, and the Schrödinger equation (SE) projected on $|e\rangle$, one gets $\epsilon=-i \Gamma$ and $A_{e}=i \gamma \sqrt{2} B_{\nu} / g$. Projecting next the SE on $\left|\beta_{\nu}\right\rangle$ and $\left|\alpha_{\nu+1}\right\rangle$, exploiting condition (i) (uniform losses) and in the weak-coupling regime, yields $A_{\nu+1}=-i B_{\nu}$ [see Eq. 5.43]].

For open BCs of the lattice and an emitter in cell $N$ (right edge), properties (i)-(iii) yield the appearance of an eigenstate at the same energy $\epsilon=-i \Gamma$. By imposing SE, one finds

$$
\begin{aligned}
& A_{n}=\left(1+\delta_{n, 1}\right) e^{i \pi n} A_{e} / \gamma \sqrt{2} \\
& B_{n}=-i g\left(1+\delta_{n, N}\right) e^{i \pi n} A_{e} / \gamma \sqrt{2}
\end{aligned}
$$

showing that amplitudes on bulk sites are half of those on sites $\alpha_{1}$ and $\beta_{N}$ and, most importantly, that there is a $\pi / 2$ phase difference between nearest-neighbor sites.

### 5.6.2 Relationship of $H_{\text {eff }}$ with dressed states

The biorthogonal completeness relation corresponding to $H_{\mathrm{f}}$ (recall that in general $\left.H_{\mathrm{f}} \neq H_{\mathrm{f}}^{\dagger}\right)$ reads

$$
\begin{equation*}
\sum_{k}\left|\psi_{k}^{R}\right\rangle\left\langle\psi_{k}^{L}\right|=\mathbb{1} \tag{5.48}
\end{equation*}
$$

where $\mathbb{1}$ is the identity operator and $\left|\psi_{k}^{R}\right\rangle\left(\left\langle\psi_{k}^{L}\right|\right)$ are right (left) eigenstates of $H_{\mathrm{f}}$. Using this, as discussed in Sec. 4.24, it is easily shown that the matrix element of the effective Hamiltonian [cf. (5.16)] can be equivalently rearranged as

$$
\begin{equation*}
\mathcal{H}_{\mu \nu}=\langle 0| \sigma_{\mu} V \hat{G}(0) V \sigma_{\nu}^{\dagger}|0\rangle=g^{2}\left\langle b_{\mu}\right| \hat{G}(0)\left|b_{\nu}\right\rangle=g\left\langle b_{\mu} \mid \Psi\right\rangle \tag{5.49}
\end{equation*}
$$

(we changed cell indexes as $n \rightarrow \nu$ and $m \rightarrow \mu$ to comply with the notation used at the beginning of this Section). Here, $V=H-H_{\mathrm{f}}$ [cf. Eq. (5.7)] is the atom-field interaction Hamiltonian while

$$
\begin{equation*}
|\Psi\rangle=|e\rangle+g \hat{G}(0)\left|b_{\nu}\right\rangle \tag{5.50}
\end{equation*}
$$

is the atom-photon dressed state seeded by an atom coupled to the $\nu$ th cell. The last step in (5.49) relies on the weak-coupling assumption as in this regime $|\Psi\rangle$ [see Eq. (5.43)], is normalized to the 2 nd order in $g$.

### 5.7 Summary

The results presented in this chapter introduce a new quantum optics/photonics paradigm, in which "structured" leakage on the field can devise unprecedented emission properties and second-order atom-atom dissipative interactions. Beyond engineered dissipation, a crucial ingredient for the predicted physics was shown to be the effectively non-local nature of emitter-field coupling (in a suitable picture).

Such emitters subject to such unconventional non-local interaction can be implemented via superconducting qubits 138, cold atoms 139 or all-photonic setups 140144 . From this perspective, the discussed results arise from an particular combination of giant atoms physics, non-Hermitian Hamiltonians and, to some extent, chiral quantum optics 145147, holding the promise for further developments e.g. using three-local coupling 148] and 2D non-Hermitian lattices 149.

In conclusion, we want to stress that our setup [cf. Fig. 5.1] is fully passive ${ }^{2}$. In our framework, this naturally follows from the decay nature of the studied phenomena, a type of non-unitary dynamics currently receiving considerable attention also in other scenarios 150 . On the other hand, the dissipative nature of our system favors an experimental verification of the predicted dynamics, e.g. in photonics (where non-Hermitian Hamiltonians are often implemented through their passive counterparts [23|).

A circuit-QED implementation appears possible as well: arrays of resonators coherently coupled to superconducting qubits - including excitation transfer mediated by atomphoton bound states - were experimentally demonstrated $93,124,125$ and implementations of lattices like the one in Fig.5.1(a) were realized 151. Patterned losses can be engineered by interspersing resonators with low and high quality factors. This is feasible in state-of-the-art settings where external losses can be reduced up to four orders of magnitude compared to photon-hopping rates, while large losses can be obtained and controlled by connecting selectively lattice resonators to transmission lines $93,124,125$.
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## Part II

## Mathematics of non self-adjoint operators

## Chapter 6

## Non self-adjoint operators from quantum theory

In the first part of this dissertation we discussed non-Hermitian Hamiltonians from a physical standpoint as powerful tools to describe effectively the dynamics of open systems. In this part instead we are going to follow a different approach, often considered in the literature [12, 152], that is we will assume that the full Hamiltonian is non-Hermitian and investigate the consequences.

### 6.1 Mathematical framework

Consider a Hilbert space $\mathcal{H}$, that is a pair $(\mathcal{V},\langle\cdot, \cdot\rangle)$ where the first entry is a complex vector space, possibly infinite dimensional, hosting the states of the system, and the second entry is the inner product. We are not going to use the Dirac notation for states here as it implicitly implies that the inner product is fixed, an hypothesis we will drop in the following. Therefore the states will just be denoted by $\varphi, \psi \in \mathcal{H}$ without kets or bras.

Let $H$ be a possibly unbounded operator on $\mathcal{H}$ whose domain, which we assume to be dense in $\mathcal{H}$, is denoted by $D(H)$. Let us define

$$
\begin{equation*}
D\left(H^{\dagger}\right)=\{\phi \in \mathcal{H} \mid \exists \psi \in \mathcal{H} \text { s.t. }\langle H \varphi, \phi\rangle=\langle\varphi, \psi\rangle \quad \forall \varphi \in \mathcal{H}\} \tag{6.1}
\end{equation*}
$$

As $D(H)$ is assumed to be dense, we can replace $\exists$ with $\exists$ ! in (6.1). Therefore it is possible to define an operator $H^{\dagger}$, called the adjoint of $H$, on $D\left(H^{\dagger}\right)$ defining $\psi:=H^{\dagger} \phi$ for all $\phi \in D\left(H^{\dagger}\right)$.

An operator $H$ is then said to be self-adjoint if

$$
\begin{equation*}
\langle H \varphi, \phi\rangle=\langle\varphi, H \phi\rangle \quad \forall \varphi, \phi \in D(H) \quad \text { and } \quad D(H)=D\left(H^{\dagger}\right) . \tag{6.2}
\end{equation*}
$$

The first property is the symmetry or Hermiticity of $H$, usually taken as sufficient condition for self-adjointness in quantum mechanics. The second property may seem pedantic, but indeed two operators are the same if their action and their domains are the same. This does not represent an issue for bounded operators (which can be defined on all $\mathcal{H}$ ), but it may be for unbounded ones.

The importance of self adjoint operators in quantum mechanics comes from the reality of their spectrum and the orthogonality (and completeness) of eigenstates. However, as pointed out in the first part, numerous instances of non-selfajoint operators with real spectrum were found in recent years, the most known being a generalized version of the quantum harmonic oscillator $H=p^{2}-(i x)^{N}$ for $N>2$ (unbounded) 9] acting on $\mathcal{H}=$

[^12]$\mathcal{L}^{2}(\mathbb{R})$, or the gain-loss Hamiltonian $H=i \gamma \sigma_{z}+g \sigma_{x}$ (bounded) 16 acting on $\mathcal{H}=\mathbb{C}^{2}$. The lack of Hermiticity can be in some cases traced back to the inner product. Before dealing with this issue we want to set some notation and states some general properties regarding non self-adjoint operators.

Let $H$ be an operator defined on $D(H) \subset \mathcal{H}$ so that $H \neq H^{\dagger}$ and let

$$
\begin{align*}
H \varphi_{n} & =E_{n} \varphi_{n}  \tag{6.3}\\
H^{\dagger} \psi_{n} & =\tilde{E}_{n} \psi_{n} \tag{6.4}
\end{align*}
$$

be the corresponding eigenequation $s^{2}$. It holds that $\tilde{E}_{n}=E_{n}^{*}$ (complex conjugate) as ${ }^{3}$

$$
\begin{equation*}
\tilde{E}_{n}^{*}\left\langle\psi_{n}, \varphi_{n}\right\rangle=\left\langle\tilde{E}_{n} \psi_{n}, \varphi_{n}\right\rangle=\left\langle H^{\dagger} \psi_{n}, \varphi_{n}\right\rangle=\left\langle\psi_{n}, H \varphi_{n}\right\rangle=\left\langle\psi_{n}, E_{n} \varphi_{n}\right\rangle=E_{n}\left\langle\psi_{n}, \varphi_{n}\right\rangle, \tag{6.5}
\end{equation*}
$$

unless of course $\left\langle\psi_{n}, \varphi_{n}\right\rangle=0$. Eigenstates corresponding to different eigenvalues are not necessarily orthogonal

$$
\begin{equation*}
E_{n}\left\langle\varphi_{m}, \varphi_{n}\right\rangle=\left\langle\varphi_{m}, E_{n} \varphi_{n}\right\rangle=\left\langle\varphi_{m}, H \varphi_{n}\right\rangle=\left\langle H^{\dagger} \varphi_{m}, \varphi_{n}\right\rangle \neq E_{m}\left\langle\varphi_{m}, \varphi_{n}\right\rangle, \tag{6.6}
\end{equation*}
$$

the same holding for $\left\{\psi_{n}\right\}_{n}$. However, the sets $\mathcal{F}_{\varphi}=\left\{\varphi_{n}\right\}_{n}$ and $\mathcal{F}_{\psi}=\left\{\psi_{n}\right\}_{n}$ are biorthogonal, that is

$$
\begin{equation*}
E_{n}\left\langle\psi_{m}, \varphi_{n}\right\rangle=\left\langle\psi_{m}, E_{n} \varphi_{n}\right\rangle=\left\langle\psi_{m}, H \varphi_{n}\right\rangle=\left\langle H^{\dagger} \psi_{m}, \varphi_{n}\right\rangle=\left\langle E_{m}^{*} \psi_{m}, \varphi_{n}\right\rangle=E_{m}\left\langle\psi_{m}, \varphi_{n}\right\rangle . \tag{6.7}
\end{equation*}
$$

Therefore, if eigenvalues' multiplicity is 1 , then $\left\langle\psi_{m}, \varphi_{n}\right\rangle=0$. As we will discuss shortly, when the operator $H$ can be factorized in terms of pseudo-ladder operators, the sets $\mathcal{F}_{\varphi}$ and $\mathcal{F}_{\psi}$ will acquire useful properties.

### 6.1.1 "Fixing" the Hilbert space

A possible solution in the direction of making sense of non self-adjoint operator is that of fixing the inner product in order to restore Hermiticity [11, 153]. The basic idea is that, if $H$ is not self-adjoint in $\mathcal{H}=(\mathcal{V},\langle\cdot, \cdot\rangle)$ it may very well be in a new Hilbert space $\mathcal{H}_{2}=\left(\mathcal{V},\langle\cdot, \cdot\rangle_{2}\right)$. Therefore by changing the inner product, which indeed is a change of the notion of metric, it is in some cases possible to restore Hermiticity, see Ref. 154 for a counterexample. We want to highlight now in more details this procedure [11].

A linear operator $\eta: \mathcal{H} \rightarrow \mathcal{H}$ is a metric operator if it is bijective, Hermitian $(\langle\psi, \eta \varphi\rangle=$ $\langle\eta \psi, \varphi\rangle, \forall \psi, \varphi \in \mathcal{H})$ and positive definite $(\langle\varphi, \eta \varphi\rangle \geq 0, \forall \varphi \in \mathcal{H})$. A bounded operator $H$ on $\mathscr{H}$ is called $\eta$-pseudo-Hermitian if $H^{\dagger}=\eta H \eta^{-1}$, i.e. $\langle\psi, H \varphi\rangle=\left\langle\eta H \eta^{-1} \psi, \varphi\right\rangle$. These definitions are relevant in that if $H$ is not self-adjoint with respect to the scalar product $\langle\cdot, \cdot\rangle$ but it is $\eta$-pseudo-Hermitian for some metric operator $\eta$, then we can define a new inner product as $\langle\cdot, \cdot\rangle_{\eta}:=\langle\cdot, \eta \cdot\rangle$ so that $H$ is self-adjoint in $\mathcal{H}_{\eta}=\left(\mathcal{V},\langle\cdot, \cdot\rangle_{\eta}\right)$, indeed

$$
\begin{equation*}
\langle\psi, H \varphi\rangle_{\eta}=\langle\psi, \eta H \varphi\rangle=\langle\psi, \underbrace{\eta H \eta^{-1}}_{H^{\dagger}} \eta \varphi\rangle=\left\langle\left(H^{\dagger}\right)^{\dagger} \psi, \eta \varphi\right\rangle=\langle H \psi, \varphi\rangle_{\eta} . \tag{6.8}
\end{equation*}
$$

These properties are relevant as a connection with $\mathcal{P} \mathcal{T}$ symmetry can be established. Indeed it can be proved that $H$ is pseudo-Hermitian if and only if it has a complete set of common eigenvectors with an invertible antilinear operator [155]. As $\mathcal{P T}$ is a particular antilinear invertible operator and, if $[H, \mathcal{P} \mathcal{T}]=0$ and $\mathcal{P} \mathcal{T}$ is unbroken, then $H$ can be made Hermitian by fixing the Hilbert space inner product.

We illustrate this procedure now in the case of the gain-loss Hamiltonian $H=i \gamma \sigma_{z}+$ $g \sigma_{x}$ under unbroken $\mathcal{P} \mathcal{T}$ symmetry $(\gamma<g)$, as under these assumption the eigenstates of

[^13]$H$ are also eigenstates of $\mathcal{P} \mathcal{T}$. In order to construct the metric operator, a general method, in the finite dimensional case at least, is to define it as (153
\[

$$
\begin{equation*}
\eta=\sum_{n} P_{n}^{\psi} \tag{6.9}
\end{equation*}
$$

\]

where $P_{n}^{\psi}$ is the orthogonal projector onto the eigenspace of $\psi_{n}$ [cf. Eq. 66.4]]. For this specific example the eigenequations read

$$
\begin{align*}
H \varphi_{ \pm} & =\lambda_{ \pm} \varphi_{ \pm}  \tag{6.10}\\
H^{\dagger} \psi_{ \pm} & =\lambda_{ \pm} \psi_{ \pm} \tag{6.11}
\end{align*}
$$

where $\lambda_{ \pm}= \pm \sqrt{g^{2}-\gamma^{2}}$ and $\varphi_{ \pm}$are given in Eq. (1.8) and

$$
\begin{equation*}
\psi_{ \pm}=\binom{i \gamma-\lambda_{ \pm}}{-g} \tag{6.12}
\end{equation*}
$$

The projectors are therefore given by $P_{n}^{\psi}=\left(\psi_{n} \otimes \psi_{n}^{*}\right) /\left\langle\psi_{n}, \psi_{n}\right\rangle$ with $n= \pm$ and the metric operator is $\eta=\mathbb{1}_{2}+(\gamma / g) \sigma_{y}$. It is then easy to check that $\langle\psi, H \varphi\rangle_{\eta}=\langle H \psi, \varphi\rangle_{\eta}$, $\forall \psi, \varphi \in \mathcal{H}$.

### 6.2 Non self-adjoint Hamiltonians and pseudo-bosons

In view of the following chapter we introduce here a particular class of non self-adjoint Hamiltonians, without changing the Hilbert space inner product. On the one hand we will discuss how such operators con be constructed through a generalization of canonical commutation rules of bosonic operators (pseudo-bosons). On the other hand, most importantly, we will show that many relevant non-Hermitian Hamiltonians can indeed be factorized in terms of suitable pseudo-bosonic operators, therefore highlighting how these are not just mathematical abstract tools to construct non self-adjoint operators, but indeed can appear in several contexts. The following discussion is based on 12, 156, 157.

### 6.2.1 Non self-adjoint Hamiltonians from pseudo-bosons

One way of diagonalizing the simple harmonic oscillator Hamiltonian $H=\left(p^{2}+x^{2}\right) / 2$, here with dimensionless operators, is by introducing the operator $c=(x+i p) / \sqrt{2}$ and its adjoint $c^{\dagger}=(x-i p) / \sqrt{2}$ so that $H=N+1 / 2$, with $N=c^{\dagger} c$. The operators $c$ and $c^{\dagger}$ are called respectively lowering and raising operators as $c \varphi_{n}=\sqrt{n} \varphi_{n-1}$, yielding in particular $c \varphi_{0}=0$, and $c^{\dagger} \varphi_{n}=\sqrt{n+1} \varphi_{n+1}, \varphi_{n}$ being an eigenstate of $H$ with eigenvalue $E_{n}=n+1 / 2$. Two key properties are that: (i) the operator $a$ has a non-zero vacuum $\left(\varphi_{0}\right)$, (ii) $c$ and $c^{\dagger}$ satisfy the bosonic canonical commutation rule $\left[c, c^{\dagger}\right]=\mathbb{1}$. Pseudo-bosonic operators arise as a generalization of this setting in that one considers the commutation relation $[a, b]=\mathbb{1}$, with $b \neq a^{\dagger}$ in general.

Consider two operators $a$ and $b$ acting on $\mathcal{H}$ whose domain are $D(a)$ and $D(b)$, with analogous notation for their adjoints. Let $D \subset D(a) \cap D(b)$ be a dense subset of $\mathcal{H}$, stable under the action of both $a, b$ and their adjoints. The operators $a$ and $b$ are said to be $D$-pseudo-bosonic if $[a, b]=\mathbb{1}$, i.e. $[a, b] \phi=\phi, \forall \phi \in D$.

We observe that it is not required that $b=a^{\dagger}$, but other assumptions need to be made in order to make this setting a proper extension of the self-adjoint harmonic oscillator:

1. $a$ has a non-zero vacuum: $\exists \varphi_{0} \in D$ so that $a \varphi_{0}=0$,
2. $b^{\dagger}$ has a non-zero vacuum: $\exists \psi_{0} \in D$ so that $b^{\dagger} \psi_{0}=0$,
3. the set $\mathcal{F}_{\varphi}=\left\{\varphi_{n}\right\}_{n \geq 0}$, with $\varphi_{n}=\frac{1}{\sqrt{n!}} b^{n} \varphi_{0}$, is a basis for $\mathcal{H}$.

Some comments are in order. The definitions of $\varphi_{n}$ 's and $\psi_{n}=\frac{1}{\sqrt{n!}}\left(a^{\dagger}\right)^{n} \varphi_{0}$ make sense because of the stability of $D$ under the action of $d$ and $b^{\dagger}$, and $\varphi_{n}, \psi_{n} \in D$. From the commutation relation the following lowering and raising relations hold
(i) $b \varphi_{n}=\sqrt{n+1} \varphi_{n+1}$ for $n \geq 0$,
(ii) $a \varphi_{0}=0$ and $a \varphi_{n}=\sqrt{n} \varphi_{n-1}$ for $n \geq 1$,
(iii) $a^{\dagger} \psi_{n}=\sqrt{n+1} \psi_{n+1}$ for $n \geq 0$,
(iv) $b^{\dagger} \psi_{0}=0$ and $b^{\dagger} \psi_{n}=\sqrt{n} \psi_{n-1}$ for $n \geq 1$,
(v) $N \varphi_{n}=n \varphi_{n}$ and $N^{\dagger} \psi_{n}=n \psi_{n}$, with $N=b a$ for $n \geq 0$.

It can be proved that also the set $\mathcal{F}_{\psi}=\left\{\psi_{n}\right\}_{n \geq 0}$ is a basis. Finally, by choosing the normalization of $\varphi_{0}$ and $\psi_{0}$ so that $\left\langle\psi_{0}, \varphi_{0}\right\rangle=1, \mathcal{F}_{\varphi}$ and $\mathcal{F}_{\psi}$ are biorthonormal, i.e. $\left\langle\psi_{m}, \varphi_{n}\right\rangle=\delta_{m n}$. Other properties of pseudo-bosons have been discussed in the literature, as in Ref. [158]. What we want to highlight here is that this mathematical procedure allows one to explicitly construct non self-adjoint operators ( $N \neq N^{\dagger}$ ) with real discrete positive spectrum $\{n\}_{n \geq 0}$.

### 6.2.2 Non self-adjoint Hamiltonians factorizable with pseudo-bosons

Here we want to show two concrete models where the non-Hermitian Hamiltonian can be written in terms of pseudo-bosonic operators [12], justifying their definition.

### 6.2.2.1 Extended harmonic oscillator

Consider the manifestly non self-adjoint Hamiltonian of an extended quantum harmonic oscillator,

$$
\begin{equation*}
H_{\nu}=\frac{1}{2 \nu}\left(p^{2}+x^{2}\right)+i \sqrt{2} p \tag{6.13}
\end{equation*}
$$

which is know to display a real spectrum for $\nu>0$ [159. As discussed in [12], by defining $A_{\nu}=a-\nu$ and $B_{\nu}=a^{\dagger}+\nu, a$ being the lowering operator of the Hermitian quantum harmonic oscillator, we have that $\left[A_{\nu}, B_{\nu}\right]=\mathbb{1}$ and $H_{\nu}=\nu^{-1}\left(B_{\nu} A_{\nu}+\gamma_{\nu} \mathbb{1}\right)$, with $\gamma_{\nu}=$ $\nu^{2}+1 / 2$.

The operators $A_{\nu}$ and $B_{\nu}$ are indeed pseudo-bosonic as all the relative assumptions can be verified, indeed the biorthogonal sets $\mathcal{F}_{\varphi}=\left\{\varphi_{n}(x)\right\}_{n}$ and $\mathcal{F}_{\psi}=\left\{\psi_{n}(x)\right\}_{n}$ upon which $B_{\nu}$ and $A_{\nu}$ act as raising operators, respectively, are given by

$$
\begin{gather*}
\varphi_{n}(x)=\frac{1}{\sqrt{n!}} B_{\nu}^{n} \varphi_{0}(x)=\frac{e^{-\nu^{2}}}{\pi^{1 / 4} \sqrt{2^{n} n!}}\left(x-\frac{\mathrm{d}}{\mathrm{~d} x}+\sqrt{2} \nu\right)^{n} e^{-(x-\nu \sqrt{2})^{2} / 2},  \tag{6.14}\\
\psi_{n}(x)=\frac{1}{\sqrt{n!}}\left(A_{\nu}^{\dagger}\right)^{n} \psi_{0}(x)=\frac{e^{\nu^{2}}}{\pi^{1 / 4} \sqrt{2^{n} n!}}\left(x-\frac{\mathrm{d}}{\mathrm{~d} x}-\sqrt{2} \nu\right)^{n} e^{-(x+\nu \sqrt{2})^{2} / 2} . \tag{6.15}
\end{gather*}
$$

These satisfy the eigenequations $H_{\nu} \varphi_{n}=E_{n} \varphi_{n}$ and $H_{\nu}^{\dagger} \psi_{n}=E_{n} \psi_{n}$ with $E_{n}=\left(n+\gamma_{\nu}\right) / \nu$.

### 6.2.2.2 The Swanson model

Another widespread model in the literature of non self-adjoint operators with real spectrum is the Swanson model $160-162$, whose Hamiltonian is

$$
\begin{equation*}
H_{\theta}=\frac{1}{2}\left(p^{2}+x^{2}\right)-\frac{i}{2} \tan (2 \theta)\left(p^{2}-x^{2}\right) \tag{6.16}
\end{equation*}
$$

with $-\pi / 4<\theta<\pi / 4$. Introducing the operators

$$
\begin{equation*}
A_{\theta}=\cos (\theta) a+i \sin (\theta) a^{\dagger}, \quad B_{\theta}=\cos (\theta) a^{\dagger}+i \sin (\theta) a, \tag{6.17}
\end{equation*}
$$

where $a$ is again the lowering operator for the Hermitian quantum harmonic oscillator, one can write the Hamiltonian as $H_{\theta}=\omega_{\theta}\left(B_{\theta} A_{\theta}+\frac{1}{2} \mathbb{1}\right)$, with $\omega_{\theta}=[\cos (2 \theta)]^{-1}$. The commutation rule $\left[A_{\theta}, B_{\theta}\right]=\mathbb{1}$ holds, and if $\theta \neq 0$ then $A_{\theta}^{\dagger} \neq B_{\theta}$. The Swanson Hamiltonian is then factorized in terms of pseudo-bosonic operators, indeed the square integrable vacua of $A_{\theta}$ and $B_{\theta}^{\dagger}$ are $\varphi_{0}^{(\theta)}=N_{\varphi} \exp \left(-e^{2 i \theta} x^{2} / 2\right)$ and $\psi_{0}^{(\theta)}=N_{\psi} \exp \left(-e^{-2 i \theta} x^{2} / 2\right)$, respectively, where $N_{\varphi}$ and $N_{\psi}$ are normalization constants satisfying $N_{\varphi}^{*} N_{\psi}=e^{-i \theta} / \sqrt{\pi}$ so that $\left\langle\psi_{0}^{(\theta)}, \varphi_{0}^{(\theta)}\right\rangle=1$. The eigenstates of $H_{\theta}$ and $H_{\theta}^{\dagger}$ built with the ladder operators $A_{\theta}$ and $B_{\theta}$ are then

$$
\begin{gather*}
\varphi_{n}^{(\theta)}(x)=\frac{1}{\sqrt{n!}} B_{\theta}^{n} \varphi_{0}^{(\theta)}(x)=\frac{N_{\varphi}}{\sqrt{2^{n} n!}} H_{n}\left(e^{i \theta} x\right) \exp \left(-e^{2 i \theta} x^{2} / 2\right)  \tag{6.18}\\
\psi_{n}^{(\theta)}(x)=\frac{1}{\sqrt{n!}}\left(A_{\theta}^{\dagger}\right)^{n} \psi_{0}^{(\theta)}(x)=\frac{N_{\psi}}{\sqrt{2^{n} n!}} H_{n}\left(e^{i \theta} x\right) \exp \left(-e^{-2 i \theta} x^{2} / 2\right) \tag{6.19}
\end{gather*}
$$

where $H_{n}(x)$ is the $n$th Hermite polynomial.
The two examples presented here are just some of several that can be found in the literature 12. Also, they are one dimensional. In the next chapter we will use pseudo-bosonic operators to factorize Hamiltonians with two degrees of freedom.
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## Chapter 7

## Quantization of dissipative systems

In this chapter we discuss the failure of the canonical quantization for the damped harmonic oscillator using the Bateman lagrangian. In particular, we prove that no square integrable vacuum (in the sense of pseudo-bosons) exists for the natural ladder operators of the system, and that the only vacua can be found as distributions, that is, not in a standard Hilbert space.

### 7.1 Introduction

The problem of quantization for dissipative systems, and the Damped Harmonic Oscillator (DHO) in particular, has a long story. There are two main approaches: (i) through a time-independent lagrangian, proposed by Bateman and studied by many authors along the years, see Refs $163-168$ and references therein, based on the idea that associated to the damped oscillator there is a second amplified one, acquiring all the energy lost by the damped one; (ii) through an explicitly time-dependent lagrangian, see Refs $165,168,170$ and references therein, which reproduces the equation of motion of the DHO without the need of introducing its amplified counterpart. More recently, another non standard, time-independent, lagrangian has been introduced for the DHO, where it was shown that there is no need to introduce any dual oscillator. However [171, in this case the quantization proved to be quite hard, if not entirely impossible, in the sense that the Schrödinger equation admits no exact solution, apparently.

In the following sections, we will focus on Bateman's approach, and we will show that the system quantization is indeed impossible within the realm of Hilbert spaces. More in detail, we will diagonalize the Hamiltonian for the system in terms of pseudo-bosonic operators, but we will also prove that, contrarily to what stated in some contributions in the literature, it is not possible to use these ladder operators to construct biorthogonal sets in some Hilbert space $\mathcal{H}$. This impossibility, which was somehow recognized by many authors 172,173 leaves the possibility open for working in the space of distributions.

### 7.2 A no-go result

The classical equation of motion for the DHO is

$$
\begin{equation*}
m \ddot{x}+\gamma \dot{x}+k x=0 \tag{7.1}
\end{equation*}
$$

where $m, \gamma$ and $k$ are the mass, friction coefficient and the spring constant, respectively. The Bateman lagrangian reads

$$
\begin{equation*}
L=m \dot{x} \dot{y}+\frac{\gamma}{2}(x \dot{y}-\dot{x} y)-k x y . \tag{7.2}
\end{equation*}
$$

Besides Eq. 7.1), this lagiangian produces also

$$
\begin{equation*}
m \ddot{y}-\gamma \dot{y}+k y=0, \tag{7.3}
\end{equation*}
$$

the differential equation associated to an amplified harmonic oscillator (AHO), as the friction coefficient is now negative. In [167], this is referred to as the time reverse equation of the one for $x(t)$, for obvious reasons. The conjugate momenta are

$$
p_{x}=\frac{\partial L}{\partial \dot{x}}=m \dot{y}-\frac{\gamma}{2} y, \quad p_{y}=\frac{\partial L}{\partial \dot{y}}=m \dot{x}+\frac{\gamma}{2} y,
$$

and the corresponding classical Hamiltonian is

$$
\begin{equation*}
H=p_{x} \dot{x}+p_{y} \dot{y}-L=\frac{1}{m} p_{x} p_{y}+\frac{\gamma}{2 m}\left(y p_{y}-x p_{x}\right)+\left(k-\frac{\gamma^{2}}{4 m}\right) x y . \tag{7.4}
\end{equation*}
$$

By introducing the new variables $x_{1}$ and $x_{2}$ through

$$
\begin{equation*}
x=\frac{1}{\sqrt{2}}\left(x_{1}+x_{2}\right), \quad y=\frac{1}{\sqrt{2}}\left(x_{1}-x_{2}\right), \tag{7.5}
\end{equation*}
$$

$L$ and $H$ can be written as follows:

$$
L=\frac{m}{2}\left(\dot{x}_{1}^{2}-\dot{x}_{2}^{2}\right)+\frac{\gamma}{2}\left(x_{2} \dot{x}_{1}-x_{1} \dot{x}_{2}\right)-\frac{k}{2}\left(x_{1}^{2}-x_{2}^{2}\right)
$$

and

$$
H=\frac{1}{2 m}\left(p_{1}-\frac{\gamma}{2} x_{2}\right)^{2}-\frac{1}{2 m}\left(p_{2}-\frac{\gamma}{2} x_{1}\right)^{2}+\frac{k}{2}\left(x_{1}^{2}-x_{2}^{2}\right),
$$

where $p_{1}=\frac{\partial L}{\partial \dot{x}_{1}}=m \dot{x}_{1}+\frac{\gamma}{2} x_{2}$ and $p_{2}=\frac{\partial L}{\partial \dot{x}_{2}}=m \dot{x}_{2}-\frac{\gamma}{2} x_{1}$. By putting $\omega^{2}=\frac{k}{m}-\frac{\gamma^{2}}{4 m^{2}}$ we can rewrite $H$ as follows:

$$
\begin{equation*}
H=\left(\frac{1}{2 m} p_{1}^{2}+\frac{1}{2} m \omega^{2} x_{1}^{2}\right)-\left(\frac{1}{2 m} p_{2}^{2}+\frac{1}{2} m \omega^{2} x_{2}^{2}\right)-\frac{\gamma}{2 m}\left(p_{1} x_{2}+p_{2} x_{1}\right) . \tag{7.6}
\end{equation*}
$$

In this section we will mostly consider $\omega^{2}>0$. The case $\omega^{2} \leq 0$ will be briefly discussed later.

Following [174, we impose canonical quantization rules between $x_{j}$ and $p_{k}$ as: $\left[x_{j}, p_{k}\right]=$ $i \delta_{j, k} \mathbb{1}$, working in unit $\hbar=1$. This is equivalent to the choice in 167. Ladder operators can now be easily introduced:

$$
\begin{equation*}
a_{k}=\sqrt{\frac{m \omega}{2}} x_{k}+i \sqrt{\frac{1}{2 m \omega}} p_{k}, \tag{7.7}
\end{equation*}
$$

$k=1,2$. These are bosonic operators since they satisfy the canonical commutation rules: $\left[a_{j}, a_{k}^{\dagger}\right]=\delta_{j, k} \mathbb{1}$.

Let us observe that, as these operators are unbounded, these commutators should be properly defined. For instance, both $\left[a_{j}, a_{k}^{\dagger}\right]$ and $\left[x_{j}, p_{k}\right]$ are well defined on Schwartz test functions: $\left[a_{j}, a_{k}^{\dagger}\right] \varphi(x)=\varphi(x)$, for all $\varphi(x) \in \mathcal{S}(\mathbb{R})$.

In terms of these operators the quantum version of the Hamiltonian $H$ in Eq. (7.6) can be written as

$$
\begin{equation*}
H=H_{0}+H_{I} \tag{7.8}
\end{equation*}
$$

with

$$
\begin{equation*}
H_{0}=\omega\left(a_{1}^{\dagger} a_{1}-a_{2}^{\dagger} a_{2}\right), \quad H_{I}=\frac{i \gamma}{2 m}\left(a_{1} a_{2}-a_{1}^{\dagger} a_{2}^{\dagger}\right) \tag{7.9}
\end{equation*}
$$

In 165,167 this Hamiltonian is diagonalized by using the $\operatorname{QU}(2)$ algebra. Despite $H$ being (at least formally) self-adjoint, its eigenvalues appear to be complex. This is quite curious, and in 167 the authors claim that this is because $H_{I}$ is only formally Hermitian "because the normalization integral for the eigenstates...is infinite, a result that follows from the fact that the eigenvalues are imaginary". This does not sound like a deep explanation in that is quite tautological. For this reason, we propose a different approach to the analysis of $H$, based on the generalized Bogoliubov transformation considered in 174. While this transformation turns out to be useful to diagonalize $H$ making no reference to $Q U(2)$ algebra (which will be replaced in the following by formal pseudo-bosonic ladder operators (12]), the conclusions deduced in [174] needs substantial revision.

Following 174, we introduce the operators

$$
\begin{equation*}
A_{1}=\frac{1}{\sqrt{2}}\left(a_{1}-a_{2}^{\dagger}\right), \quad A_{2}=\frac{1}{\sqrt{2}}\left(-a_{1}^{\dagger}+a_{2}\right) \tag{7.10}
\end{equation*}
$$

as well as

$$
\begin{equation*}
B_{1}=\frac{1}{\sqrt{2}}\left(a_{1}^{\dagger}+a_{2}\right), \quad B_{2}=\frac{1}{\sqrt{2}}\left(a_{1}+a_{2}^{\dagger}\right) . \tag{7.11}
\end{equation*}
$$

These operators satisfy the commutation relations

$$
\begin{equation*}
\left[A_{j}, B_{k}\right]=\delta_{j, k} \mathbb{1} \tag{7.12}
\end{equation*}
$$

with $B_{j} \neq A_{j}^{\dagger}, j=1,2$. Moreover, $A_{1}=-A_{2}^{\dagger}$ and $B_{1}=B_{2}^{\dagger}$. The fact that $B_{j} \neq A_{j}^{\dagger}$ follows from the fact that the one in Eqs. (7.10) and (7.11) is not a Bogoliubov transformation, but only a generalized version of it 175).

In 12 operators of this kind are analyzed in detail, producing several mathematical results (mainly on unbounded operators and biorthogonal sets of vectors), and were shown, as in the previous chapter, to appear often in concrete models [3, 153, 176]. As discussed in the previous chapter, the main idea is that, for operators like these, we can extend the usual ladder construction used for bosons, paying some price (like, quite often, the validity of the basis property).

In terms of these operators $H$ can now be written as follows:

$$
\begin{equation*}
H=H_{0}+H_{I} \tag{7.13}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{0}=\omega\left(B_{1} A_{1}-B_{2} A_{2}\right), \quad H_{I}=\frac{i \gamma}{2 m}\left(B_{1} A_{1}+B_{2} A_{2}+\mathbb{1}\right), \tag{7.14}
\end{equation*}
$$

depending only on the pseudo-bosonic number operators $N_{j}=B_{j} A_{j}$ [12]. This is exactly the same Hamiltonian found in 174, and it is equivalent to that given in 165, 167. In Ref. [174, the authors introduce the vacuum for the annihilation operators $A_{1}$ and $A_{2}$ as the action of an unbounded operator on the vacuum of $a_{1}$ and $a_{2}$, and construct new vectors out of this vacuum, claiming they form a Fock basis with unit norm. The next theorem, which is the main result of this chapter, shows that this is not the case and suggests a possible way out to solve this issue.
Theorem. There is no non-zero function $\varphi_{00}\left(x_{1}, x_{2}\right)$ satisfying

$$
A_{1} \varphi_{00}\left(x_{1}, x_{2}\right)=A_{2} \varphi_{00}\left(x_{1}, x_{2}\right)=0 .
$$

Also, there is no non-zero function $\psi_{00}\left(x_{1}, x_{2}\right)$ satisfying

$$
B_{1}^{\dagger} \psi_{00}\left(x_{1}, x_{2}\right)=B_{2}^{\dagger} \psi_{00}\left(x_{1}, x_{2}\right)=0 .
$$

Proof. Let us assume that a non-zero function $\varphi_{00}\left(x_{1}, x_{2}\right)$ satisfying $A_{1} \varphi_{00}\left(x_{1}, x_{2}\right)=$ $A_{2} \varphi_{00}\left(x_{1}, x_{2}\right)=0$ does exist. Hence we should have also $\left(A_{1}-A_{2}\right) \varphi_{00}\left(x_{1}, x_{2}\right)=0$ and $\left(A_{1}+A_{2}\right) \varphi_{00}\left(x_{1}, x_{2}\right)=0$, so that

$$
\left(x_{1}-x_{2}\right) \varphi_{00}\left(x_{1}, x_{2}\right)=0, \quad\left(\partial_{1}+\partial_{2}\right) \varphi_{00}\left(x_{1}, x_{2}\right)=0 .
$$

It is clear that there is no non-zero solution of the first equation. The only solution is a distribution: $\varphi_{00}\left(x_{1}, x_{2}\right)=\alpha \delta\left(x_{1}-x_{2}\right), \alpha \in \mathbb{C}$.

The proof for $\psi_{00}\left(x_{1}, x_{2}\right)$ is completely similar: computing $\left(B_{1}^{\dagger}+B_{2}^{\dagger}\right) \psi_{00}\left(x_{1}, x_{2}\right)=0$ and $\left(B_{1}^{\dagger}-B_{2}^{\dagger}\right) \psi_{00}\left(x_{1}, x_{2}\right)=0$ we easily get

$$
\left(x_{1}+x_{2}\right) \psi_{00}\left(x_{1}, x_{2}\right)=0, \quad\left(\partial_{1}-\partial_{2}\right) \psi_{00}\left(x_{1}, x_{2}\right)=0,
$$

for which exists only the weak solution $\psi_{00}\left(x_{1}, x_{2}\right)=\beta \delta\left(x_{1}+x_{2}\right), \beta \in \mathbb{C}$.

Notice that, compared to other works on the same subject, e.g. Refs. [172, 173], we are not assuming here that $\varphi_{00}\left(x_{1}, x_{2}\right)$ and $\psi_{00}\left(x_{1}, x_{2}\right)$ belong to any specific Hilbert space. Therefore, this result does not depend on the metric we can introduce in $\mathcal{L}^{2}\left(\mathbb{R}^{2}\right)$ to take care of possible divergences in the norms of the eigenfunctions of $H$ : stated differently, replacing

$$
\begin{equation*}
\langle f, g\rangle=\int_{\mathbb{R}^{2}} \overline{f\left(x_{1}, x_{2}\right)} g\left(x_{1}, x_{2}\right) d x_{1} d x_{2} \tag{7.15}
\end{equation*}
$$

with some

$$
\begin{equation*}
\langle f, g\rangle_{w}=\int_{\mathbb{R}^{2}} \overline{f\left(x_{1}, x_{2}\right)} g\left(x_{1}, x_{2}\right) w\left(x_{1}, x_{2}\right) d x_{1} d x_{2}, \tag{7.16}
\end{equation*}
$$

for any choice of weight function $w\left(x_{1}, x_{2}\right)$, will not do the job.

### 7.2.1 The overdamped case $\omega^{2}<0$

The previous results have been obtained under the constraint $\omega^{2}>0$ which allowed to define the bosonic operators (7.7). In the $\omega^{2}<0$ case, that for simplicity we assume corresponding to $\omega=\tau e^{i \pi / 2}, \tau \in \mathbb{R}_{+}$, easy computations show that the commutators satisfy $\left[a_{j}, a_{k}^{\dagger}\right]=i \delta_{j, k} \mathbb{1}$, and hence they are not bosonic operators.

This issue is solved introducing the following operators ${ }^{17}$

$$
\begin{equation*}
a_{k}=e^{i \pi / 4} \sqrt{\frac{m \tau}{2}} x_{k}+i e^{-i \pi / 4} \sqrt{\frac{1}{2 m \tau}} p_{k}, \quad b_{k}=e^{i \pi / 4} \sqrt{\frac{m \tau}{2}} x_{k}-i e^{-i \pi / 4} \sqrt{\frac{1}{2 m \tau}} p_{k}, \tag{7.17}
\end{equation*}
$$

$k=1,2$. Of course, $a_{k}^{\dagger} \neq b_{k}, k=1,2$, yet these operators satisfy the commutation rules $\left[a_{j}, b_{k}\right]=\delta_{j, k} \mathbb{1}$, which means that $a_{k}, b_{k}, k=1,2$, define two pairs of formal pseudo-bosonic operators 12 .

Using now $b_{k}$ in place of $a_{k}^{\dagger}$ in Eqs. 7.10) and 7.11, we define the operators

$$
\begin{array}{ll}
A_{1}=\frac{1}{\sqrt{2}}\left(a_{1}-b_{2}\right), & A_{2}=\frac{1}{\sqrt{2}}\left(-b_{1}+a_{2}\right), \\
B_{1}=\frac{1}{\sqrt{2}}\left(b_{1}+a_{2}\right), & B_{2}=\frac{1}{\sqrt{2}}\left(a_{1}+b_{2}\right), \tag{7.19}
\end{array}
$$

which again satisfy $\left[A_{j}, B_{k}\right]=\delta_{j, k} \mathbb{1}$. With this construction the Hamiltonian has the same form and properties of (7.13), and the results given in the Theorem still hold.

[^14]In conclusion, we observe that the case $\omega^{2}=0$ is not really interesting, in the present context, since in this case the use of bosonic or pseudo-bosonic operators is quite unlikely, being $H$ 7.6 no longer quadratic in $x_{j}$. It is also possible to check that nothing really changes if we consider a quantized non commutative version of the Hamiltonian in Eq. 7.6), i.e. if we assume that $\left[x_{1}, x_{2}\right]=i \theta$ and $\left[p_{1}, p_{2}\right]=i \nu$, other than having $\left[x_{j}, p_{j}\right] \neq 0$. Using the same ideas as in 177 and adopting a Bopp shift, a similar no-go result can be recovered.

### 7.3 Summary

In this chapter, based on [178], we have seen that the idea of working in an Hilbert space of square integrable functions when dealing with the Bateman lagrangian for the DHO does not work. As already mention, another approach could be that of an explicitly time-dependent Hamiltonian of the kind proposed by Caldirola and by Kanai independently $166,179,180$. This method restores square-integrability of the eigenstates, which can be exactly computed 169, but again yields curiously imaginary eigenvalues for the formally self-adjoint Caldirola-Kanai Hamiltonian $H_{C K}$, which are explained considering the domain of the operator $x p_{x}+p_{x} x$. Moreover, as discussed for instance in [181], the role of $H_{C K}$ is not fully accepted in the context of the DHO: indeed, one of the main conclusions in [181] is that $H_{C K}$ does not describe ...a damped harmonic oscillator of mass $m_{0}$...but a particle of mass $m(t)=m_{0} e^{\alpha t}$ subject to a force $F(t)=m_{0} e^{\alpha t} x \ldots$. This is just a small evidence that the quantization of dissipative systems is generally non trivial, and not a completely understood topic.

The main result of this chapter suggests that the possible way out to overcome the mathematical issues arising in the quantization of the DHO is to reconsider the system in a distributional setting 182 183. Of course, one needs to define the proper ladder operators used to write the Hamiltoanian, control the notion of biorthogonality of the eigenstates, and check whether this approach has some concrete usefulness for the analysis of the DHO.

## Chapter 8

## Tridiagonality and non self-adjoint Hamiltonians

In this chapter we study the properties of a particular class of non self-adjoint operators with tridiagonal representation using biorthogonal sets of vectors. We will make no attempt to make the Hamiltonian Hermitian in some sense and take non self-adjointess as a starting assumptions. We will show how to compute eigenstates through recurrence relation, how to factorize such Hamiltonians and perform the same analysis on their supersymmetric partners. Some examples are then discussed, and a connection with bi-squeezed states is analyzed.

### 8.1 Introduction

Recently the topic of tridiagonal Hamiltonians, and their factorization, in connection with Supersymmetric quantum mechanics (SUSY QM) and with an eye to orthogonal polynomials, has received some attention [184. It was shown how a class of self-adjoint (infinite) tridiagonal matrices can be factorized as product of two operators, and how these operators are useful to deduce results on their SUSY partners. In this analysis three-terms recurrence relations appear in connection with orthogonal polynomials. These polynomials are constructed both for $H=X^{\dagger} X$, and for its SUSY partner $H_{\text {susy }}=X X^{\dagger}$.

Here we extend the analysis in the context of tridiagonal matrices which are not necessarily self-adjoint. That is, we do not assume that the diagonal elements are real, and that the non zero off-diagonal entries are related by any symmetry. The rationale behind this choice is that, as we will discuss in Section 8.3, this can be relevant in connection with $\mathcal{P T}$ symmetric quantum mechanics and its relatives [12, 16, 153, where the Hamiltonian of a given system is not required to be self-adjoint, but still satisfies some special requirement. For instance, the Hamiltonian could be $\mathcal{P} \mathcal{T}$ symmetric. This extended version of quantum mechanics, as discussed in the first part of this dissertation, has been proved to be quite relevant in the analysis of gain-loss systems 185 from a physical point of view, and also from a mathematical one because of the many (and sometimes unexpected) issues and pitfalls coming up going from self-adjoint to non self-adjoint Hamiltonians. In particular, the role of biorthogonal sets of vectors [12, unbounded metric operators 186, 187 and pseudo-spectra 188 have been widely studied in this perspective.

In the next section we introduce the mathematical formalism for the analysis of our tridiagonal Hamiltonians. We then discuss their factorization, and use the operators introduced in this procedure to define the SUSY partner of the original Hamiltonian. As our Hamiltonian $H$ will not be self-adjoint in general, we will also discuss the role of $H^{\dagger}$ and of its SUSY partner. Hence we deal with four related Hamiltonians. We will discuss the consequences of the diagonalization of $H$, showing how three-terms relations can be
deduced also in this more general settings. Section 8.3 is devoted to examples, which are treated in many details. In Section 8.4 we consider an extended setting and its connection to bi-squeezed states of the type originally introduced in 189 .

### 8.2 The functional settings

Let $\mathcal{F}_{\varphi}=\left\{\varphi_{n}\right\}_{n \geq 0}$ and $\mathcal{F}_{\psi}=\left\{\psi_{n}\right\}_{n \geq 0}$ be two biorthogonal sets of vectors in a Hilbert space $\mathcal{H}$, which we assume to be infinite-dimensional, except when stated, and separable. Otherwise, if $\operatorname{dim}(\mathcal{H})<\infty$, the treatment simplifies significantly, from the mathematical point of view, mainly because all the operators necessary for us are bounded. In what follows $\mathcal{F}_{\varphi}$ and $\mathcal{F}_{\psi}$ will be required to be either $\mathcal{D}$-quasi bases or, much stronger requirement, Riesz bases. We recall that $12 \mathcal{F}_{\varphi}$ and $\mathcal{F}_{\psi}$ are $\mathcal{D}$-quasi bases, where $\mathcal{D}$ is some dense subspace of $\mathcal{H}$, and if, for all $f, g \in \mathcal{D}$,

$$
\begin{equation*}
\langle f, g\rangle=\sum_{n=0}^{\infty}\left\langle f, \varphi_{n}\right\rangle\left\langle\psi_{n}, g\right\rangle=\sum_{n=0}^{\infty}\left\langle f, \psi_{n}\right\rangle\left\langle\varphi_{n}, g\right\rangle . \tag{8.1}
\end{equation*}
$$

We will assume that $\varphi_{n}$ and $\psi_{n}$ belongs to $\mathcal{D}$. We also recall that, by definition, $\mathcal{F}_{\varphi}$ and $\mathcal{F}_{\psi}$ are (biorthogonal) Riesz bases if an orthonormal basis $\mathcal{F}_{e}=\left\{e_{n}\right\}_{n \geq 0}$ exists, together with a bounded operator $T$ with bounded inverse, such that $\varphi_{n}=T e_{n}$ and $\psi_{n}=\left(T^{-1}\right)^{\dagger} e_{n}$. In the following we will always assume that $\mathcal{D}$ is stable under the action of $T, T^{\dagger}$ and their inverse. We also assume that $e_{n} \in \mathcal{D}$ for all $n$, so that $\varphi_{n}, \psi_{n} \in \mathcal{D}$ automatically. We refer to Refs. 12,190 for examples when these assumptions are satisfied. We observe that if $\mathcal{F}_{\varphi}$ and $\mathcal{F}_{\psi}$ are (biorthogonal) Riesz bases, they are $\mathcal{D}$-quasi bases. The opposite implication is false: $\mathcal{D}$-quasi bases are, in general, not Riesz bases. Also, they are often not even bases 12 .

Let now $H$ be an operator, not necessarily bounded or self-adjoint, such that $D(H) \supseteq$ $\mathcal{D}$, so that $H$ is densely defined. In what follows it will be useful to assume also that $D\left(H^{\dagger}\right) \supseteq \mathcal{D}$.

Definition 1. $H$ is called $(\varphi, \psi)$-tridiagonal if three sequences of complex numbers exist, $\left\{b_{n}\right\},\left\{a_{n}\right\}$ and $\left\{b_{n}^{\prime}\right\}$, such that

$$
\begin{equation*}
\left\langle\psi_{n}, H \varphi_{m}\right\rangle=b_{n} \delta_{n, m+1}+a_{n} \delta_{n, m}+b_{n}^{\prime} \delta_{n, m-1}, \tag{8.2}
\end{equation*}
$$

for all $n, m \geq 0$. Furthermore, $H$ is called e-tridiagonal if $H$ is $(e, e)$-tridiagonal.
This definition is a generalization of the one in [184 in two ways: first, $H$ is not required to be self-adjoint. For this reason no relation is assumed, in general, between $\left\{b_{n}\right\}$ and $\left\{b_{n}^{\prime}\right\}$, and $a_{n}$ can be complex. Second, we are replacing a single basis with two biorthogonal sets, $\mathcal{F}_{\varphi}$ and $\mathcal{F}_{\psi}$, none of which is even necessarily a basis. However, as often explicitly checked in concrete examples involving $\mathcal{D}$-quasi bases [12, both $\mathcal{F}_{\varphi}$ and $\mathcal{F}_{\psi}$ are assumed to be complete in $\mathcal{H}$ : the only vector $f \in \mathcal{H}$ which is orthogonal to all the $\varphi_{n}$ 's, or to all the $\psi_{n}$ 's, is $f=0$.

Lemma 2. $H$ is $(\varphi, \psi)$-tridiagonal if and only if $H^{\dagger}$ is $(\psi, \varphi)$-tridiagonal. Moreover, if $\mathcal{D}$ is stable under the action of $H$ and if $\mathcal{F}_{\varphi}$ and $\mathcal{F}_{\psi}$ are Riesz bases, then $H$ is $(\varphi, \psi)$ tridiagonal if and only if $H_{0}:=T^{-1} H T$ is $e$-tridiagonal.

The proof is easy and will not be given here. We stress that $D\left(H_{0}\right) \supseteq \mathcal{D}$ and that $\mathcal{D}$ is stable also under the action of $H_{0}$.

Using Eq. (8.2) we get that

$$
\begin{equation*}
H \varphi_{m}=b_{m-1}^{\prime} \varphi_{m-1}+a_{m} \varphi_{m}+b_{m+1} \varphi_{m+1} \tag{8.3}
\end{equation*}
$$

Indeed, as $\mathcal{F}_{\psi}$ and $\mathcal{F}_{\varphi}$ are biorthogonal, we can rewrite Eq. (8.2) as

$$
\left\langle\psi_{n},\left(H \varphi_{m}-b_{n}^{\prime} \varphi_{m-1}+a_{n} \varphi_{m}+b_{n} \varphi_{m+1}\right)\right\rangle=0
$$

which must be satisfied for all $n$. Since the set $\mathcal{F}_{\psi}$ is complete, Eq. (8.3) follows. Observe that $b_{-1}^{\prime}=0$ here and in the following. Similarly, recalling that $\psi_{n} \in D\left(H^{\dagger}\right)$ and that $\left\langle\psi_{n}, H \varphi_{m}\right\rangle=\left\langle H^{\dagger} \psi_{n}, \varphi_{m}\right\rangle$, from Eq. (8.2) and from the completeness of $\mathcal{F}_{\varphi}$ we find that ${ }^{1}$

$$
\begin{equation*}
H^{\dagger} \psi_{m}=\overline{b_{m}^{\prime}} \psi_{m+1}+\overline{a_{m}} \psi_{m}+\overline{b_{m}} \psi_{m-1} \tag{8.4}
\end{equation*}
$$

This formula shows that $\overline{b_{0}}=b_{0}=0$. Also, Eqs. (8.3) and (8.4) show that $\varphi_{m}$ is not an eigenstate of $H$, and that $\psi_{m}$ is not an eigenstate of $H^{\dagger}$, except if $b_{m}=b_{m}^{\prime}=0$ for all $m$. Clearly, when this happens, $H$ is diagonal, rather than tridiagonal. Under the assumptions of Lemma 2, Eqs. (8.3) and (8.4) produce, for $H_{0}$, the following equations:

$$
\begin{equation*}
H_{0} e_{m}=b_{m-1}^{\prime} e_{m-1}+a_{m} e_{m}+b_{m+1} e_{m+1}, \quad H_{0}^{\dagger} e_{m}=\overline{b_{m}^{\prime}} e_{m+1}+\overline{a_{m}} e_{m}+\overline{b_{m}} e_{m-1} \tag{8.5}
\end{equation*}
$$

Lemma 3. Let $\mathcal{D}$ be stable under the action of $H$ and let $\mathcal{F}_{\varphi}$ and $\mathcal{F}_{\psi}$ be Riesz bases. If $H_{0}=H_{0}^{\dagger}$, then $a_{n} \in \mathbb{R}$ and $b_{m}=\overline{b_{m-1}^{\prime}}$ for all $m \geq 0$. Vice versa, if $a_{m} \in \mathbb{R}$ and $b_{m}=\overline{b_{m-1}^{\prime}}$, then $\left\langle f, H_{0} g\right\rangle=\left\langle H_{0} f, g\right\rangle$, for all $f, g \in \mathcal{E}$, where $\mathcal{E}$ is the linear span of the $e_{n}$ 's.

The proof is a simple consequence of formula 8.5. In particular, $b_{m}=\overline{b_{m-1}^{\prime}}$ is automatically satisfied for $m=0$, since, as we have already noticed, $b_{0}=b_{-1}^{\prime}=0$. Observe that $\mathcal{E}$ is dense in $\mathcal{H}$, since $\mathcal{F}_{e}$ is an orthonormal set of vectors in the dense set $\mathcal{D}$. Hence $\mathcal{F}_{e}$ is an orthonormal basis for $\mathcal{H}$. Notice that this Lemma shows that $H_{0}$ can be non self-adjoint too. This is often not the case in $\mathcal{P} \mathcal{T}$ quantum mechanics 16, or for pseudo-hermitian operators $\sqrt[153]{ }$, where non self-adjoint Hamiltonians are shown to be similar to self-adjoint ones, and the similarity is implemented exactly as above, in $H_{0}:=T^{-1} H T$. This is not in general the case here.

### 8.2.1 Factorization

Following 184, we now discuss when and how $H$ can be factorized, and we use this factorization to introduce the supersymmetric versions of $H$ and $H^{\dagger}$.

We first introduce an operator $X$ on $\mathcal{L}_{\varphi}=$ l.s. $\left\{\varphi_{n}\right\}$, the linear span of the $\varphi_{n}$ 's, which is dense in $\mathcal{H}$ as $\mathcal{F}_{\varphi}$ is complete in $\mathcal{H} 12$. We define $X$ by his action as

$$
\begin{equation*}
X \varphi_{n}=c_{n} \varphi_{n}+d_{n} \varphi_{n-1} \tag{8.6}
\end{equation*}
$$

This is not a lowering operator for $\mathcal{F}_{\varphi}$, if $c_{n} \neq 0$. Completeness of $\mathcal{F}_{\varphi}$, and its biorthogonality with $\mathcal{F}_{\psi}$, allows us to deduce that $X^{\dagger} \psi_{n}=\overline{c_{n}} \psi_{n}+\overline{d_{n+1}} \psi_{n+1}$, which is a raising operator for $\mathcal{F}_{\psi}$ only if $c_{n}=0$ for all $n$. Analogously, we can introduce an operator $Y$ on the linear span of the $\psi_{n}$ 's, $\mathcal{L}_{\psi}=$ l.s. $\left\{\psi_{n}\right\}$, as in Eq. (8.6):

$$
\begin{equation*}
Y \psi_{n}=c_{n}^{\prime} \psi_{n}+d_{n}^{\prime} \psi_{n-1} \tag{8.7}
\end{equation*}
$$

whose adjoint acts on $\varphi_{n}$ as follows: $Y^{\dagger} \varphi_{n}=\overline{c_{n}^{\prime}} \varphi_{n}+\overline{d_{n+1}^{\prime}} \varphi_{n+1}$. Again, $Y$ and $Y^{\dagger}$ are not ladder operators, except if $c_{n}^{\prime}=0$. Also, we require that $d_{0}=d_{0}^{\prime}=0$, in order to avoid the appearance of $\varphi_{-1}$ or $\psi_{-1}$ in the two formulas above. We can write $H \varphi_{n}=Y^{\dagger} X \varphi_{n}$ if the following relations hold:

$$
\begin{equation*}
a_{n}=c_{n} \overline{c_{n}^{\prime}}+d_{n} \overline{d_{n}^{\prime}}, \quad b_{n-1}^{\prime}=d_{n} \overline{c_{n-1}^{\prime}}, \quad b_{n+1}=c_{n} \overline{d_{n+1}^{\prime}} \tag{8.8}
\end{equation*}
$$

[^15]Under the same conditions we also deduce the equality $H^{\dagger} \psi_{n}=X^{\dagger} Y \psi_{n}$, which shows that also $H^{\dagger}$ can be factorized in terms of the same operators.

The operators $X$ and $Y^{\dagger}$ satisfy the following commutation relation

$$
\begin{equation*}
\left[X, Y^{\dagger}\right] \varphi_{n}=\left(d_{n+1} \overline{d_{n+1}^{\prime}}-d_{n} \overline{d_{n}^{\prime}}\right) \varphi_{n}+d_{n}\left(\overline{c_{n}^{\prime}}-\overline{c_{n-1}^{\prime}}\right) \varphi_{n-1}+\left(c_{n+1}-c_{n}\right) \overline{d_{n+1}^{\prime}} \varphi_{n+1} \tag{8.9}
\end{equation*}
$$

Notice that, in particular, if $X$ and $Y$ are ladder operators (i.e. $c_{n}=c_{n}^{\prime}=0$ ), then this formula simplifies to $\left[X, Y^{\dagger}\right] \varphi_{n}=\left(d_{n+1} \overline{d_{n+1}^{\prime}}-d_{n} \overline{d_{n}^{\prime}}\right) \varphi_{n}$, becoming the standard pseudobosonic commutation relation 12, 172, 177, 191, if $d_{n}=d_{n}^{\prime}=\sqrt{n}:\left[X, Y^{\dagger}\right] \varphi_{n}=\varphi_{n}$, for all $n$.

Observe that, when $c_{n}=0$, even if $d_{n} \neq \sqrt{n}$, it is always possible to define new vectors, $\hat{\varphi}_{n}$, satisfying $X \hat{\varphi}_{n}=\sqrt{n} \hat{\varphi}_{n-1}$. It is indeed sufficient to put $\hat{\varphi}_{n}=\frac{\sqrt{n!}}{d_{n}!} \varphi_{n}, n \geq 0$, where $d_{0}!=1$ and $d_{n}!=d_{1} d_{2} \cdots d_{n}, n \geq 1$. Analogously, if $c_{n}^{\prime}=0$ and $d_{n}^{\prime \prime} \neq \sqrt{n}$, it is again possible to define the new vectors $\hat{\psi}_{n}=\frac{\sqrt{n!}}{d_{n}^{\prime!}!} \psi_{n}$, satisfying $Y \hat{\psi}_{n}=\sqrt{n} \hat{\psi}_{n-1}$. This change of normalization of the vectors has consequences in Eq. 8.8), and in the computation of

$$
\left\langle\hat{\varphi}_{n}, \hat{\psi}_{m}\right\rangle=\frac{n!}{d_{n}!d_{n}^{\prime}!} \delta_{n, m} .
$$

In general, these two families are still biortogonal, but no longer biorthonormal.
We also want to observe that, even if $X$ and $Y^{\dagger}$ are in general not pseudo-bosonic operators, we can still consider linear combinations of them, $C:=\alpha X+\beta Y^{\dagger}, D:=$ $\gamma X+\delta Y^{\dagger}$, and look for conditions to make them pseudo-bosonic. In particular, if $\alpha \delta \neq \beta \gamma$, we have

$$
\begin{aligned}
{[C, D] \varphi_{n}=(\alpha \delta-\beta \gamma)\left(\left(d_{n+1} \overline{d_{n+1}^{\prime}}-d_{n} \overline{d_{n}^{\prime}}\right) \varphi_{n}+\left(d_{n} \overline{c_{n}^{\prime}}-d_{n} \overline{c_{n-1}^{\prime}}\right) \varphi_{n-1}+\right.} \\
\left.\left(c_{n+1} \overline{d_{n+1}^{\prime}}-c_{n} \overline{d_{n+1}^{\prime}}\right) \varphi_{n+1}\right)
\end{aligned}
$$

which reduces to $[C, D] \varphi_{n}=\varphi_{n}$ by fixing $c_{n}=c_{0}, c_{n}^{\prime}=c_{0}^{\prime}, \forall n>0$ and $d_{n} \overline{d_{n}^{\prime}}=\frac{n}{\alpha \delta-\beta \gamma}, \forall n \geq$ 0 . Therefore, we also have $\left[D^{\dagger}, C^{\dagger}\right] \psi_{n}=\psi_{n}, \quad \forall n \geq 0$. We observe that $H=Y^{\dagger} X$ can be written in terms of the operators $C, D$ as

$$
H=-\frac{1}{(\alpha \delta-\beta \gamma)^{2}}\left(\delta \gamma C^{2}+\alpha \beta D^{2}-(\alpha \delta+\beta \gamma) C D+\alpha \delta \mathbb{1}\right) .
$$

Having factorized $H$ and $H^{\dagger}$, we want to consider now their SUSY partners $H_{\text {susy }}=$ $X Y^{\dagger}$ and $H_{\text {susy }}^{\dagger}=Y X^{\dagger}$. Using Eq. (8.6) and $Y^{\dagger} \varphi_{n}=\overline{c_{n}^{\prime}} \varphi_{n}+\overline{d_{n+1}^{\prime}} \varphi_{n+1}$ we deduce that

$$
\begin{equation*}
H_{\text {susy }} \varphi_{n}=B_{n-1}^{\prime} \varphi_{n-1}+A_{n} \varphi_{n}+B_{n+1} \varphi_{n+1} \tag{8.10}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{n}=c_{n} \overline{c_{n}^{\prime}}+d_{n+1} \overline{d_{n+1}^{\prime}}, \quad B_{n-1}^{\prime}=d_{n} \overline{\overline{c_{n}^{\prime}}}, \quad B_{n+1}=c_{n+1} \overline{d_{n+1}^{\prime}} . \tag{8.11}
\end{equation*}
$$

Eq. (8.10) implies that $H_{\text {susy }}$ is $(\varphi, \psi)$-tridiagonal:

$$
\left\langle\psi_{n}, H_{\text {susy }} \varphi_{m}\right\rangle=B_{n} \delta_{n, m+1}+A_{n} \delta_{n, m}+B_{n}^{\prime} \delta_{n, m-1},
$$

which coincides with Eq. (8.2), with $\left(a_{n}, b_{n}, b_{n}^{\prime}\right)$ replaced by $\left(A_{n}, B_{n}, B_{n}^{\prime}\right)$. Hence, Lemma 2 implies that $H_{\text {susy }}^{\dagger}$ is $(\psi, \varphi)$-tridiagonal, and we can easily check that

$$
\begin{equation*}
H_{\text {susy }}^{\dagger} \psi_{n}=\overline{B_{n}} \psi_{n-1}+\overline{A_{n}} \psi_{n}+\overline{B_{n}^{\prime}} \psi_{n+1}, \tag{8.12}
\end{equation*}
$$

which coincides with Eq. (8.4) with the above replacement.

### 8.2.2 Diagonalization of the Hamiltonians and consequences

If $H$ is $(\varphi, \psi)$-tridiagonal, then $\mathcal{F}_{\varphi}$ is not a set of eigenstates of $H$. However, we can use its vectors to look for these eigenstates, at least if $\mathcal{F}_{\varphi}$ is a basis for $\mathcal{H}$, as we will assume here. This implies that its biorthogonal set $\mathcal{F}_{\psi}$ is a basis as well 192 .

Let $\Phi_{n}$ be an eigenstate of $H$, with eigenvalue $E_{n}$ :

$$
\begin{equation*}
H \Phi_{n}=E_{n} \Phi_{n} \tag{8.13}
\end{equation*}
$$

Observe that, in general, $E_{n}$ is also unknown. Expand $\Phi_{n}$ in terms of $\mathcal{F}_{\varphi}$ and using its biorthogonality with $\mathcal{F}_{\psi}$ we have

$$
\begin{equation*}
\Phi_{n}=\sum_{k} c_{k}^{(n)} \varphi_{k}, \quad c_{k}^{(n)}=\left\langle\psi_{k}, \Phi_{n}\right\rangle \tag{8.14}
\end{equation*}
$$

Assuming now that $H \sum_{k} c_{k}^{(n)} \varphi_{k}=\sum_{k} c_{k}^{(n)} H \varphi_{k}$, which is true, for instance, if $H$ is bounded or under some closability condition on $H$, and using Eq. (8.3) and the biorthogonalities of $\mathcal{F}_{\psi}$ and $\mathcal{F}_{\varphi}$, we deduce the following relation between the coefficients:

$$
\begin{equation*}
c_{l}^{(n)} E_{n}=c_{l-1}^{(n)} b_{l}+c_{l}^{(n)} a_{l}+c_{l+1}^{(n)} b_{l}^{\prime} \tag{8.15}
\end{equation*}
$$

where $c_{-1}^{(n)}=0$. Analogously, we can look for eigenstates of $H^{\dagger}$ using $\mathcal{F}_{\psi}$ : let $\eta_{n}$ be the eigenstate of $H^{\dagger}$ corresponding to the eigenvalue $\bar{E}_{n}$ :

$$
H^{\dagger} \eta_{n}=\bar{E}_{n} \eta_{n}
$$

We expand $\eta_{n}$ in terms of $\mathcal{F}_{\psi}$ :

$$
\begin{equation*}
\eta_{n}=\sum_{k} d_{k}^{(n)} \psi_{k}, \quad d_{k}^{(n)}=\left\langle\varphi_{k}, \eta_{n}\right\rangle \tag{8.16}
\end{equation*}
$$

Now, if $H^{\dagger} \sum_{k} d_{k}^{(n)} \psi_{k}=\sum_{k} d_{k}^{(n)} H^{\dagger} \psi_{k}$, we deduce the following relation, quite similar to that in Eq. (8.15):

$$
\begin{equation*}
\overline{d_{l}^{(n)}} E_{n}=\overline{d_{l-1}^{(n)}} b_{l-1}^{\prime}+\overline{d_{l}^{(n)}} a_{l}+\overline{d_{l+1}^{(n)}} b_{l+1} \tag{8.17}
\end{equation*}
$$

where, obviously, we have set $d_{-1}^{(n)}=0$. Comparing this formula with Eq. 8.15) we see that, if $b_{l}=b_{l-1}^{\prime}$, once $c_{l}^{(n)}$ is computed, then $d_{l}^{(n)}$ can be easily deduced by taking $d_{l}^{(n)}=\overline{c_{l}^{(n)}}$.

The coefficients $c_{l}^{(n)}$ and $d_{l}^{(n)}$ satisfy some summation formulas which are deduced in the following Proposition.

Proposition 4. The coefficients $c_{l}^{(n)}$ and $d_{l}^{(n)}$ satisfy the equation

$$
\begin{equation*}
\sum_{k} \overline{c_{k}^{(n)}} d_{k}^{(m)}=\left\langle\Phi_{n}, \eta_{m}\right\rangle=\delta_{n, m} \tag{8.18}
\end{equation*}
$$

where the last equality holds if each eigenvalue of $H$ has multiplicity one and if the normalizations of $\Phi_{n}$ and $\eta_{n}$ are chosen in such a way that $\left\langle\Phi_{n}, \eta_{n}\right\rangle=1$.

Also, if $\mathcal{F}_{\Phi}=\left\{\Phi_{n}\right\}$ and $\mathcal{F}_{\eta}=\left\{\eta_{n}\right\}$ are $\mathcal{D}$-quasi bases, then

$$
\begin{equation*}
\sum_{n} \overline{c_{k}^{(n)}} d_{l}^{(n)}=\delta_{k, l} \tag{8.19}
\end{equation*}
$$

Proof. First of all, using the resolution of the identity in $\mathcal{D}$ given by Eq. (8.1) we have

$$
\sum_{k} \overline{c_{k}^{(n)}} d_{k}^{(m)}=\sum_{k}\left\langle\Phi_{n}, \psi_{k}\right\rangle\left\langle\varphi_{k}, \eta_{m}\right\rangle=\left\langle\Phi_{n}, \eta_{m}\right\rangle .
$$

The fact that $\left\langle\Phi_{n}, \eta_{m}\right\rangle=0$ if $n \neq m$, at least if the multiplicity of $E_{n}$ is one, is well known.
Eq. (8.19) can be proved as follows:

$$
\sum_{n} \overline{c_{k}^{(n)}} d_{l}^{(n)}=\sum_{n}\left\langle\varphi_{l}, \eta_{n}\right\rangle\left\langle\Phi_{n}, \psi_{k}\right\rangle=\left\langle\varphi_{l}, \psi_{k}\right\rangle=\delta_{k, l},
$$

where we have used the hypothesis that $\mathcal{F}_{\Phi}=\left\{\Phi_{n}\right\}$ and $\mathcal{F}_{\eta}=\left\{\eta_{n}\right\}$ are $\mathcal{D}$-quasi bases and that $\varphi_{l}, \psi_{k} \in \mathcal{D}$. The last equality follows from the biorthogonality of $\mathcal{F}_{\varphi}$ and $\mathcal{F}_{\psi}$.

Let us define the following quantities

$$
\begin{equation*}
p_{l}^{(n)}=\frac{c_{l}^{(n)}}{c_{0}^{(n)}}, \quad \quad q_{l}^{(n)}=\frac{d_{l}^{(n)}}{d_{0}^{(n)}}, \tag{8.20}
\end{equation*}
$$

and observe that

$$
\begin{equation*}
p_{-1}^{(n)}=q_{-1}^{(n)}=0, \quad p_{0}^{(n)}=q_{0}^{(n)}=1, \quad \forall n \geq 0 . \tag{8.21}
\end{equation*}
$$

Eqs. (8.15) and 8.17) can be rewritten as the following recurrence equations:

$$
\begin{equation*}
p_{l+1}^{(n)}=\frac{1}{b_{l}^{\prime}}\left(p_{l}^{(n)}\left(E_{n}-a_{l}\right)-p_{l-1}^{(n)} b_{l}\right) \tag{8.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\overline{q_{l+1}^{(n)}}=\frac{1}{b_{l+1}}\left(\overline{q_{l}^{(n)}}\left(E_{n}-a_{l}\right)-\overline{q_{l-1}^{(n)}} b_{l-1}^{\prime}\right) \tag{8.23}
\end{equation*}
$$

which produce, in principle, the sequences $\left\{p_{l}^{(n)}\right\}$ and $\left\{q_{l}^{(n)}\right\}$, and $\left\{c_{l}^{(n)}\right\}$ and $\left\{d_{l}^{(n)}\right\}$ from Eq. (8.20) as a consequence, using Eq. 8.21). Yet, $E_{n}$ must be known in order to compute explicitly these coefficients. This is what happens in some situations, as the examples in the next section show.

We conclude this section adapting these results, and formulas Eqs. (8.22) and (8.23) in particular, to the SUSY partners of $H$ and $H^{\dagger}$. We recall that they are both tridiagonal. In particular, $H_{\text {susy }}$ is $(\varphi, \psi)$-tridiagonal, and $H_{\text {susy }}^{\dagger}$ is $(\psi, \varphi)$-tridiagonal. Also, we have already noticed that one can go from $\left(H, H^{\dagger}\right)$ to ( $\left.H_{\text {susy }}, H_{\text {susy }}^{\dagger}\right)$ simply replacing $\left(a_{n}, b_{n}, b_{n}^{\prime}\right)$ with $\left(A_{n}, B_{n}, B_{n}^{\prime}\right)$. Therefore, starting with the following eigenvalue equations,

$$
\begin{equation*}
H_{\text {susy }} \tilde{\Phi}_{n}=\mathcal{E}_{n} \tilde{\Phi}_{n}, \quad H_{\text {susy }}^{\dagger} \tilde{\eta}_{n}=\overline{\mathcal{E}}_{n} \tilde{\eta}_{n} \tag{8.24}
\end{equation*}
$$

and expanding $\tilde{\Phi}_{n}$ and $\tilde{\eta_{n}}$ as follows,

$$
\tilde{\Phi}_{n}=\sum_{k} \tilde{c}_{k}^{(n)} \varphi_{k}, \quad \tilde{\eta}_{n}=\sum_{k} \tilde{d}_{k}^{(n)} \psi_{k}, \quad \tilde{c}_{k}^{(n)}=\left\langle\psi_{k}, \tilde{\Phi}_{n}\right\rangle, \quad \tilde{d}_{k}^{(n)}=\left\langle\varphi_{k}, \tilde{\eta}_{n}\right\rangle,
$$

the following counterparts of Eqs. (8.22) and (8.23) can be found:

$$
\begin{equation*}
P_{l+1}^{(n)}=\frac{1}{B_{l}^{\prime}}\left(P_{l}^{(n)}\left(\mathcal{E}_{n}-A_{l}\right)-P_{l-1}^{(n)} B_{l}\right) \tag{8.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\overline{Q_{l+1}^{(n)}}=\frac{1}{B_{l+1}}\left(\overline{Q_{l}^{(n)}}\left(\mathcal{E}_{n}-A_{l}\right)-\overline{Q_{l-1}^{(n)}} B_{l-1}^{\prime}\right) . \tag{8.26}
\end{equation*}
$$

Here we introduced the normalized coefficients

$$
\begin{equation*}
P_{l}^{(n)}=\frac{\tilde{c}_{l}^{(n)}}{\tilde{c}_{0}^{(n)}}, \quad \quad Q_{l}^{(n)}=\frac{\tilde{d}_{l}^{(n)}}{\tilde{d}_{0}^{(n)}}, \tag{8.27}
\end{equation*}
$$

which obey, in particular,

$$
\begin{equation*}
P_{-1}^{(n)}=Q_{-1}^{(n)}=0, \quad P_{0}^{(n)}=Q_{0}^{(n)}=1, \quad \forall n \geq 0 . \tag{8.28}
\end{equation*}
$$

Observe that, $\tilde{c}_{k}^{(n)}$ and $\tilde{d}_{k}^{(n)}$ satisfy the analogous statement to Proposition 4. In particular, for instance, if $\mathcal{F}_{\tilde{\Phi}}=\left\{\tilde{\Phi}_{n}\right\}$ and $\mathcal{F}_{\tilde{\eta}}=\left\{\tilde{\eta}_{n}\right\}$ are $\mathcal{D}$-quasi bases, then $\sum_{n} \overline{\tilde{c}_{k}^{(n)}} \tilde{d}_{l}^{(n)}=\delta_{k, l}$.

### 8.3 Examples

This section is devoted to the analysis of some examples of the general framework previously introduced. In particular, in Section 8.3.1 we propose a rather general method to produce general non self-adjoint tridiagonal matrices. In Section 8.3.2 we analyse in all details a shifted harmonic oscillator, with particular attention to the three terms relations previously introduced.

### 8.3.1 A shifted quantum well

Let $H_{0}=p^{2}+V(x)$, where $p$ is the momentum operator and $V(x)$ is the potential which is zero for $x \in[0, \pi]$, and infinite outside this region. $H_{0}$ is therefore the self-adjoint Hamiltonian of a particle of mass $m=\frac{1}{2}$ in an infinitely deep square-well potential. It is well known that

$$
\begin{equation*}
H_{0} e_{n}(x)=E_{n} e_{n}(x), \quad E_{n}=(n+1)^{2}, \quad e_{n}(x)=\sqrt{\frac{2}{\pi}} \sin ((n+1) x) \tag{8.29}
\end{equation*}
$$

where $x \in[0, \pi]$ and $n \geq 0$. In 193] it is shown how $H_{0}$, as well as the Hamiltonians of many other physical systems, can be factorized.

Let us introduce the number operator $\hat{N}$ defined on the vectors $e_{n}(x)$, which all together form an orthonormal basis for $\mathcal{H}=\mathcal{L}^{2}(0, \pi): \hat{N} e_{n}=n e_{n}, n \geq 0$. Of course $\hat{N}$ is not bounded nor invertible. However, $\hat{N}+\mathbb{1}$ is invertible, and $(\hat{N}+\mathbb{1})^{-1}$ is bounded. Following 193 we define the operators:

$$
\hat{M}_{+}=\cos (x)(\hat{N}+\mathbb{1})+\sin (x) \frac{d}{d x}, \quad \hat{M}_{-}=\left(\cos (x)(\hat{N}+\mathbb{1})-\sin (x) \frac{d}{d x}\right)(\hat{N}+\mathbb{1})^{-1} \hat{N}
$$

They are ladder operators since they satisfy

$$
\hat{M}_{+} e_{n}=(n+1) e_{n+1}, \quad \hat{M}_{-} e_{n}=n e_{n-1},
$$

where we put $e_{-1}=0$. Hence it is possible to see that $H_{0} e_{n}=\hat{M}_{-} \hat{M}_{+} e_{n}$ : Furthermore, we can also check that

$$
\hat{M}_{+}^{\dagger} e_{n}=\hat{M}_{-} e_{n}, \quad \hat{M}_{-}^{\dagger} e_{n}=\hat{M}_{+} e_{n}, \quad\left[\hat{M}_{-}, \hat{M}_{+}\right] e_{n}=(2 \hat{N}+\mathbb{1}) e_{n}
$$

for all $n$. Now, let us consider the following shifted version of the ladder operators $\hat{M}_{ \pm}$: $B=\hat{M}_{+}+\alpha \mathbb{1}, A=\hat{M}_{-}+\beta \mathbb{1}, \alpha, \beta \in \mathbb{C}$, and the related shifted Hamiltonian $h=B A$. It is easy to check that $h$ is $(e, e)$-tridiagonal:

$$
\begin{equation*}
h e_{n}=\alpha n e_{n-1}+\left(n^{2}+\alpha \beta\right) e_{n}+\beta(n+1) e_{n+1}, \tag{8.30}
\end{equation*}
$$

which coincides with Eq. (8.3) by taking $b_{n-1}^{\prime}=\alpha n, b_{n+1}=\beta(n+1)$ and $\alpha_{n}=n^{2}+\alpha \beta$. Since $A e_{n}=\beta e_{n}+n e_{n-1}$ and $B=\alpha e_{n}+(n+1) e_{n+1}$, the coefficients in Eqs. (8.6) and (8.7) are $c_{n}=\beta, c_{n}^{\prime}=\bar{\alpha}, d_{n}=d_{n}^{\prime}=n$ and the identities in Eq. (8.11) are satisfied.

As for the other Hamiltonians connected to $h$, it is easy to check that for $h^{\dagger}$, which is clearly $(e, e)$-tridiagonal in view of Lemma 2 , matches with $h$ but with $\alpha$ replaced by $\bar{\beta}$ and vice versa. As for their SUSY partners, we have, for instance

$$
h_{\text {susy }}=A B=[A, B]+h=h+(2 \hat{N}+\mathbb{1}),
$$

since $[A, B]=\left[\hat{M}_{-}+\beta \mathbb{1}, \hat{M}_{+}+\alpha \mathbb{1}\right]=\left[\hat{M}_{-}, \hat{M}_{+}\right]=(2 \hat{N}+\mathbb{1})$. It follows that

$$
h_{\text {susy }} e_{n}=\alpha n e_{n-1}+\left((n+1)^{2}+\alpha \beta\right) e_{n}+\beta(n+1) e_{n+1},
$$

which shows that $A_{n}=a_{n+1}, B_{n}=b_{n}$ and $B_{n}^{\prime}=b_{n}^{\prime}$.
We conclude this example observing that the same approach can be extended to all systems whose self-adjoint Hamiltonian can be factorized in terms of ladder operators, as those included in 193. Once we have an $\tilde{H}_{0}=\tilde{H}_{0}^{\dagger}=Q^{\dagger} Q$, with eigenstates $f_{n}$ and eigenvalues $\mathcal{E}_{n}, \tilde{H}_{0} f_{n}=\mathcal{E}_{n} f_{n}$, shifting $Q$ and $Q^{\dagger}$ with two different complex quantities, $Q \rightarrow Q+\beta \mathbb{1}$ and $Q^{\dagger} \rightarrow Q^{\dagger}+\alpha \mathbb{1}$, with $\alpha$ possibly different from $\bar{\beta}$, the non self-adjoint operator $\tilde{h}=\left(Q^{\dagger}+\alpha \mathbb{1}\right)(Q+\beta \mathbb{1})$ is $(f, f)$-tridiagonal, with obvious notation. What is not easy, or possible, in general, is to make use of the recurrence relation (8.22) to deduce the eigenstates of $\tilde{h}$, since its eigenvalues are not known a priori. In the next example and in Section 8.4 we will discuss an example where the spectrum is known, and the recurrence relations can be efficiently used to deduce the eigenvectors.

### 8.3.2 The shifted harmonic oscillator

This model has been discussed by several authors, in slightly different forms, mainly in the context of pseudo-hermitian (or $\mathcal{P} \mathcal{T}$ ) quantum mechanics [16, 153

Consider a lowering operator $c$ on $\mathcal{H}$ satisfying the canonical commutation relation $\left[c, c^{\dagger}\right]=\mathbb{1}$. This equality must be understood on a suitable dense subspace of $\mathcal{H}$, since $c$ and $c^{\dagger}$ are unbounded. For instance, if $c=\frac{1}{\sqrt{2}}\left(x+\frac{d}{d x}\right)$, the Hilbert space is $\mathcal{H}=\mathcal{L}^{2}(\mathbb{R})$ and the dense set can be identified with $\mathcal{S}(\mathbb{R})$, the set of rapidly decreasing test functions. If we introduce the vacuum of $c$, that is a (normalized) vector $e_{0} \in \mathcal{H}$ satisfying $c e_{0}=0$, we can act on it with powers of $c^{\dagger}: e_{n}=\frac{\left(c^{\dagger}\right)^{n}}{\sqrt{n!}} e_{0}$. The resulting vectors, $\left\{e_{n}\right\}$, form an orthonormal basis of $\mathcal{H}$, which is all made by functions of $\mathcal{S}(\mathbb{R})$ if $c$ is represented as above. These vectors are eigenstates of $H_{0}=c^{\dagger} c: H_{0} e_{n}=n e_{n}, n \geq 0$.

We now define $a=c+\alpha \mathbb{1}$ and $b=c^{\dagger}+\beta \mathbb{1}$, for some $\alpha, \beta \in \mathbb{C}$, with $\alpha \neq \bar{\beta}$. These operators are $\mathcal{D}$-pseudo bosonic 12, 194, 195, where, using coordinate representation for $c$ and $c^{\dagger}, \mathcal{D}$ can be identified with $\mathcal{S}(\mathbb{R})$. In particular, $[a, b] f=f$ for all $f \in \mathcal{D}$. If we now call $H=b a=H_{0}+\left(\alpha c^{\dagger}+\beta c\right)+\alpha \beta \mathbb{1}$, we find that

$$
\begin{equation*}
H e_{n}=(n+\alpha \beta) e_{n}+\alpha \sqrt{n+1} e_{n+1}+\beta \sqrt{n} e_{n-1}, \tag{8.31}
\end{equation*}
$$

so that $\left\langle e_{n}, H e_{m}\right\rangle=(n+\alpha \beta) \delta_{n, m}+\alpha \sqrt{n} \delta_{n, m+1}+\beta \sqrt{n+1} \delta_{n, m-1}$. We see that $H$ is $e-$ tridiagonal, likewise $H^{\dagger}$. Incidentally, we also observe that $H^{\dagger}$ coincides with $H$, but with $(\alpha, \beta)$ replaced by $(\bar{\beta}, \bar{\alpha})$.

Since $c e_{n}=\sqrt{n} e_{n-1}$ and $c^{\dagger} e_{n}=\sqrt{n+1} e_{n+1}$, we see that $a e_{n}=(c+\alpha \mathbb{1}) e_{n}=$ $\alpha e_{n}+\sqrt{n} e_{n-1}$, while $b e_{n}=\left(c^{\dagger}+\beta \mathbb{1}\right) e_{n}=\beta e_{n}+\sqrt{n+1} e_{n+1}$, so that $X=a$ and $Y^{\dagger}=b$ only if the following identifications hold:

$$
\begin{equation*}
c_{n}=\alpha, \quad c_{n}^{\prime}=\bar{\beta}, \quad d_{n}=d_{n}^{\prime}=\sqrt{n} . \tag{8.32}
\end{equation*}
$$

Hence, since Eq. (8.31) implies that $b_{n}=\alpha \sqrt{n}, a_{n}=n+\alpha \beta$ and $b_{n}^{\prime}=\beta \sqrt{n+1}$, the equalities in Eq. (8.8) are satisfied. It is clear that, in the present example, the commutation relation in Eq. (8.9) simplifies: $\left[X, Y^{\dagger}\right] e_{n}=[a, b] e_{n}=e_{n}$, for all $n \geq 0$.

As for $H_{\text {susy }}=a b$, we see that

$$
H_{\text {susy }} e_{n}=([a, b]+H) e_{n}=(H+\mathbb{1}) e_{n}=(n+1+\alpha \beta) e_{n}+\alpha \sqrt{n+1} e_{n+1}+\beta \sqrt{n} e_{n-1},
$$

which coincides with Eq. (8.31) except that $n+\alpha \beta$ is now replaced by $n+1+\alpha \beta$. We observe that $A_{n}=a_{n+1}, B_{n}=b_{n}$ and $B_{n}^{\prime}=b_{n}^{\prime}$, and that

$$
H_{\text {susy }}^{\dagger} e_{n}=(n+1+\bar{\alpha} \bar{\beta}) e_{n}+\bar{\alpha} \sqrt{n} e_{n-1}+\bar{\beta} \sqrt{n+1} e_{n+1}
$$

It is now worth discussing the role of Eqs. (8.22) and (8.23) in this example. This is particularly simple here since we know that the eigenvalues of $H$ and $H^{\dagger}$ are just $E_{n}=n$, for all $n \geq 0$.

Let us first take $n=0$, and look for the ground state of $H=b a: H \Phi_{0}=0$. Such an eigenstate can be easily found, simply by looking at the vacuum of $a$. Of course, $a \Phi_{0}=0$ if and only if $c \Phi_{0}=-\alpha \Phi_{0}$. This means that $\Phi_{0}$ is (proportional to) a standard coherent state [196-198, with parameter $-\alpha$ :

$$
\begin{equation*}
\Phi_{0}=N_{\Phi} e^{-\alpha c^{\dagger}+\bar{\alpha} c} e_{0}=N_{\Phi} e^{-\frac{|\alpha|^{2}}{2}} \sum_{k=0}^{\infty} \frac{(-\alpha)^{k}}{\sqrt{k!}} e_{k}, \tag{8.33}
\end{equation*}
$$

where $N_{\Phi}$ is a normalization factor usually taken equal to one for standard coherent states 196.

In a similar way we could find the ground state of $H^{\dagger}$. However, the easier way to find $\eta_{0}$ is just to recall the above cited symmetry between $H$ and $H^{\dagger}$. Hence $\eta_{0}$ is, a part the normalization, nothing but $\Phi_{0}$ with $\alpha$ replaced by $\bar{\beta}$ :

$$
\begin{equation*}
\eta_{0}=N_{\eta} e^{-\bar{\beta} c^{\dagger}+\beta c} e_{0}=N_{\eta} e^{-\frac{|\beta|^{2}}{2}} \sum_{k=0}^{\infty} \frac{(-\bar{\beta})^{k}}{\sqrt{k!}} e_{k} . \tag{8.34}
\end{equation*}
$$

A connection between $N_{\Phi}$ and $N_{\eta}$ can be found by requiring that $\left\langle\Phi_{0}, \eta_{0}\right\rangle=1: N_{\Phi} N_{\eta}=$ $e^{\frac{1}{2}\left(|\alpha|^{2}+|\beta|^{2}+\alpha \beta\right)}$.

We want to show now that the same expansions as in Eqs. 8.33) and (8.34) can be obtained by means of Eqs. (8.22) and 8.23). We first specialize Eq. (8.22) to $n=0$ and to our particular value of the coefficients:

$$
p_{l+1}^{(0)}=\frac{-1}{\beta \sqrt{l+1}}\left(p_{l}^{(0)}(l+\alpha \beta)+p_{l-1}^{(0)} \alpha \sqrt{l}\right),
$$

with, as usual, $p_{-1}^{(0)}=0$ and $p_{0}^{(0)}=1$. It is simple now to find the general solution of this recurrence relation: $p_{k}^{(0)}=\frac{(-\alpha)^{k}}{\sqrt{k!}}$, so that $c_{k}^{(0)}=\frac{(-\alpha)^{k}}{\sqrt{k!}} c_{0}^{(0)}$, for all $k \geq 0$. Therefore, Eq. (8.14) produces

$$
\Phi_{0}=\sum_{k} c_{k}^{(0)} e_{k}=c_{0}^{(0)} \sum_{k} \frac{(-\alpha)^{k}}{\sqrt{k!}} e_{k},
$$

which coincides with Eq. 8.33, upon identifying $c_{0}^{(0)}$ with $N_{\Phi} e^{-\frac{|\alpha|^{2}}{2}}$.
Using now (8.23), in the same way we recover $\eta_{0}$ in 8.34). This is because we find $q_{k}^{(0)}=\frac{(-\bar{\beta})^{k}}{\sqrt{k!}}$.

Observe that, in this simple example, we can also make use of the factorization $H=$ $Y^{\dagger} X$ to get the same results. Indeed, the ground state $\Phi_{0}$ can be obtained as the vacuum of $X, X \Phi_{0}=0$ (and similarly $\eta_{0}$ as the ground state of $Y$ ). Expanding $\Phi_{0}$ as

$$
\Phi_{0}=\sum_{k \geq 0} c_{k}^{(0)} \varphi_{k}, \quad c_{k}^{(0)}=\left\langle\psi_{k}, \Phi_{0}\right\rangle,
$$

and using the biorthogonality conditions between $\mathcal{F}_{\varphi}$ and $\mathcal{F}_{\psi}$ we have

$$
0=\left\langle\psi_{k}, X \Phi_{0}\right\rangle=c_{k} c_{k}^{(0)}+d_{k+1} c_{k+1}^{(0)}=\alpha c_{k}^{(0)}+\sqrt{k+1} c_{k+1}^{(0)},
$$

and as before the solution is $c_{k}^{(0)}=\frac{(-\alpha)^{k}}{\sqrt{k!}} c_{0}^{(0)}$, yielding $p_{k}^{(0)}=\frac{(-\alpha)^{k}}{\sqrt{k!}}$.
We now generalize these results to the higher levels, $n>0$, and show that the eigenstates of $H$ can be completely determined again by using Eq. 8.22. First, for the sake of clarity, we discuss the case $n=1$ and then we extend the results.

The eigenstates of $H$ are given by 12

$$
\begin{equation*}
\Phi_{n}=\frac{1}{\sqrt{n!}} b^{n} \Phi_{0} \tag{8.35}
\end{equation*}
$$

where $\Phi_{0}$ is as in Eq. 8.33). It is easy to verify that

$$
\begin{equation*}
b^{n} e_{k}=\sum_{i=0}^{n}\left[\binom{n}{i} \beta^{n-i} p_{k}(i)\right] e_{k+i} \tag{8.36}
\end{equation*}
$$

where $p_{k}(i)=\sqrt{k+1} \sqrt{k+2} \ldots \sqrt{k+i}$ if $i \geq 1$ and 0 if $i=0$. Therefore

$$
\begin{equation*}
\Phi_{n}=\frac{1}{\sqrt{n!}} N_{\Phi} e^{-\frac{|\alpha|^{2}}{2}} \sum_{k=0}^{\infty} \frac{(-\alpha)^{k}}{\sqrt{k!}} \sum_{i=0}^{n}\left[\binom{n}{i} \beta^{n-i} p_{k}(i)\right] e_{k+i}, \tag{8.37}
\end{equation*}
$$

The first "excited" state will be

$$
\begin{equation*}
\Phi_{1}=N_{\Phi} e^{-\frac{|\alpha|^{2}}{2}} \sum_{k=0}^{\infty} \frac{(-\alpha)^{k}}{\sqrt{k!}}[k+(-\alpha) \beta] e_{k}, \tag{8.38}
\end{equation*}
$$

This result can also be recovered by starting from the recurrence relation (8.22), which looks now as follows:

$$
\begin{equation*}
p_{l+1}^{(1)}=\frac{1}{\beta \sqrt{l+1}}\left(p_{l}^{(1)}(1-(l+\alpha \beta))-p_{l-1}^{(1)} \alpha \sqrt{l}\right) \tag{8.39}
\end{equation*}
$$

with $p_{-1}^{(1)}=0$ and $p_{0}^{(1)}=1$. It is easy to show that

$$
\begin{equation*}
c_{l}^{(1)}=\frac{c_{0}^{(1)}}{\beta} \sum_{l=0}^{\infty} \frac{(-\alpha)^{l}}{\sqrt{l!}}[l+(-\alpha) \beta] \tag{8.40}
\end{equation*}
$$

which allows to retrieve Eq. (8.38) provided that $c_{0}^{(1)}=\beta N_{\Phi} e^{-\frac{|\alpha|^{2}}{2}}$.
For arbitrary $n>1$ it is possible to write $\Phi_{n}$ as

$$
\begin{equation*}
\Phi_{n}=\frac{1}{\sqrt{n!}} N_{\Phi} e^{-\frac{|\alpha|^{2}}{2}} \sum_{k=0}^{\infty} \frac{(-\alpha)^{k}}{\sqrt{k!}} \sum_{j=0}^{n}\left[\binom{n}{j}[(-\alpha) \beta]^{n-j} j!\binom{k}{j}\right] e_{k} \tag{8.41}
\end{equation*}
$$

and show that the recurrence relation yields the same result provided that

$$
\begin{equation*}
c_{0}^{(n)}=\frac{\beta^{n}}{\sqrt{n!}} N_{\Phi} e^{-\frac{|\alpha|^{2}}{2}} \tag{8.42}
\end{equation*}
$$

Using the symmetry between $H$ and $H^{\dagger}$ it is easy to check that the "excited" states of $H^{\dagger}$ are given by 12

$$
\begin{equation*}
\eta_{n}=\frac{1}{\sqrt{n!}}\left(a^{\dagger}\right)^{n} \eta_{0}=\frac{1}{\sqrt{n!}} N_{\eta} e^{-\frac{|\beta|^{2}}{2}} \sum_{k=0}^{\infty} \frac{(-\bar{\beta})^{k}}{\sqrt{k!}} \sum_{j=0}^{n}\left[\binom{n}{j}[(-\bar{\beta}) \bar{\alpha}]^{n-j} j!\binom{k}{j}\right] e_{k} \tag{8.43}
\end{equation*}
$$

and this is the same result one gets starting from the recurrence relation (8.23), apart for a normalization factor.

A similar analysis can be repeated also for the SUSY partners of $H$ and $H^{\dagger}$. Of course, since in the present situation $H_{\text {susy }}=H+\mathbb{1}$ and $H_{\text {susy }}^{\dagger}=H^{\dagger}+\mathbb{1}$, the eigenstates in Eq. 8.24 coincide with those without the tilde: $\tilde{\Phi}_{n}=\Phi_{n}$ and $\tilde{\eta}_{n}=\eta_{n}$, while the eigenvalues obey the relation $\mathcal{E}_{n}=E_{n}+1=n+1$. If we now adopt Eqs. (8.25) and (8.26), with $\mathcal{E}_{0}=1$, we recover again the correct eigenstates, apart for the normalization, which must be chosen with care.

To conclude, we observe that this example can be generalized by introducing a sort of double translation. More in detail, we could consider, as starting points, two $\mathcal{D}$-pseudo bosonic operators $a$ and $b,[a, b] f=f$ for all $f \in \mathcal{D}$, and the related (already) non self-adjoint Hamiltonian $H=b a: H \neq H^{\dagger}$. Its eigenvalues are $E_{n}=n, n \geq 0$, while its eigenvectors are those in Eq. 8.35). $H^{\dagger}$ has the same eigenvalues of $H$, while its eigenstates are those in Eq. (8.43). If we now introduce two complex parameters $\gamma$ and $\delta$, and two new operators $A=a+\gamma \mathbb{1}$ and $B=b+\delta \mathbb{1}$, it is clear that $[A, B] f=f$ for all $f \in \mathcal{D}$. Moreover, in general, $A \neq B^{\dagger}$. It is straightforward to check that $\hat{H}=B A$ is $(\Phi, \eta)$-tridiagonal, and therefore, see Lemma 2, $\hat{H}^{\dagger}$ is $(\eta, \Phi)$-tridiagonal. The previous discussion can be essentially repeated, with minor changes, for $\hat{H}, \hat{H}^{\dagger}$, and for their SUSY partners. In particular, if the operators $a$ and $b$ are related to two bosonic operators $c$ and $c^{\dagger}$ as above, $a=c+\alpha \mathbb{1}$ and $b=c^{\dagger}+\beta \mathbb{1}$, it is clear that $A=c$ and $B=c^{\dagger}$ if $\alpha=-\gamma$ and $\beta=-\delta$. In this case, $H_{0}=\hat{H}=\hat{H}^{\dagger}$. When these equalities (or one of them) are not satisfied, the same results as in this section hold true with $(\alpha, \beta)$ replaced by $(\alpha+\gamma, \beta+\delta)$.

### 8.4 Extended settings

In this section we consider a slightly different form of the Hamiltonian which is not tridiagonal, but whose matrix elements in two biorthogonal bases can still be written as a sum of three contributions. All the hypothesis of completeness, closability and domain invariance assumed in the previous sections are maintained, if not otherwise specified.

Definition 5. $H$ is called $(\varphi, \psi)_{h}$-tridiagonal, with $h>0$, if three sequences of complex numbers exist, $\left\{b_{n}\right\},\left\{a_{n}\right\}$ and $\left\{b_{n}^{\prime}\right\}$, such that

$$
\begin{equation*}
\left\langle\psi_{n}, H \varphi_{m}\right\rangle=b_{n} \delta_{n, m+h}+a_{n} \delta_{n, m}+b_{n}^{\prime} \delta_{n, m-h} \tag{8.44}
\end{equation*}
$$

for all $n, m \geq 0$. Furthermore, $H$ is called $e_{h}$-tridiagonal if $H$ is $(e, e)_{h}$-tridiagonal.
In the previous section we analyzed the case $h=1$, so here we consider $h>1$. Using Eq. (8.44) and completeness of $\mathcal{F}_{\varphi}$ and $\mathcal{F}_{\psi}$, we deduce the natural extensions of Eqs. (8.3) and (8.4):

$$
\begin{align*}
H \varphi_{m} & =b_{m-h}^{\prime} \varphi_{m-h}+a_{m} \varphi_{m}+b_{m+h} \varphi_{m+h}  \tag{8.45}\\
H^{\dagger} \psi_{m} & =\overline{b_{m}^{\prime}} \psi_{m+h}+\overline{a_{m}} \psi_{m}+\overline{b_{m}} \psi_{m-h} \tag{8.46}
\end{align*}
$$

with the conditions that $b_{j}=0$ for $j<h$ and $b_{j}^{\prime}=0$ for $j<0$. It is straightforward to factorize $H$ and $H^{\dagger}$ by introducing the operator $X_{h}$ on $\mathcal{L}_{\varphi}$ and $Y_{h}$ on $\mathcal{L}_{\psi}$, defined as

$$
\begin{equation*}
X_{h} \varphi_{n}=c_{n} \varphi_{n}+d_{n} \varphi_{n-h}, \quad Y_{h} \psi_{n}=c_{n}^{\prime} \psi_{n}+d_{n}^{\prime} \psi_{n-h}, \quad \forall n \geq 0, \tag{8.47}
\end{equation*}
$$

with $d_{j}=d_{j}^{\prime}=0, j<h$. It is immediate to check that $H \varphi_{n}=Y_{h}^{\dagger} X_{h} \varphi_{n}$ and $H^{\dagger} \psi_{n}=$ $X_{h}^{\dagger} Y_{h} \psi_{n}$ by putting

$$
\begin{equation*}
a_{n}=c_{n} \overline{c_{n}^{\prime}}+d_{n} \overline{d_{n}^{\prime}}, \quad b_{n-h}^{\prime}=d_{n} \overline{c_{n-h}^{\prime}}, \quad b_{n+h}=c_{n} \overline{d_{n+h}^{\prime}}, \tag{8.48}
\end{equation*}
$$

and that in general

$$
\begin{equation*}
\left[X_{h}, Y_{h}^{\dagger}\right] \varphi_{n}=\left(d_{n+h} \overline{d_{n+h}^{\prime}}-d_{n} \overline{d_{n}^{\prime}}\right) \varphi_{n}+d_{n}\left(\overline{c_{n}^{\prime}}-\overline{c_{n-h}^{\prime}}\right) \varphi_{n-h}+\overline{d_{n+h}^{\prime}}\left(c_{n+h}-c_{n}\right) \varphi_{n+h} \tag{8.49}
\end{equation*}
$$

In order to derive a suitable recurrence formula for the determination of the eigenstates of $H$ and $H^{\dagger}$, we adopt the same strategy used in Section 8.2.2. In particular, if $\Phi_{n}, \eta_{n}$ are eigenstates of $H$ and $H^{\dagger}$, respectively, and we expand $\Phi_{n}$ and $\eta_{n}$ as in Eqs. (8.14) and 8.16, we obtain the following recurrence formulas:

$$
\begin{align*}
c_{l}^{(n)} E_{n} & =c_{l-h}^{(n)} b_{l}+c_{l}^{(n)} a_{l}+c_{l+h}^{(n)} b_{l}^{\prime},  \tag{8.50}\\
\overline{d_{l}^{(n)}} E_{n} & =\overline{d_{l-h}^{(n)}} b_{l-h}^{\prime}+\overline{d_{l}^{(n)}} a_{l}+\overline{d_{l+h}^{(n)}} b_{l+h},
\end{align*}
$$

with $c_{j}^{(n)}, d_{j}^{(n)}=0, j<h, j \neq 0$, and the related

$$
\begin{align*}
p_{l+h}^{(n)} & =\frac{1}{b_{l}^{\prime}}\left(p_{l}^{(n)}\left(E_{n}-a_{l}\right)-p_{l-h}^{(n)} b_{l}\right),  \tag{8.52}\\
\overline{q_{l+h}^{(n)}} & =\frac{1}{b_{l+h}}\left(\overline{q_{l}^{(n)}}\left(E_{n}-a_{l}\right)-\overline{q_{l-h}^{(n)}} b_{l-h}^{\prime}\right), \tag{8.53}
\end{align*}
$$

where the coefficients $p_{j}^{(n)}, q_{j}^{(n)}$ are defined as in (8.20) with $p_{j}^{(n)}=q_{j}^{(n)}=0, \quad j<h$ with the exceptions $p_{0}^{(n)}=q_{0}^{(n)}=1$.

### 8.4.1 A squeezed Hamiltonian

Despite the general $(\varphi, \psi)_{h}$-tridiagonal settings seems to be a straightforward extension of the $(\varphi, \psi)$-tridiagonal case, some relevant Hamiltonians can be related to them, giving rise to states having interesting features. In the following we consider an Hamiltonian from which a (bi)-squeezed state can be obtained by applying our recurrence procedure 189 .

Suppose that there exist two pseudo-bosonic operators $a, b$ satisfying the commutation rules $[a, b]=\mathbb{1}$ in $\mathcal{D}$, dense subspace of $\mathcal{H}$. As usual, we suppose that $\mathcal{D}$ is stable under the action of $a, b$, and their adjoints. Following 12 we have

$$
\begin{align*}
a \varphi_{n} & =\sqrt{n} \varphi_{n-1}, & & b \varphi_{n}=\sqrt{n+1} \varphi_{n+1}  \tag{8.54}\\
b^{\dagger} \psi_{n} & =\sqrt{n} \psi_{n-1}, & & a^{\dagger} \psi_{n}=\sqrt{n+1} \psi_{n+1} \tag{8.55}
\end{align*}
$$

We then introduce the squeezing-like operators, labeled by the complex variable $z=$ $r e^{i \theta}, \quad r>0$ :

$$
\begin{equation*}
\mathcal{S}(z) f=\sum_{k \geq 0} \frac{1}{k!}\left(\frac{z}{2} b^{2}-\frac{\bar{z}}{2} a^{2}\right)^{k} f, \quad \mathcal{T}(z) f=\sum_{k \geq 0} \frac{1}{k!}\left(\frac{z}{2}\left(a^{\dagger}\right)^{2}-\frac{\bar{z}}{2}\left(b^{\dagger}\right)^{2}\right)^{k} f, \tag{8.56}
\end{equation*}
$$

for all $f \in \mathcal{D}$, which under our assumptions converge strongly in $\mathcal{D}$ to $e^{\frac{1}{2} z b^{2}-\frac{1}{2} \bar{z} a^{2}}$ and to $e^{\frac{1}{2} z\left(a^{\dagger}\right)^{2}-\frac{1}{2} \tilde{z}\left(b^{\dagger}\right)^{2}}$ respectively, cf. Ref. 189. We can now introduce the operators $A=$ $\mathcal{S}(z) a \mathcal{T}^{\dagger}(z), B=\mathcal{T}(z) b \mathcal{S}^{\dagger}(z)$ which reduce to

$$
\begin{equation*}
A=\cosh (r) a+e^{i \theta} \sinh (r) b, \quad B=\cosh (r) b+e^{-i \theta} \sinh (r) a \tag{8.57}
\end{equation*}
$$

see 189 . They appear to be $\mathcal{D}$-pseudo bosonic operators as they satisfy $[A, B]=\mathbb{1}$ in $\mathcal{D}$.
We now define the Hamiltonian

$$
\begin{equation*}
H=B A=\mu(z) b a+\lambda(z) a^{2}+\lambda(\bar{z}) b^{2}+\sinh (r)^{2} \mathbb{1}, \tag{8.58}
\end{equation*}
$$

where $\mu(z)=\cosh (2 r), \lambda(z)=e^{-i \theta} \cosh (r) \sinh (r)$. Observe that $H$ is $(\varphi, \psi)_{2}$-tridiagonal, because, using the raising and lowering conditions in Eqs. (8.54) and (8.55), we have

$$
\begin{equation*}
\left\langle\psi_{n}, H \varphi_{m}\right\rangle=b_{n} \delta_{n, m+2}+a_{n} \delta_{n, m}+b_{n}^{\prime} \delta_{n, m-2}, \tag{8.59}
\end{equation*}
$$

with

$$
\begin{equation*}
a_{n}=n \mu(z)+\sinh (r)^{2}, \quad b_{n}=\lambda(\bar{z}) \sqrt{n(n-1)}, \quad b_{n}^{\prime}=\lambda(z) \sqrt{(n+1)(n+2)}, \tag{8.60}
\end{equation*}
$$

for all $n \geq 0$.
The eigenvalues of $H$ are clearly $E_{n}=n$. Hence, the ground state $\Phi_{0}$ of $H$ satisfies $H \Phi_{0}=0$. To find the expressions for $\Phi_{0}$ we expand it as

$$
\Phi_{0}=\sum_{k \geq 0} c_{k}^{(0)} \varphi_{k}, \quad c_{k}^{(0)}=\left\langle\psi_{k}, \Phi_{0}\right\rangle,
$$

and we can find the coefficients $c_{k}^{(0)}$ by means of Eqs. 8.50 and 8.52. In particular, we have

$$
\begin{equation*}
p_{k+2}^{(0)}=\frac{1}{b_{k}^{\prime}}\left(-a_{k} p_{k}^{(0)}-b_{k} p_{k-2}^{(0)}\right), \tag{8.61}
\end{equation*}
$$

with the initial conditions $p_{-2}^{(0)}=p_{-1}^{(0)}=p_{1}^{(0)}=0$ and $p_{0}^{(0)}=1$. This recurrence formula admits the solution

$$
\begin{equation*}
p_{2 k}^{(0)}=\left(\frac{-e^{i \theta} \tanh (r)}{2}\right)^{k} \frac{\sqrt{(2 k)!}}{k!}, \quad p_{2 k+1}^{(0)}=0, \quad \forall k \geq 0 \tag{8.62}
\end{equation*}
$$

so that we have

$$
\Phi_{0}=c_{0}^{(0)} \sum_{k \geq 0}\left(\frac{-e^{i \theta} \tanh (r)}{2}\right)^{k} \frac{\sqrt{(2 k)!}}{k!} \phi_{2 k} .
$$

Looking for the ground state $\eta_{0}$ of $H^{\dagger}$ we obtain similarly

$$
\eta_{0}=d_{0}^{(0)} \sum_{k \geq 0}\left(\frac{-e^{i \theta} \tanh (r)}{2}\right)^{k} \frac{\sqrt{(2 k)!}}{k!} \psi_{2 k} .
$$

We notice that $\Phi_{0}$ and $\eta_{0}$ are (proportional) to the bi-squeezed states in 189. In particular, choosing normalization so that $c_{0}^{(0)}=d_{0}^{(0)}=e^{-\frac{1}{2} \log (\cosh (r))}$, we get $\left\langle\eta_{0}, \Phi_{0}\right\rangle=1$.

Of course, we can also use the factorization $H=Y^{\dagger} X$ to recover the same results, and recovering $\Phi_{0}$ as the vacuum of $X\left(X \Phi_{0}=0\right)$. In this case the condition with 8.60) is satisfied by choosing

$$
c_{n}=c_{n}^{\prime}=\sqrt{n+1} \sinh (r), \quad d_{n}=d_{n}^{\prime}=e^{-i \theta} \sqrt{n} \cosh (r)
$$

and to retrieve $\Phi_{0}$ we require that

$$
\left\langle\psi_{k}, X \Phi_{0}\right\rangle=c_{k} c_{k}^{(0)}+d_{k+2} c_{k+2}^{(0)}=0, \quad \forall k \geq 0
$$

This implies that the coefficients $p_{k}^{(0)}$ satisfy the recurrence formula

$$
p_{k+2}^{(0)}=-e^{i \theta} \tanh (r) \sqrt{\frac{k+1}{k+2}} p_{k}^{(0)},
$$

which again is satisfied by 8.62). The advantage of using the factorization $H=Y^{\dagger} X$ relies in the fact that we can recover a two terms recurrence formula, instead of using the recurrence formula (8.61), where three terms are involved.

Once we have retrieved the ground states of $H$ and $H^{\dagger}$, we can easily find the ground states of their SUSY partners. In fact, as we have

$$
H_{\text {susy }}=A B=\mu(z) b a+\lambda(z) a^{2}+\lambda(\bar{z}) b^{2}+\cosh (r)^{2} \mathbb{1}=H+\mathbb{1},
$$

the ground states $\tilde{\Phi}_{0}, \tilde{\eta}_{0}$ of $H_{\text {susy }}$ and $H_{\text {susy }}^{\dagger}$ coincide with $\Phi_{0}, \eta_{0}$, respectively, but with eigenvalues 1 .

### 8.5 Summary

In this chapter we have considered non self-adjoint tridiagonal Hamiltonians and their SUSY partners, and discussed the possibility to factorize them using operators which may be pseudo-bosonic. Three-terms recurrence relations have been deduced and have been used in the construction of the eigenstates of the Hamiltonians involved in our analysis. Within the framework proposed here we have considered a shifted harmonic oscillator, and a shifted infinitely deep square well. Furthermore, we have extended our results to $(\varphi, \psi)_{h}$-tridiagonal matrices, and we have shown how this extension, if $h=2$, is connected with squeezed and bi-squeezed states.

## Conclusion

This dissertation summarizes part of the research activities carried out during my PhD . The first part deals with non-Hermiticity in concrete physical systems. The results presented show how at the exceptional point of an open system unconventional behaviors can occur, from the critical behavior of quantum correlations in a bipartite system to exotic atomic interaction mediated by a non-Hermitian photonic lattice. These results, especially the latter, point to a shift of paradigm in quantum optics as non-Hermiticity becomes a necessary ingredient to achieve otherwise impossible behaviors. In the second part we dealt with non self-adjoint operators inspired by quantum mechanics and investigated their mathematical framework. In particular we addressed the problem of quantizing a dissipative system, showing that a possible way out is to go beyond the Hilbert space description, and introduced a new class of tridiagonal non-Hermitian operators and their supersymmetric partners.
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[^16]
[^0]:    ${ }^{1}$ In most physical contexts one usually uses the term Hermitian, having in mind the matrix representation of the operator. As it will not make any substantial difference, we will loosely use the terms self-adjoint and Hermitian interchangeably, despite these two concepts are not mathematically equivalent.

[^1]:    ${ }^{2}$ The concept of Hermiticity relies on the chosen inner product in the Hilbert space, which is of course not unique.
    ${ }^{3}$ It worth recalling that Hermiticity is only a sufficient condition for the spectrum to be real.
    ${ }^{4}$ Except for even $N$.

[^2]:    ${ }^{5}$ Provided that $\mathcal{H}$ is diagonalizable
    ${ }^{6}$ With respect to the standard inner product in $\mathbb{C}^{2}$.

[^3]:    ${ }^{1}$ Both mean-field vector and covariance matrix can be written in terms of position and momentum variables. Here we stick to the representation with ladder operators.

[^4]:    ${ }^{1}$ Parity is a minimal requirements for symmetric discord.

[^5]:    ${ }^{1}$ Confinement leads to quantization. Then, only the resonant mode is relevant in the atom-light interaction, the others being far detuned.

[^6]:    ${ }^{2}$ The atom is no longer naked, as it is dressed by the photon

[^7]:    ${ }^{3}$ Everything is Hermitian up to now, we will add non-Hermiticity later on.

[^8]:    ${ }^{4}$ Observe that since the photonic lattice is translationally invariant, $|k\rangle$ are obtained through Bloch's theorem and are delocalized wave functions spread on the entire lattice. Moreover, even under open boundary conditions $(N<\infty)$, if $N$ is sufficiently large the eigenstates are still delocalized wavefuction spread on the lattice. Therefore, the profile of free photonic eigenstates does not change substantially from periodic to open boundary condition for a sufficiently large lattice. We highlight this property here as this dramatically changes for a special class of non-Hermitian Hamiltonians 4 .
    ${ }^{5}$ We consider here local coupling for simplicity.
    ${ }^{6} \mathrm{We}$ are being sketchy on purpose here.

[^9]:    ${ }^{7}$ Except for edge modes, if any.
    ${ }^{8}$ This property matters as for a certain class of non-Hermitian tight binding lattices, in passing from periodic to open boundary conditions, the bulk eigenstates' profile can change drastically, a phenomenon known as non-Hermitian skin effect 4. This behavior may change the single elements in the sum in Eq. 4.23, however the coupling is obtained by summing over all possible contributions.

[^10]:    ${ }^{1}$ If $f(w)$ is analytic in $e^{i_{k}}$, one can easily show that

    $$
    \begin{array}{r}
    \frac{1}{2 \pi i} \oint_{\gamma_{m}} \frac{d w}{w} \frac{f(w)}{w^{N}-1}=\operatorname{Res}_{e^{q_{k}}} \frac{1}{w} \frac{f(w)}{w^{N}-1}=\lim _{w \rightarrow e^{i} q_{k}} \frac{1}{w} \frac{w-e^{i q_{k}}}{w^{N}-1} f(w)=\lim _{u \rightarrow 1} \frac{1}{u} \frac{u-1}{u^{N}-1} f\left(u e^{i q_{k}}\right) \\
    =\lim _{u \rightarrow 1} \sum_{q=0}^{N-1} u^{q} f\left(u e^{i q_{k}}\right)=L f\left(e^{i q_{k}}\right)
    \end{array}
    $$

[^11]:    ${ }^{2}$ More precisely, it is passive- $\mathcal{P} \mathcal{T}$-symmetric [cf. Sec. 1.2 .4 : by balancing losses on $b$ sites with the same amount on gain on $a$ sites, the bare lattice enjoys $\mathcal{P} \mathcal{T}$ symmetry 4,108 .

[^12]:    ${ }^{1}$ If $H$ is closed, i.e. its graph is closed, and $D(H)=\mathcal{H}$, then $H$ will be bounded (closed graph theorem).

[^13]:    ${ }^{2}$ We are assuming for simplicity no degeneracies.
    ${ }^{3}$ In our notation the inner product is linear in the second argument and antilinear in the first one.

[^14]:    ${ }^{1}$ The principal square root of $\omega$ has been chosen.

[^15]:    ${ }^{1} \bar{z}$ denotes the complex conjugate of $z$.

[^16]:    "Domani parto"

