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Abstract
Herein, we describe an open-source, Python-based, script to treat the output of differential scanning calorimetry (DSC) 
experiments, called pyDSC, available free of charge for download at https​://githu​b.com/leona​rdo-chiap​pisi/pyDSC​ under 
a GNU General Public License v3.0. The main aim of this program is to provide the community with a simple program to 
analyze raw DSC data. Key features include the correction from spurious signals, and, most importantly, the baseline is 
computed with a robust, physically consistent approach. We also show that the baseline correction routine implemented in 
the script is significantly more reproducible than different standard ones proposed by proprietary instrument control software 
provided with the microcalorimeter used in this work. Finally, the program can be easily applied to large amount of data, 
improving the reliability and reproducibility of DSC experiments.
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Introduction

Differential scanning calorimetry (DSC) is a powerful 
thermo-analytical technique which detects heat changes asso-
ciated with physical and chemical transformation in biological 
and non-biological samples. Due to the simplicity of the tech-
nique, the relatively low-cost of the apparatus, the ease of data 
analysis, DSC found wide application in very diverse fields 
of both an academic and industrial research activities. Several 
excellent reviews covering the use of DSC can be found in the 
literature. With focus on colloidal and biophysical science, 
we address the reader to some covering topics such as protein 
conformation [16, 18, 31], lipid phase transitions [13], (bio)
polymer stability [26], and on mixed systems [17, 25, 30].

In many cases, a DSC experiment is used to extract the 
enthalpy change �H of the studied process and the tempera-
ture of the transition. This analysis is straightforward, espe-
cially when the data exhibit a good signal-to-noise ratio. 
However, a DSC curve usually contains an abundance of 
information, which can be extracted by an in-depth analysis 
[7, 11, 12, 20, 24, 28, 32].

For every, even simple, analysis of a DSC curve, a correct 
evaluation of the baseline represents a critical step, whose 
importance is a matter of discussion since the origins of the 
technique [4, 14, 22, 27]. However, the baseline correction is 
mostly performed in a semiautomatic procedure by the propri-
etary software provided with the majority of commercial calo-
rimeters. In fact, the correction consists in a spline interpola-
tion between two arbitrary chosen regions before and after the 
transition region. While the procedure delivers correct results 
in the majority of cases, it is prone to artifacts—in particular, 
when the signal is close to the limits of the investigated tem-
perature range and/or if a relevant heat capacity change occurs 
before and after the transition. In addition, most correction 
procedures are not based on a physical consistent model.

The baseline of a DSC curve reflects the difference 
between the heat capacity of the sample and of the reference. 
Provided spurious contributions to the signal from the empty 
cells and from a mismatch of buffer amount in sample and 
reference, besides the asymmetries of the measuring system, 
are taken into account, the baseline reflects the apparent heat 
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capacity of the investigated compound. In the approximation 
of a two step transition, e.g., from a state A to a state B, the 
apparent heat capacity as a function of temperature T ( Cp(T) ) 
is given by:

with �(T) being the degree of conversion of the process as 
a function of temperature; CA

P
 and CB

P
 are the apparent heat 

capacities of the compound in state A and B, respectively. 
CA
P

 and CB
P
 will be considered to be temperature independent 

within the investigated range in this work.
A physical consistent baseline subtraction, associated 

with a correction of residual signals, is simple steps which 
may significantly improve the data quality and the amount 
of information which can be extracted from the experiment. 
Herein, we describe a simple, freely accessible and modifi-
able tool, pyDSC, to treat DSC experiments. The program, 
which will be constantly updated, can be freely downloaded 
from the GitHub repository https​://githu​b.com/leona​rdo-
chiap​pisi/pyDSC​. At the same link, the up-to-date manual 
of the program can be found.

In the following, we provide a few experimental notes on 
a typical DSC experiment, a concise description of the oper-
ations performed by pyDSC, together with some examples.

Materials and methods

The DSC curves used to describe the functionalities of 
pyDSC were recorded on a micro-DSC III from Setaram, 
France. The instrument is provided with the SetSoft2000 
software suite. To test the program, we have investigated a 
8 mass% solution of the EO26–PO40–EO26 triblock copoly-
mer Pluronic P85, bought from Sigma-Aldrich. The solu-
tions were prepared using water of Millipore grade. Further-
more, pyDSC was applied to analyze DSC curves recorded 
on a Nano DSC, on a Multicell DSC and on a DSC 2920 
from TA-Instruments.

Experimental

In order to work with the apparent heat capacity of the inves-
tigated compound, the DSC raw data need to be corrected 
for the contribution of the empty cells and of the buffer. 
Accordingly, three sets of measurements can be provided 
to the script:

•	 The standard sample versus buffer run. For a proper nor-
malization of the data, information such as the mass of 

(1)C
P
(T) = �(T)CB

P
+ (1 − �)CA

P

sample and the concentration of the investigated com-
pound needs to be known. Moreover, to minimize the 
contribution of the buffer to the baseline, the mass of 
buffer in the sample cell and in the reference cell should 
be as close as possible. We define the difference of mass 
of buffer in the sample cell and in the reference cell as 
�mBS.

•	 The buffer versus buffer run. This run is used to deter-
mine the heat capacity of the buffer solution and will be 
used to correct the DSC data for the contribution of the 
buffer to the recorded signal. In contrast to the sample 
versus buffer run, where the cells are filled with possi-
bly the exact amount of sample, in this run the amount 
of buffer in the two cells should differ, in order to get a 
good signal-to-noise. We recommend that the difference 
in mass between the two buffer cells, �mBB , is about 10% 
of the mass of buffer in the cell.

•	 The empty cell versus empty cell run. This run is used 
to correct both the sample versus buffer and the buffer 
versus buffer run with the contribution arising from the 
different heat capacities of the empty cells and electronic 
asymmetries. In order to be effective, we recommend to 
use always the same reference and sample cells for all the 
measurements.

Program description

The script is written in Python 3, it makes use of the SciPy 
[19] and matplotlib [15] packages and is platform independ-
ent. Several operations on the data are performed, provided 
the required information is available. The following opera-
tions are executed on the raw data files: 

1.	 Data averaging and resizing The DSC raw data of the 
sample and, if provided, of the empty cell and buffer-
buffer runs are read by the program and the points which 
fall outside the temperature region of interest are dis-
carded. The reference measurements are averaged. If 
requested by the user, in order to facilitate any further 
data treatment, the number of points is reduced by a 
factor N, defined by the user.

2.	 Heat flow conversion in heat capacity The heat flow is 
converted into a heat capacity upon division by the heat-
ing rate. The heating rate is either provided by the user, 
or it is determined from the raw data file if the time 
information is contained. The raw heat flows are plotted 
in the rawdata.pdf file while the heat flows normalized 
by the heating rate and the sample amount are plotted in 
corrected_data.pdf.

https://github.com/leonardo-chiappisi/pyDSC
https://github.com/leonardo-chiappisi/pyDSC
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3.	 Empty cell and buffer correction If the data file cor-
responding to the empty cell/empty cell and/or buffer/
buffer runs are provided, the raw data are corrected for 
both contributions. In particular, the empty cell/empty 
cell run is used to take into account any non-constant 
contribution arising from the empty cells or the instru-
ment. The buffer/buffer run is used to take into account 
any contribution arising from a mismatch in amount of 
buffer contained in the reference and in the sample cell. 
In detail, the apparent heat capacity of the sample run 
Cps , is corrected for the apparent heat capacity of the 
empty cell CpEC and for the apparent heat capacity of 
the buffer/buffer run Cpbb as: 

 with �mBS and �mBB being the mass difference between 
the buffer contained in the sample and in the reference 
in the sample run, and between the buffers in the buffer/
buffer run. If no empty cell/empty cell or buffer/buffer 
runs are provided, this correction will not be performed 
and the non-corrected sample run will be further ana-
lyzed. In most of the cases, �mBS should be so small 
that the last term might be negligible. For instruments 
working with non-removable sample cells with constant 
filling volume, i.e., �mBB = 0 , by loading in pyDSC a 
buffer-buffer titration instead of the empty cell/empty 
cell run.

4.	 Normalization of apparent heat flow The apparent heat 
flow of the sample run is finally normalized by the 
amount of solute. In particular, the apparent heat capac-
ity is normalized either by the mass of solute, resulting 
in a Cps given in J K−1 g−1 , or by the moles of solute, if 
the molecular weight is known, thus resulting in a Cps 
given in J K−1 mol−1.

5.	 Baseline correction The core task carried out by the pro-
gram is to compute a physically meaningful baseline, as 
described earlier in the text. The baseline is constructed 
following an iterative procedure proposed elsewhere [22, 
29]. In detail, the baseline CPbl(T) is defined as follows: 

 with CPpre

bl
(T) and CPpost

bl
(T) are the baselines deter-

mined in the regions at lower and higher temperatures 
than the peak, respectively. � is the degree of conversion, 
defined as: 

(2)Cps = Cps − CpEC −
�mBS(Cpbb − CpEC)

�mBB

(3)CPbl(T) = (1 − �)CP
pre

bl
(T) + � ⋅ CP

post

bl
(T)

(4)�(T) =
∫ T

0
CPs(T) − CPbl(T)dT

∫ ∞

0
CPs(T) − CPbl(T)dT

 where CPs(T) is the apparent heat capacity difference 
between sample and reference, after normalization and 
eventual correction. CPpre

bl
(T) and CPpost

bl
(T) represent 

the temperature-dependent difference of heat capacity 
of sample and reference, eventually corrected from the 
contribution from the empty cells and solvent mismatch. 
They are assumed to exhibit a linear dependence from 
temperature. In Fig. 1, the baseline construction is sche-
matically depicted.

At this stage of the program, the enthalpy change of the 
process, computed as �H = ∫ ∞

0
CPs(T) − CPbl(T) dT  , is 

evaluated and its uncertainty is estimated. The uncertainty in 
�H is estimated from the stochastic fluctuations of the signal 
in the regions where CPpre

bl
(T) and CPpost

bl
(T) are determined. 

By definition, in these regions no processes take place, and 
the signal fluctuates around an apparent heat capacity of zero 
J K−1 is used to determine the standard deviation of the heat 
capacity. The heat exchanged during the examined process 
is computed by integration using the trapezoidal rule, and 
its uncertainty by standard error propagation.

Program usage

pyDSC performs all the aforementioned steps on the DSC 
raw data provided by the user, located in the folder raw-
data. In addition, the user will provide all the necessary 
information to perform the corrections within the Files.
txt and Input_params.txt text files. Full details are 
provided in the user manual and exemplary files at https​://
githu​b.com/leona​rdo-chiap​pisi/DSC_corre​ction​. Finally, the 
pyDSC script can be executed within a terminal by invoking 
the Python3 interpreter as:

Temperature
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Fig. 1   Schematic diagram describing the baseline construction. The 
region before and after the peak are used to calculate the correspond-
ing baselines. See text for further details

https://github.com/leonardo-chiappisi/DSC_correction
https://github.com/leonardo-chiappisi/DSC_correction
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In addition to an output ASCII file for each sample run, the 
script will generate five output figures: Alpha.pdf, Baseline_
data.pdf, Corrected_data.pdf, Final_data.pdf, and Rawdata.
pdf.

In Rawdata.pdf, the recorded heat flows of the differ-
ent runs are reported as a function of temperature.

In Corrected_data.pdf, the sample run heat capac-
ity, after binning and normalization by sample amount, is 
reported as a function of temperature.

In Baseline_data.pdf, the heat capacity of each 
sample run, after binning, normalization by sample amount, 
and empty cell and buffer correction, is reported, together 
with the calculated baseline as a function of temperature. 
Moreover, the regions used for the determination of the 
baseline before and after the peak are highlighted.

In Final_data.pdf, the heat capacity of each sam-
ple run, after binning, normalization by sample amount, 
empty cell and buffer correction, and baseline subtraction, 
is reported as a function of temperature.

Finally, in alpha.pdf, the degree of conversion deter-
mined for each sample run is reported as a function of 
temperature.

The different plots allow the user to determine whether 
the correction procedures executed during each step are 
performed correctly and keep control over data treatment 
process.

In addition to the five figures, one ASCII file for each 
sample run is created. The file contains a summary of the 
information used to treat the data in the header, in addition to 
the computed values of enthalpy change and change in heat 
capacity at the peak temperature. Moreover, the file contains 
four data columns: temperature, the normalized, corrected, 
and binned heat capacity with baseline subtracted, without 
baseline subtraction, the baseline, and the degree of conver-
sion of the process.

Results and discussion

The script is tested using a semidiluted solution of 
the triblock copolymer poly-(ethyleneoxide)–poly-
(propyleneoxide)–poly-(ethyleneoxide) Pluronic P85 ( EO26

–PO40–EO26 ). DSC was extensively employed to reveal the 
self-assembly behavior of this class of polymers in solutions 
[1–3, 10, 21], and the system was chosen due to its good 
signal-to-noise ratio, non-negligible baseline dependence 
from the temperature, and the large availability of reference 
data to compare with.

������� �����.�� The proprietary software commonly used to perform 
a first analysis of the microcalorimetric data provide dif-
ferent routines for the baseline subtraction and the blank 
correction, which typically consists in a simple subtraction 
of the raw heat flow data. For what concerns the baseline 
evaluation and subtraction, different algorithms are avail-
able, depending on the vendor and on the software version. 
However, in all cases, the baseline under the transition peak 
is evaluated from, somehow arbitrary chosen, regions prior 
and after the process signal.

To test the robustness of the pyDSC script, the enthalpy of 
micellization recorded for a solution of the triblock copoly-
mer EO26–PO40–EO26 was evaluated using pyDSC and two 
different algorithms provided by the Setaram data analysis 
software: “linear”—which uses a line from the starting to 
the end point arbitrarily selected by the user—and “curve”—
which generates a spline curve from the selected initial/final 
points that are selected by user—using different regions for 
the baseline evaluation. For the sake of the comparison, we 
also report data analyzed with pyDSC without the correc-
tion for the buffer and empty cell contributions. The results 
are shown in Table 1 and two clear results stand out: the 
arbitrary choice of the baseline region has a non-negligible 
effect on the obtained values of �Hm , with a variation of 
approx. 2 and 6% for the linear and the curve algorithm, 
respectively, versus only 0.7% found with pyDSC. The effect 
is even smaller when the contribution of the solvent and 
empty cells are taken into account. Furthermore, trend-
ing values are observed with a systematic variation of the 
obtained enthalpy change for linear integration. The DSC 

Table 1   Micellization enthalpy �H
m

 of a EO
26

–PO
40

–EO
26

 triblock 
copolymer in aqueous solution, given in kJ mol

−1

All values refer to the same heating curve, analyzed in the tempera-
ture interval between 10 and 60 ◦ C, using different, arbitrarily chosen 
temperature intervals to define the transition peak. The �H

m
 values 

were obtained using the “linear” and “curve” algorithm provided by 
the Setaram control software SetSoft2000 and by pyDSC, described 
in this work
a: Data without empty cell and buffer correction

Peak temperature interval Linear Curve pyDSC pyDSCa

18–50 ◦C 233.4 222.9 216.0 ± 0.1 214.7 ± 0.1
17–51 ◦C 237.5 221.3 216.7 ± 0.1 217.0 ± 0.1
16–52 ◦C 242.4 250.5 217.3 ± 0.1 218.0 ± 0.1
15–53 ◦C 245.6 242.7 217.4 ± 0.1 217.5 ± 0.1
Average/kJ mol

−1 239.7 234.3 216.8 216.8
Standard devia-

tion kJ mol
−1

5.4 14.5 0.7 1.5
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curves with the corresponding four baselines are shown in 
Fig. 2, further demonstrating that the arbitrary choice of the 
integration region as only a minimal effect on the results.

pyDSC was also applied to correct the calorimetric output 
from DSC experiments performed on very diverse systems 
on other instruments. In particular, in Fig. 3, pyDSC was 
applied for the correction of data stemming from the micro-
DSC III from Setaram and from the DSC 2920, nano DSC, 
and Multicell DSC from TA-Instruments. The curves refer to 
the melting of isopropylpalmitate in a mixture of surfactant 
and alcohols [8], to the melting of Indium, to the thermal 
transition within self-assembled fibrils [5], and to the ther-
mal denaturation of a protein [23] (See figure caption and 
corresponding references for further details).

Finally, it is useful to recall that the trustworthiness of 
the microcalorimetric data does not depend only on the data 
correction and baseline subtraction procedures, but a regular 
instrument maintenance and calibration are equally essential 
[6, 9].
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Fig. 2   Apparent heat capacity recorded for a 8 mass% aqueous solu-
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with the corresponding baselines, determined assuming a peak tem-
perature interval of 18–50  ◦ C (baseline 1), 17–51  ◦ C (baseline 2), 
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Fig. 3   Raw heat capacities (full 
lines) and calculated baselines 
(dashed lines) for different DSC 
curves. In particular, a the melt-
ing of Isopropylpalmitate in the 
presence of butanol and a poly-
oxyethylene glycol oleic ether 
nonionic surfactant, recorded 
on a multi-cell DSC from TA-
Instruments (see Ref. [8] for 
full details on the system); b the 
melting of Indium, recorded on 
a DSC 2920 from TA-Instru-
ments; c the melting of fibrils 
made from the supramolecular 
polymerization of a �-donor �
-acceptor monomer, recorded on 
a Setaram micro-DSC III (see 
Ref. [5] for full details on the 
system); d thermal denaturation 
of the orange carotenoid protein 
recorded on a nano DSC from 
TA-Instruments (see Ref. [23] 
for full details on the system)
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Conclusions

In this contribution, we present pyDSC a simple, python-
based script to treat differential scanning calorimetry data. 
The software is platform independent and freely usable. 
It offers a simple but robust and physically meaningful 
approach to evaluate the baseline in DSC experiments. 
Moreover, the raw DSC data can be corrected for the con-
tribution of the empty cells and the buffer, and their size 
reduced without loss of quality.

We anticipate that all these features will increase the 
robustness and reproducibility of the output of DSC experi-
ments across very different communities. In addition, we 
commit ourselves to keep the software up to date, and ask 
the scientific community for feedback and suggestions for 
further implementations. The source code is available free of 
charge under a GNU General Public License v3.0 (GPLv3).
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