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Introduction

In recent decades, tourism and leisure activities have experienced remarkable growth,
as more and more people use their spare time for these activities. The increasing ease
and speed of travel worldwide have significantly contributed to the prosperity of the
tourism sector, which has become one of the crucial sectors for the economic prosperity
of many regions in the world. The increasing importance of tourism boosts the need for
destination managers to have accurate information on the determinants and forecasts of
demand. Consequently, the study of tourist flows has attracted increasing attention from
both academics and practitioners.1

As will be discussed in Chapter 1, although tourism is a local activity, and reason-
ably would include an element of spatial dependence, the literature on this subject has
paid little attention to the spatial analysis of tourism demand (among others, see Deng
and Athanasopoulos, 2011; Yang and Wong, 2012; Marrocu and Paci, 2013; Yang and
Fik, 2014; Pompili et al., 2019). This thesis aims to enrich this new stream of literature
both methodologically and empirically. Its aim is to explore Italian tourism demand in
order to assess the competitive ability of Italian tourist destinations, while taking into
account the spatial features of tourism and information on both the origin and the desti-
nation of tourists.

To achieve this, firstly we explore the competitiveness of Italian destinations and
the presence of spatial spillover effects by means of the decomposition method of spa-
tial shift-share by proposing a new decomposition formula, and using it to decompose
spatial flows of tourists with both origin and destination information. The novelty of
the proposed spatially extended shift-share formulation is that gives us the possibility,
within a single formula, of assessing ’net’ spatial competitive and allocation effects at
both destination and neighbourhood level. The spatial competitive effects obtained from
this proposal can be considered as ’net’ because they take account of the influence of
industrial specialization.
Secondly, in the context of the Great recession, we explore the ability of Italian destina-
tions to resist and recover from crisis shock, taking into account the spatial features of
the phenomenon and both destination and origin characteristics. In doing so, we used

1See, Song and Li (2008) for a detailed review on tourism demand.



a Dynamic Spatial Panel Data (DSPD) model with common factors within the Origin-
Destination (O-D) framework, which is still a new practice in tourism research. Finally,
we explore if and how differences in destination resilience depend on industry structure
and the tourist vocation of Italian destinations.

The statistical analyses in Chapter 2 and Chapter 4 have been performed by using
the statistical software R. The estimations of the statistical models presented in Chapter
3 have been carried out by means of Matlab routines, whereas the explanatory analysis
and the graphs of results have been made using R.
The thesis has been structured as follows:

• Chapter 1. provides an overview of the main studies using a spatial approach
in the analysis of tourism demand. The first part of the chapter, beginning with
previous reviews on the topic (see, among others Song et al., 2019, 2012), pro-
vides a brief excursus on the main models used in the analysis of tourism demand,
highlighting the fact that little attention has been paid to the spatial dimension of
the phenomenon. The second part of the chapter focuses on the spatial models
and methods applied in tourism research. In this regard, we firstly discuss the
main modelling approaches employed in analyzing tourism demand, and distin-
guish between those falling into the destination-only setting (i.e. considering only
information on the destination) from those using an Origin-Destination (O-D) the-
oretical framework. The theoretical and empirical strategy followed throughout
the thesis fits into this latter stream of literature. Secondly, we discuss the devel-
opments of the decomposition approach of shift-share with particular attention to
spatial developments. This overview of the literature enables us to identify the
main gaps and to highlight the contribution of the thesis both methodologically
and empirically.

• Chapter 2. This chapter is a methodological and empirical contribution which ex-
plores the competitiveness of Italian tourist destinations (NUTS3 regions) and as-
sesses the presence of spatial spillover effects, taking into account both destination
and origin. In the first part, we briefly discuss the main shift-share formulations
to be found in the literature with particular attention to spatial developments, and
then discuss the proposed spatial shift-share formulation, highlighting the novelty
of its use. In the second part, an empirical application to inbound tourism demand
in the 110 Italian provinces (NUTS3 regions) is presented. We use data collected
by the Italian Institute of Statistics (ISTAT), from 2011 to 2014, on nights spent
by non-residents in Italian provinces by country of origin. To the best of our
knowledge, this is the first attempt to apply spatial shift-share analysis to dis-
entangle the contribution to growth of tourist competitiveness and specialization
at regional level from that of the neighbourhood. This application is interesting
from the spatial perspective, not only because spatial spillover effects can be ex-
plored, but also because shift-share analysis is applied to decompose spatial flows



accounting for information on both destination and origin. The analysis reveals
virtuous scenarios in Sardinia and other destinations in the South of the country,
as well as the regional advantage of well-known destinations in the North-East
and in the Centre-North of Italy. Furthermore, the analysis also enables the best
and worst-performing destinations to be identified.

• Chapter 3. In this chapter, we investigate the presence of spatial and temporal de-
pendence in Italian inbound tourism demand, and explore its main determinants.
In doing so, we carry out an econometric analysis based on the recently proposed
Dynamic Spatial Panel Data model with common factors (DSPD-WCF) (for re-
cent applications, see Halleck Vega and Elhorst, 2016; Ciccarelli and Elhorst,
2018; Elhorst et al., 2020), which is applied within the Origin-Destination (O-D)
framework. The model specification used in this chapter enables us to simultane-
ously account for spatial, temporal, and spatiotemporal features of tourist flows,
along with the presence of cross-sectional dependence and both origin and desti-
nation characteristics. The empirical analysis proposed in this chapter is based on
unilateral tourist flows in the 110 Italian provinces from 23 countries of origin, for
the period 2004-2017. Data used in this study are collected by the Italian Institute
of Statistics (ISTAT), and freely available. There are some novel aspects of this
analysis that are worthy of note. One is, that it is the first effort to apply a DSPD-
WCF within the Origin-destination framework to analyze Italian inbound tourism
demand. Another novelty is that, the model specification enables us to obtain
spatial spillovers which are straightforward to interpret. Finally, we are able to
assess tourist attractiveness at regional level accounting simultaneously for both
origin and destination characteristics, along with the presence of weak and strong
cross-sectional dependence. The empirical findings give us greater understand-
ing of spatial and temporal dependence in inbound tourist flows, as well as of the
presence of spatial spillover effects of some explanatory variables. The empiri-
cal evidence emerging from this study highlights the need for cooperation among
destinations, which is important because an integrated and coordinated plan for
tourism may improve the attractiveness of Italian destinations.

• Chapter 4. Here we provide an empirical analysis to evaluate the resilience of
Italian destinations to the Great recession shock and to explore the main determi-
nants of destination resilience. To do this, we adapted the theoretical framework
used by Doran and Fingleton (2018) to tourism. The chapter proposes a measure
of tourism resilience in terms of resistance and recovery. The former is the ability
of a destination to absorb the economic shock, whereas the latter is the ability of
such a destination to react to the adverse shock. These two quantities have been
measured by comparing actual tourist flows with counterfactual ones. Counter-
factual series represent the expected level of tourist flows in the absence of the



crisis shock, and they are generated based on the estimates of the model defined
in Chapter 3. The second step of the analysis consists of a regression analysis
to explore if and how industrial structure and tourism vocation affect destination
resilience. By looking at resistance and recovery jointly, the analysis enables us
to cluster destinations as resilient and not resilient. We find a varied group of 13
well-known cultural and coastal destinations that can be seen as ‘best’ in terms of
resilience. The regression analysis highlights the fact that a local concentration of
tourism activities and specialization have a positive effect on resistance and a neg-
ative effect on recoverability. In addition, the vocation of tourist destinations aids
resistance to the crisis, but may have negative effects on their ability to recover.

Finally, some concluding remarks, summarising the main empirical findings of the
thesis, have been reported. This thesis lends support to the idea that the spatial di-
mension is a key factor that needs to be accounted for in the analysis of tourism, and
that the complexity of the spatial dependence structure of tourism should be seen as
an opportunity, rather than a limitation. Neglecting the spatial dimension may lead to
serious estimation and inference issues, mainly related to misleading inference, ineffi-
cient estimates, and biased tests. Furthermore, taking into account the spatial dimension
brings important advantages from the empirical viewpoint. For example, spatial analy-
ses enable policy makers to understand the complex relationships between regions, as
well as the presence of spatial spillover effects, giving them a detailed picture of the
phenomenon. This is crucial information for policy makers, because it enables them
to plan policy strategies with potential spatial spillover effects in mind. Finally, taking
into account the spatial dimension enables us to have information on and account for
the spatial heterogeneity of destinations.



Chapter 1

An overview of the literature on spatial

analysis of tourism demand

1.1 Introduction

The notable increase in demand for tourism throughout the world over recent decades
has made the tourism industry one of the key sectors for economic growth in many parts
of the world. The increasing importance of the leisure sector has meant that Destination
Management Organizations (DMOs) need to have reliable information on the determi-
nants and forecasts of demand and their policy implications. As a consequence, tourism
demand modelling and forecasting are subjects of research that have attracted a great
deal of interest from both academics and practitioners (Song and Li, 2008).

According to the recent review by Song et al. (2019), more than 600 studies on the
subject have been published over in recent decades, most of these focusing on interna-
tional tourism demand.

Song et al. (2019) classified the methodological approaches to the analysis of tourism
demand into four categories, namely Time Series models, Econometric models, Artifi-
cial Intelligence (AI) based models, and Judgemental Methods. The first three are quan-
titative approaches, whereas the latter has been used in both quantitative and qualitative
analyses. As far as time series models are concerned, Song et al. (2019) divide them
into two sub-categories basic and advanced. Among the basic time series models, the
authors, include AutoRegressive (AR) models, Single Exponential Smoothing, Moving
Average (MA), and Historical Average. They find these models used frequently in the
literature, mainly due to both their ease of application and their ability to model histori-
cal data.

Advanced time series models include advanced exponential smoothing, different



types of trend analysis, and Box-Jenkins methods (e.g. ARIMA models). Various
ARIMA models can be found in the literature on tourism demand, accounting for more
than 60% of studies employing time series models (Song et al., 2019). The seasonal na-
ture of tourism led to the need for accounting for seasonality in the analysis of tourism
demand and Song et al. (2019) found that seasonality is accounted for in many of the
papers in their review, its importance being reflected in the increasing use of seasonal
ARIMA (SARIMA) and some basic time series models which account for seasonality
(termed seasonality-sensitive by the authors). Song et al. (2019) also noted some recent
developments based on ARIMA models applied in tourism research, like the ARFIMA,
the ARIMA-GARCH, and the SARIMA-In models.

As far as econometric models are concerned, the increasing interest in these models
animated the debate on the causal relationship between tourism demand and its main
determinants. Single static regression is the simplest econometric model, which was
employed in earlier studies to analyse tourism demand, and more recently has been
used as a benchmark model. The need to resolve problems associated with this basic
model and to account for the complex features of tourism demand led to the application
of more sophisticated econometric models. Of these, the Distributed Lag model (DL),
the Autoregressive Distributed Lag Model (ADLM), and the Error Correction Model
(ECM) have been applied to tourism research to account for inter-temporal dependence
in tourist flows. As noted by Song et al. (2019), both the ADLM and the ECM play an
important role in the analysis of tourism demand, and half of the studies in their review
employing econometric models used the ADLM and the ECM models. In order to ac-
count for inter-temporal dependence in multiple time series, the Vector AutoRegressive
model (VAR) and the Vector Error Correction Model (VECM) have been applied to the
tourism field. In their comprehensive review, Song et al. (2019) identified 27 papers
employing these models.

Additionally, among the econometric models, panel data regression can also be used
to analyze tourism demand, but as noted by Song et al. (2019) their use in tourism is
still relatively rare. In the econometric approach, an important issue is the selection of
the variables to use in the model. There are two main approaches to their selection,
the specific to general, and the general to specific. The former starts with the estima-
tion of the simplest model specification and then proceeds with the testing of additional
explanatory variables. The latter starts with the estimation of the most general model
specification and then, step by step, nonsignificant variables are deleted from the model
until the specification is satisfactory. Song et al. (2019) found the specific to general
approach has been the traditional choice in tourism demand forecasting with the general
to specific approach being a relative newcomer.

The third category identified by Song et al. (2019) is Artificial Intelligence (AI)
models. These are data-driven techniques with good forecasting ability in the case of
complex data structure for which relationships among data are unknown. AI-based



techniques have been criticised for their lack of theoretical foundation and explanatory
ability. Nevertheless, they are widely used to forecast tourism demand. Among the
most commonly used are the Support Vector Regression (SVR), the fuzzy time series,
the rough sets approach, the grey theory, and Artificial Neural Networks (ANNs). Of
these, the latter is the most widely used in tourism research, with different models being
proposed over the years including, the MultiLayer Perception (MLP), the Radial Basis
Function (RBF), and the Elman network.

The fourth category of approaches to the analysis of tourism demand is the judge-
mental method. Song et al. (2019) found that, in the field of tourism, the two most
widely applied techniques are Delphi methods and scenario building. The Delphi method
has recently been employed to address new research questions such as rural tourism
planning, to find indicators for sustainable tourism, and to measure the impact of eco-
nomic crises on tourism demand. Song et al. (2019) also point out that some empirical
studies revise quantitative forecasts with the Delphi method while some others combine
time series and forecasts from econometric models with Delphi surveys and scenario
analysis to improve the accuracy of their results.
Song and Li (2008) stated that “There has not been a panacea for tourism demand fore-
casting” (p. 203) and indeed Song et al. (2019) found 24 studies that use combined
and hybrid models to improve forecasting results. They noted that most of these studies
have been published since the late 2000s, and the majority of them show that combined
and hybrid models perform better than other models. They expect that in the future
combined and hybrid models will attract more attention in tourism research. In their
2019 work Song et al. also traced the historical development of forecasting methods.
During the 1960s and 1970s, the simple regression method was primarily used and the
focus was on determinants of tourism demand. During the 1980s, researchers started to
consider the time series perspective of tourist flows, and in the 1990s the application of
advanced time series models increased. During the 2000s, econometric models, artifi-
cial intelligence based models, and combined and hybrid methods became very popular.
Since the 2010s, the advanced time series and econometric models have been the most
widely used in tourism demand forecasting.
Although the study by Song et al. (2019) is a well-structured and exhaustive review, it,
as in the previous study by Song et al. (2012), neglects the flourishing literature focus-
ing on the spatial dimension of tourism demand. In addition, Deng and Athanasopou-
los (2011) noted that the two important and comprehensive reviews on the analysis of
tourism demand by Li et al. (2005), and Song and Li (2008) also do not mention empir-
ical studies using spatial methods and models to analyse tourism demand.
That appears paradoxical since tourism is a local activity, and hence, tourism flows in
one territory are likely to be strongly dependent on its amenities and on tourism demand
in neighbouring destinations. For instance, tourists tend to visit multiple neighbouring
destinations to maximise their experience and to reduce travel costs and distance. Con-



sequently, it is reasonable to think that the spatial dimension could play an important
role in the analysis of tourism flows, and therefore, that the attractiveness of one des-
tination can benefit from spatial spillover effects (see among others, Yang and Wong,
2012).
Recently, in the light of these considerations, spatial econometrics literature has received
increasing attention in regional studies. The increasing popularity of spatial economet-
rics has led to a growing interest in the application of spatial models in tourism research.
Indeed, recent studies employing spatial models, have confirmed the presence of spa-
tial spillover effects in tourism and the importance of taking into account the spatial
dimension in tourism demand modelling and forecasting (see among others Deng and
Athanasopoulos, 2011; Marrocu and Paci, 2013; Yang and Fik, 2014; Yang and Zhang,
2019; Xu et al., 2020).
Furthermore, spatial econometric models are helpful to policy makers in drawing up
tourism policies at both the national and local level. Modelling spatial effects enables
the presence of spatial spillovers to be investigated, which in the case of tourism de-
mand, means exploring if and how a destination could benefit from the presence of
highly attractive destinations in the neighbourhood. This information enables policy
makers to plan a more efficient regional strategy. For example, in the presence of pos-
itive spatial spillovers among destinations in a given area, policy makers might decide
in favour of a cooperation strategy to improve the attractiveness of the entire region.

In the light of the above considerations, the aim of this chapter is to provide a struc-
tured overview of the main studies that use a spatial approach to the analysis of tourism
demand.

Beginning with previous reviews on the topic (see among others Song et al., 2019,
2012), the chapter aims to integrate the existing literature by offering a focus on the
main approaches to the analysis of tourism demand from a spatial perspective. Firstly,
the chapter introduces the main spatial modelling approaches used, and then focuses on
the decomposition approach (i.e. the Shift-Share Analysis, SSA) drawing attention to
its development in a spatial perspective. We focus also on studies using the decompo-
sition method of shift-share since it enables us to analyse tourist flows according to an
Origin-Destination (O-D) perspective.

This analysis has been carried out so as to identify the main gaps in the literature in
order to highlight the methodological and empirical contribution of this thesis.

The rest of the chapter is structured as follows. Section 2 presents the sample of
the analysed studies. In Section 3, we introduce and describe the main spatial models
used in the literature to analyse tourism demand and examine the main developments of
the spatial method of shift-share.



1.2 Sampling the literature

To identify the key studies on tourism demand a detailed search of various databases
has been carried out, including Scopus, Google Scholar, as well as citations from pub-
lished studies. Different key words have been used to select papers employing spatial
models in tourism demand modelling and forecasting such as Spatial models for tourism
demand, Tourism demand spatial modelling, Spatial effects in tourism demand, Spatial
spillovers in tourism, and Spatial models of tourism flows. After the exclusion of all the
review papers, no-tourism, and no spatial analysis, we found 24 articles which explicitly
consider spatial effects in the analysis of tourism.
In Table 1.1 a summary of the main characteristics of the studies has been reported; viz.
scope of the analysis, applied model, explanatory variables, etc.
As far as shift-share analysis is concerned, the following key words have been consid-
ered: ‘Spatial shift-share in tourism’, ‘Spatial shift-share analysis and tourism demand’,
‘tourism competitiveness and spatial shift-share’. Our search yielded eight papers using
spatial shift-share analysis of tourism.
Table 1.2 sketches out the main features of these articles. A more detailed description of
the models and the SSA method applied to the analysis of tourism demand is reported
in Section 3.
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1.3 Spatial models of tourism flows

As can be seen in Figure 1.1, the studies using a spatial perspective of the analysis
of tourism demand can be classified into two main streams based on whether or not they
use information on the origin and destination of tourists simultaneously. The first (on
the right of Figure 1.1) consists of spatial models that include only the information on
the destination of tourists but ignores their place of origin whereas the second stream of
literature (on the left of Figure 1.1) takes into account both origin and destination.

Including the origin of tourists in the analysis of tourism demand is crucial because
what is being analyzed are spatial flows of people moving from an origin to a destina-
tion. Therefore, information on both source and target countries are extremely important
in understanding patterns of tourist flows. It should be noted that socio-economic con-
ditions of the destination and origin are also important, since in the context of tourism
the former act as pull factors, while the latter are push factors. Another reason why the
origin characteristics of tourists are important is because tourists coming from the same
place tend to share social and cultural values (e.g. religion, lifestyle, culture, etc.), and
hence, could have similar preferences in their choice of holiday destination.

Figure 1.1: Spatial models of tourism demand

Each of the two streams of literature can be further divided into two sub-categories
according to the kind of data used. The first consists of spatial models using cross-
sectional data, while the second is made up of spatial models built on the basis of the
traditional panel data setting. There are some advantages in using panel data over the



cross-sectional setting. Spatial panel data consist of a set of spatial units (typically
geographical regions) observed over time, which means they contain much more infor-
mation than simple time-series and cross-sectional data, and often have fewer problems
of multi-collinearity. The use of panel data increases degrees of freedom, leading to
greater efficiency in the estimation of parameters. Finally, another important advantage
of using panel data is that it allows more sophisticated hypotheses to be explored than a
cross-sectional approach does.

As regards the importance of taking into account the characteristics of the country
of origin, it is worth noting that this has been considered not only from a modelling per-
spective but also using other quantitative methods which have included this information
in their analysis. Among those which have done so is the accounting method of Shift-
Share Analysis (SSA), commonly used to decompose the source of economic change
(e.g. change in employment), but, in this case, applied to tourism research. Its appli-
cation in tourism is still limited, as noted by Yun and Yang (2008) in their review on
shift-share analysis and its application to tourism. For an application of SSA to tourism,
see Sirakaya et al. (1995); Alavi and Yasin (2000); Fuchs et al. (2000); Sirakaya et al.
(2002); Yasin et al. (2004); Toh et al. (2004); Yun et al. (2007); Zuo and Huang (2020).
Some studies using the shift-share technique on information on both origin and desti-
nation can be found in the literature, and most focus on international inbound tourism
demand. In these studies, countries of origin take the place of the different industrial
sectors in the original applications of SSA. For example, Alavi and Yasin (2000) use
the Esteban-Marquillas (1972) shift-share formulation to decompose tourism demand
growth in four destinations in the Middle East from six regions of origin in the world.
Fuchs et al. (2000) employ the shift-share method to explore the competitive advan-
tage of five Asian regions in attracting tourists from the six most important European
and American regions in terms of tourism to Asia (i.e. South America, North Amer-
ica, Northern Europe, Central-Eastern Europe, Southern Europe, and Western Europe).
Yasin et al. (2004) use shift-share to decompose the growth in international tourist ar-
rivals to five European destinations (France, Spain, Italy, Greece, and Portugal) from
four main areas in the world (Europe, the Americas, Eastern Asia and Oceania, Oth-
ers). Toh et al. (2004) perform a two-stage shift-share analysis of the growth of tourist
arrivals to Singapore. The first stage of the study consists of the decomposition of the
growth of tourist flows to Singapore from 15 countries of origin from 1995 to 2000.
They then compare these results with those of the main competing destinations (Thai-
land, Malaysia, and Hong Kong). In the second stage, the authors apply the shift-share
technique to explore the components of tourist arrivals in Singapore classified by the
purpose of visit where the latter takes the place of industrial sectors.

The main advantage of employing shift-share analysis within the origin-destination
approach is that it enables the sources of change in tourism flows to be explored, taking
into account the information on both origin and destination. Nevertheless, the spatial



dimension of tourism within the shift-share approach has still been neglected. We find
only one study that uses this approach Yun et al. (2007). The authors used the spatial
shift-share formulation proposed by Nazara and Hewings (2004) to explore the compet-
itiveness of Jiangsu province in China compared to neighbouring regions.

A detailed review of SSA and its development from a non-spatial to a spatial for-
mulation will be presented in Chapter 2. In the following sub-Section, however, a de-
scription of the spatial models in the destination and origin-destination setting will be
presented.

1.3.1 Destination-only setting

Spatial models that only consider the destination have been the most popular among
researchers over the past decades. Indeed, more than 60% of the reviewed papers fall
into this category. Most of the studies in this stream of literature employ spatial panel
data, the use of cross-sectional data seems being relatively limited. Only the study by
Romão and Saito (2017) analyses the spatial effects of tourism performance by using
cross-sectional data from 46 prefectures in Japan for the year 2010.

Studies using spatial panel models, can be divided into two main categories on the
basis of the scope of the analysis, viz., forecasting studies or explanatory and/or causal
studies. The use of spatial forecasting models in tourism literature is still limited and
recent. These kinds of models embed the spatial dimension in the traditional time series
models to improve forecasting accuracy. In this stream of literature, the pioneering study
of Yang and Zhang (2019) considers a spatial-temporal autoregressive model to forecast
tourism demand in China and includes the spatial and time lag of the dependent variable
(tourist arrivals). The recent paper of Jiao et al. (2020) takes another step forward by
considering an autoregressive space-time model incorporating both spatial dependence
and spatial heterogeneity. This model includes the time lag of both the dependent vari-
able and errors, the spatial lag of both the dependent variable and error component and
the spatial-temporal lag of the dependent variable. Both the above-mentioned studies
find that incorporating spatial effects can lead to an improvement in forecasting accu-
racy, highlighting the importance of doing further research in this direction.

The main goal of explanatory studies, on the other hand, is to explain the com-
plex relationships between tourism demand and its determinants, taking into account
the spatial dimension of the phenomenon. Of the sampled literature, 13 papers carry out
explanatory analyses. In this stream of literature, the Spatial Durbin Model (SDM) has
played very a highly significant role, with 5 out of the 13 studies employing it.
The SDM includes both the spatial lag of the dependent variable and of the explanatory
variables (exogenous interaction effects). The main advantage of this model is the pos-
sibility of having fully flexible spillover effects due to the inclusion of the spatial lag of
explanatory variables (WX) (see Halleck Vega and Elhorst, 2015).



Another modelling specification, used in three of the papers, is the Spatial Autore-
gressive Combined model (SAC or SARAR). This model specification includes both
endogenous interaction effects (spatial lag of the dependent variable) and interaction
effects among errors. The main weakness of the SAC model with respect to the spa-
tial Durbin model is the fact that spatial spillovers computed from this model are not
completely flexible, because the spatial lag of explanatory variables is not included, and
therefore the ratio between spatial spillover effects and direct effects is constant over the
explanatory variables.

Some studies using simpler spatial econometric models can also be found in the
literature. For example, Yang and Wong (2012), and Deng and Hu (2019) use a sim-
ple Spatial Autoregressive model (SAR) to analyze spillover effects in inbound and
outbound tourism demand in China. The SAR model does not have flexible spatial
spillovers thought, and the ratio between spatial spillovers and direct effects is the same
for all X variables, as in the SAC model.

Another simple way to model spatial effects is a Spatial Error Model (SEM). Zhang
(2009) uses a SEM to investigate the determinants of inbound tourism demand for 31
provinces in China during the years 1989-2005. However, since the SEM model only
includes spatial interaction effects of errors, it does not allow the presence of spatial
spillover effects to be assessed.
The use of Dynamic Spatial Panel Data models (DSPD) is still a new practice in the
analysis of tourism demand with a destination perspective. The DSPD model includes
the time and the spatio-temporal lag of the dependent variable (Yt�1 and WYt�1 respec-
tively). The inclusion of this information in the model means an assessment can be
made of the presence of serial dependence between observed values of each spatial unit
(time effect) and the presence of spatio-temporal effects, that is the effect due to past
values of the dependent variable in neighbouring regions. Liu (2020) adopts a DSPD
model for solving the ambiguity of the lagged dependent variable in tourism demand
literature. Resorting to the economic theories of internal and external habits, the author
obtains estimations of habit persistence and word of mouth effects. As noted by the
author, the word of mouth effect (external habit) has attracted little attention in tourism
research. However, disregarding this effect could lead to erroneous policy conclusions
and implications. As recognized by Liu (2020), the results of its study are biased due
to the omission of the spatial lag of the dependent variable at the same year (WYt). This
result is a boost to further research on the word of mouth effect in tourism demand.

1.3.2 Origin-Destination setting

As stated in the introduction, since the information on the origin of tourists is
very important in the analysis of the phenomenon, spatial interaction models (Origin-
Destination or gravity) have been often used in the analysis of tourist flows. These



models enable both demand and supply factors affecting tourism demand in a destina-
tion to be taken into account (see e.g. Pompili et al., 2019).

The spatial interaction model was proposed in the seminal work of Tinbergen (1962)
for analyzing international trade flows. In this initial formulation, international trade
flows between two regions depend on the economic size of the regions, and on the dis-
tance between them with an inverse law. The simplest formulation reads as follows:

yi jt = a
Xb1

it Xb2
jt

db3
i j

(1.1)

where yi jt represents the trade flow between origin i and destination j at time t. Xit
and Xjt are the sizes of the two regions at time t, and di j is the distance between origin
and destination. ei jt is the error term. Since its first application, the gravity model has
attracted attention in different research fields such as trade, migration, and tourism.

The use of gravity models in the analysis of tourism is subject to the assumption that
tourist flows from an origin to a destination depend on the size of the two locations and
inversely depend on the distance between origin and destination.
However, the use of spatial interaction models in tourism research was criticized due
to its lack of theoretical justification (Uysal and Crompton, 1984). Based on the utility
theory, Morley et al. (2014) provide a theoretical background to the application of grav-
ity models in the analysis of tourist flows. After the theoretical foundation of gravity
models in the field of tourism was proposed, these models became extremely popular
in tourism research (see among others, Chasapopoulos et al., 2014; Deluna and Jeon,
2014; Park and Jang, 2014; Santeramo and Morelli, 2016; Porto et al., 2018; Yazdi and
Khanalizadeh, 2017; Cafiso et al., 2018; Tatoglu and Gul, 2019; Harb and Bassil, 2020).

Since the attractiveness of tourist destinations depends on different factors (e.g. nat-
ural and cultural resources, climate, transportation infrastructures, political stability,
etc.), the original formulation of gravity models could not explain the complex relation-
ship between tourism demand and its determinants. Hence, the ‘augmented’ version of
gravity models appeared in the literature, becoming very popular in tourism economics
(see among others, Khadaroo and Seetanah, 2008; Yang et al., 2010; Massidda and Etzo,
2012; Deluna and Jeon, 2014; Porto et al., 2018). The ‘augmented’ gravity model adds
additional explanatory variables to the classical formulation to take into account the ef-
fects of demand determinants. Over the years, advanced econometric formulations have
been developed, as noted by Park and Jang (2014) the most widely used being fixed
effects and dynamic panel models.

Over the past two decades, gravity models have been further extended to include spa-
tial effects and these spatial gravity models have gained increasing popularity in tourism
literature. The main advantage of these models is that they can take into account the spa-
tial dimension of the phenomenon, allowing the presence of spatial spillover effects to



be identified, so that more accurate policy conclusions can be drawn.
The literature on tourism demand employing spatial gravity models can be divided

into two categories, studies using cross-section data, and those using spatial panel data.
The first category has attracted more attention in the literature. In the sampled litera-
ture, among the eight studies using spatial gravity models, five papers employ cross-
section data. Most of the studies in this category focused on the analysis of domestic
bilateral tourist flows. These consist of both intra-regional and inter-regional flows,
and therefore, each geographical unit represents both origin and destination. Among
cross-sectional studies, the most popular econometric specification is the Spatial Au-
toregressive model (SAR) with gravity structure, which accounts for only endogenous
interaction effects (WY), and does not allow spatial spillovers to be flexible.
Two exceptions are Pompili et al. (2019) and Alvarez-Diaz et al. (2020). The former
explores the determinants of Italian international (inbound) tourism demand using a spa-
tial Durbin model with an origin-destination structure and cross-sectional data for the
110 Italian provinces (NUTS3 regions). One advantage of this model is that it has fully
flexible spatial spillover effects. The study by Alvarez-Diaz et al. (2020) compares the
linear gravity model with different spatial econometric versions (including SAR, SDM
and SLX) to explore determinants of domestic tourism demand in Spain and finds that
the spatial Durbin formulation outperforms the simple gravity model.

In the sample of the analyzed literature, the studies employing spatial panel gravity
models are still limited and relatively recent. We find only three papers employing these
models to analyze tourism demand. For example, Deng and Athanasopoulos (2011) use
a dynamic spatial autoregressive panel model with an origin-destination structure to an-
alyze both domestic and international tourism flows in Australia. The model accounts
for both temporal and spatial dependence. The authors also allowed spatial dependence
to be different between capital and non-capital cities. However, one limitation of this
study is that spatial spillover effects are the same for all explanatory variables.

Patuelli et al. (2013, 2014) applied a Spatial Lag of the X (SLX) model within the
origin-destination framework to analyze Italian domestic bilateral tourist arrivals. The
authors, following Silva and Tenreyro (2006), estimate a Poisson-type model, but em-
ploying a negative binomial estimator to account for overdispersion. The SLX formula-
tion allows for flexible spatial spillovers, but does not account for endogenous interac-
tion effects. Therefore, since more advanced spatial econometric models with a gravity
structure have been applied in the cross-sectional setting, further research is needed for
spatial panel data.

This thesis aims to enrich the existing spatial literature on tourism demand mod-
elling within the origin-destination setting from both a methodological and empirical
viewpoint. From an empirical point of view, the thesis aims to explore the international
tourism demand of the 110 Italian provinces in order to evaluate their ability to be com-
petitive.



From a methodological point of view, the thesis firstly proposes a new formulation
of spatial shift-share analysis to explore the spatial competitiveness effects of inbound
tourism demand in the Italian provinces. The novelty of the proposed spatially extended
shift-share formulation is the fact that, within a single formula, ‘net’ spatial competi-
tive and allocation effects at both destination and neighbourhood level, can be assessed.
The spatial competitive effects obtained from this proposal can be considered as ‘net’
because they take account of the influence of industrial specialization. Therefore, com-
paring the two spatial competitive effects, it is possible to assess the presence of spatial
spillovers in tourism attractiveness, and identify the best and worst-performing destina-
tions. A further interesting feature of this proposal is the application of spatial shift-
share analysis to tourism flows with information on both the origin and destination of
tourists. To the best of our knowledge, this is the first attempt to apply spatial shift-share
analysis to origin-destination tourism flows.

Secondly, in line with the literature on tourism demand modelling through spatial
origin-destination models, I propose a model-based approach to evaluate the ability of
Italian tourist destinations to cope with the recent economic/financial crisis, the so-
called ‘Great recession’, and to explore the determinants of recoverability from it. I
therefore, propose an advanced spatial econometric panel model to analyse inbound
tourism demand in the 110 Italian provinces. More precisely, a Dynamic Spatial Panel
Data (DSPD) model with common factors within the gravity setting has been defined.
The proposed model, at the same time, accounts for serial correlation effects (time lag
of the dependent variable), spatial endogenous effects (spatial lag of the dependent),
spatial exogenous effects (spatial lag of covariates), and spatio-temporal effects (spatial-
temporal lag of the dependent, i.e. WYt�1). This model formulation enables spillover
effects to be fully flexibles. Moreover, the model includes origin and destination fixed
effects accounting for the impact of factors affecting tourism demand that are fixed over
time for both origin and destination, and common factors to take into account the pres-
ence of cross-sectional dependence in tourism flows. As Doran and Fingleton (2018)
did for exploring the US employment, based on the ‘couterfactual’ prediction of tourism
demand in the post-crisis period, I explore and evaluate the ability of Italian tourist des-
tinations to cope with the crisis by using resistance and recovery measures. Finally, I
assess if and how tourism resilience depends on the characteristics of a destination.

The new formulation of spatial Shift-Share Analysis and its applications will be
presented in Chapter 2. Chapter 3 reports the specification and the estimations of the
DSPD model and Chapter 4 defines a measure of tourism resilience, and explores its
main determinants.



Chapter 2

A New Spatial Shift-Share

Decomposition: An Application to

Tourism Competitiveness in Italian

Regions

2.1 Introduction

Shift-share analysis (SSA) is an accounting approach commonly used by regional
analysts to explore the source of economic change at regional level.1 It was initially
developed to look at the change of standard economic variables like employment or
value added (see, among the most recent contributions, Bianchi and Biffignandi, 2018).

Since results obtained from it have practical applications and are useful to policy
makers, this tool has more recently been applied to many other fields such as produc-
tivity (Esteban, 2000; Ezcurra and Pascual, 2007; Le Gallo and Kamarianakis, 2011;
Mussini, 2018), firm demography (Cheng, 2011; Espa et al., 2014; Piacentino et al.,
2017b), traditional demography issues like fertility (Franklin and Plane, 2004) and mi-
gration (Plane, 1987, 1992), and tourism (Sirakaya et al., 1995; Alavi and Yasin, 2000;
Fuchs et al., 2000; Sirakaya et al., 2002; Yasin et al., 2004; Yun et al., 2007).
On the basis of Dunn’s seminal work (Dunn, 1960), SSA decomposes the difference

1The debate on the accounting approach vs. regression approach is a longstanding one. There are ad-
vantages and disadvantages to both approaches. One of the most important advantages of the accounting
approach is that it can avoid imposing a given causality direction in the relationship under study, which is
necessary in the regression approach. This point could be crucial when economic and social phenomena
are investigated, as noted by Espa et al. (2014) in the case of business change.



in growth between each region and the national average into two components identi-
fying whether the region is performing uniformly better than average in all industries
and whether it is specialized in fast-growing sectors. Since its first application, SSA
has come under fire for various reasons, leading the scientific debate towards two main
lines of research. One proposes alternative methods and models within the SSA frame-
work in order to provide a theoretical justification for shift-share analysis and to test
quantitatively hypotheses about changes in the variable of interest (the so-called econo-
metric SSA) (see Sakashita, 1973; Emmerson et al., 1975; Berzeg, 1978; Theil and
Gosh, 1980; Haynes and Machunda, 1988; Marimon and Zilibotti, 1998; Toulemonde,
2001; Dogru and Sirakaya, 2017; Firgo and Fritz, 2017). The other focuses on alter-
native formulations of the conventional SSA in order to decompose the components of
regional growth in a clearer way (see among others Esteban-Marquillas, 1972; Barff
and Knight III, 1988; Nazara and Hewings, 2004; Mayor and López, 2008; Espa et al.,
2014).
Our study fits into this latter stream of literature; it proposes a reinterpretation of spa-
tial shift-share that enables the competitive and allocation effects to be computed (both
components are defined below) at regional and neighbourhood level. Drawing on two
of the cornerstones of SSA literature, the work of Dunn (1960) and that of Esteban-
Marquillas (1972) our study proposes a refinement of spatial shift-share measures. The
proposed reformulation of spatial shift-share analysis is here applied to inbound tourism
in the Italian regions to investigate their competitiveness.

Although SSA is a technically simple procedure that enables us to accurately capture
the underlining changes in the variable under consideration, it has not been widely used
in the field of tourism (Yun and Yang, 2008) and only a few studies use SSA to explore
tourist destination competitiveness (Dogru et al., 2020; Sirakaya et al., 2002; Yun et al.,
2007). Among them, only the study by Yun et al. (2007) proposed and applied a spatial
formulation of SSA in an investigation of the competitiveness of international tourism
in Jiangsu province. This finding is somewhat surprising as spatial spillover effects
in tourism are extremely clear-cut and significant. It is to be expected that tourists
holidaying in a specific region are likely to spend a couple of nights visiting tourist sites
in neighbouring regions. Hence, the competitiveness of a tourist destination depends on
its ability to attract tourists, but also on the attractiveness of its neighbours.

Our contribution to tourism literature is in this field, focussing on tourism spatial
competitiveness and providing an evaluation of competitiveness at regional level by
means of a spatially extended shift-share analytical approach. This proposed formula-
tion of spatial SSA enables tourism competitiveness at both regional and neighbourhood
level to be assessed. Finally, our proposed application is interesting not only from a spa-
tial perspective, but also from a modelling perspective because SSA is here applied to
decompose spatial flows taking into account information on origin and destination.2

2Seminal works on applying SSA to spatial flow data are Plane (1987, 1992). However, these studies



To this end, we use data collected by the Italian Institute of Statistics (ISTAT) on
nights spent by country of origin in Italian NUTS3 regions (i.e. provinces) between
2011 and 2014. At least to our knowledge, we are the first to apply spatial shift-share
analysis to tourism demand in order to disentangle the contribution to the growth of
regional tourist competitiveness and specialization from that of the neighbourhoods.3
The analysis reveals virtuous scenarios with positive competitive and allocation effects,
as well as positive spatial spillovers. About 50% of Italian tourist destinations are able to
grow faster than their neighbours (i.e. positive regional competitive effect), and among
them a significant number of destinations are also attractive to the international market
(i.e. positive regional allocation effect).

The rest of the chapter is organized as follows. Section 2 provides a brief overview
of SSA. Section 3 describes our spatial shift-share decomposition in comparison with
previous versions. Section 4 includes data description, preliminary evidence and empir-
ical results. Finally, in Section 5 some concluding remarks are reported.

2.2 Scope of the analysis: A brief overview of SSA

In Dunn’s original formulation of SSA (Dunn, 1960), the change of an economic
variable is decomposed into three components: the national-share to measure the contri-
bution of the business cycle, the industrial-mix to measure the contribution of economic
specialization and the regional-shift to measure that of regional competitiveness. While
the interpretation of the first two components is relatively straightforward, the third is
less simple to interpret. This is due to the fact that it incorporates various factors such as
regional industrial specializations or influence from neighbours, viz. it cannot be seen
as a net effect.4

To overcome these drawbacks, the literature has moved in different but not mutu-
ally exclusive directions. It has proposed decomposing the regional-shift into two sub-
components so as to isolate the influence of regional industrial specializations and thus
to obtain a net measure of regional competitiveness. The most important contribution
in this direction was certainly that of Esteban-Marquillas (1972). Using the concept of
the homothetic variable, he measured the magnitude of a given regional economic vari-
able assuming that the regional industrial structure was equal to the national one. The
homothetic variable allows the regional-shift component to be filtered, thus obtaining a

neither embed the Esteban-Marquillas (1972) homothetic variable, nor consider the spatial structure of
flows inside the shift-share decomposition. We would like to thank an anonymous Referee for their
suggestion to make this aspect clear.

3See Yun et al. (2007) and Dogru et al. (2020) for applications of SSA framework in tourism compet-
itiveness.

4This criticism of traditional shift-share analysis was highlighted by Rosenfeld as far back as 1959
when the method was first introduced to the scientific community (Rosenfeld, 1959).



net measure of regional competitiveness as well as an allocation effect measuring the
ability of a region to exploit its industrial specialization.

More recently, however, the literature has endeavoured to explicitly take into account
the spatial structure of data inside the shift-share decomposition. This would allow
potential spatial spillovers from neighbouring regions to be measured. The first attempt
in this direction was that of Nazara and Hewings (2004), who proposed a spatial version
of Dunn’s method.

An alternative way of controlling shift-share analysis for the neighbourhood influ-
ence was suggested by Mayor and López (2008) whose approach is based on the idea
of the homothetic variable introduced by Esteban-Marquillas (1972). They measured
the magnitude of a regional economic variable assuming the industrial structure of the
nation and that of the neighbourhood. Specifically, they assessed the neighbourhood
influence (i.e. spatial spillovers) looking at the ‘size’ of its economy but not at its dy-
namics as Nazara and Hewings (2004) had done earlier, viz. introducing the spatial
structure in the regional growth rate. On the other hand, the formulation of Nazara and
Hewings (2004) does not allow us to distinguish between the neighbourhood and in-
dustrial specialization effects. Both of these approaches, as we have seen, are limited
in that they do not allow us to evaluate whether regional economic change is subject to
neighbourhood influence or is exclusively due to regional competitiveness.

Hence, results from these two spatial formulations of shift-share analysis are not
unequivocal. These problems may be avoided or at least reduced using a more recent
spatial decomposition proposed by Espa et al. (2014), who propose measuring spatial
spillovers by looking not only at the comparison between a given region and its neigh-
bours but also by comparing the neighbours with the nation as a whole.
The idea is that spatial spillovers are occurring if the region performs better than its
neighbours but also if its neighbours perform better than the national average. If the
latter is not the case, we can conclude that regional competitive effects are occurring
without any neighbourhood influence.5
In addition, the Espa et al. (2014) formulation enables us to explore cases in which
there are some barriers (or ‘regional disadvantages’ as defined by the Authors) that do
not allow a region to absorb positive spatial spillovers. However, although the decom-
position by Espa et al. (2014) computes the competitive effect in a clearer way than the
other spatial versions, it neglects the influence of industrial specializations on regional
economic change.

The aim of this chapter is to rearrange and improve the formulation of Espa et al.
(2014) in order to solve this problem. By means of the spatial homothetic variable,
we propose a new decomposition of SSA that enables us to disentangle the competi-
tive effect from the industrial specialization effect. Our decomposition also allows net

5An interesting application of Espa et al. (2014) formulation to the changes in electricity consumption
can be found in Grossi and Mussini (2018).



competitive effects both at regional and neighbourhood level to be measured. Look-
ing jointly at the two competitive effects, we are thus able to evaluate the presence of
spatial spillovers related to a region with respect to its neighbours and its neighbours
with respect to the nation. Furthermore, our decomposition enables allocation effects
at both regional and neighbourhood level to be measured; hence, we are able to say
whether a region is not only competitive but also whether it efficiently exploits its in-
dustrial specialization and, we can do the same for its neighbours. The formalization of
our proposal of spatial SSA will be presented in the next section.

2.3 Spatial shift-share analysis

2.3.1 Shift-share analysis in a traditional framework

The original formulation of shift-share analysis decomposes the regional economic
change into three components as follows (Dunn, 1960):

DXr = (XrT �Xrt) = Â
i

Xirtgn +Â
i

Xirt(gin �gn)+Â
i

Xirt(gir �gin) (2.1)

where gn is the national growth rate; gir is the growth rate of the region r in the sector
i; gin is the national growth rate in the sector i; Xirt is an economic variable measured in
the region r and in the sector i at time t.6

The first component, called national-share (NS), measures the influence of the busi-
ness cycle on regional economic change. The second component is called the industrial
mix (IM) and measures the sectoral composition effect. The third component, which is
known as regional-shift (RS), measures regional competitiveness.

The main goal of shift-share analysis is to measure the contribution to regional eco-
nomic change of a component specifically related to spatial features. To this end, the
first two components (NS and IM) filter the regional economic change so that the re-
gional effect (RS) is isolated.

However, the RS component cannot be seen as a net effect as it reflects many aspects
that influence regional economic change. For instance, one should isolate the influence
due to regional industrial specialization as well as that related to spatial spillovers in
order to obtain a more accurate measure of regional competitiveness. To overcome this
difficulty, different formulations of the shift-share method have been proposed.

The first important development was proposed by Esteban-Marquillas (1972), who
suggested decomposing the RS into two sub-components to isolate the net competitive
effect from the influence of regional industrial specialization. To this end, he introduces

6The growth rates (g) have been computed over the time span (t,T ), where t and T are the starting
and ending year, respectively.



the idea of the homothetic variable, X̂irt , which is defined as the value that X would take
in region r and in sector i at time t if the regional industrial structure were equal to that
of the nation:
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The decomposition by Esteban-Marquillas (1972) assumes the following form:

DXr = Âi Xirtgn +Âi Xirt(gin �gn)+
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(2.3)

where gn, gin, gir are defined above. In equation (2.3), the first two components
measure NS and IM effects as in the traditional approach, while the third and fourth
components measure the regional net competitive effect (RC) and the regional allocation
effect (RA), respectively. If RC is positive, one can conclude that regional competitive
effects are contributing to regional economic change. If both RC and RA are positive,
one can conclude that, in addition to regional competitive effects, regional allocation
effects are also occurring. This means that regions are allocating resources in sectors
where they are more successful. Therefore, RA can be interpreted as a measure of
regional industrial specialization.

2.3.2 Shift-share analysis in a spatial framework

More recently, the literature has developed SSA further to explicitly consider the
spatial structure of data and therefore to measure the potential influence from neighbours
to regional economic change. The first such proposal was from Nazara and Hewings
(2004), who suggested the following decomposition:

DXr = Â
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i

Xirt(gir � ğir) (2.4)

where:

ğir =
Âs wrsXisT �Âs wrsXist

Âs wrsXist
(2.5)

and s identifies the neighbours of the region r. In equation (2.5), ğir is the spatial
growth rate, and represents the growth rate of neighbourhood of r-th region in the i-th
sector; wrs is an element of the row-standardized spatial matrix W in which the inten-
sities of spatial spillovers, i.e. relations between a given region and its neighbours, are



measured.7 In equation (2.4), the first component is the traditional NS, the second mea-
sures a combined effect, and the third is interpreted by the Authors as a measure of
spatial spillovers. They conclude that spatial spillovers are occurring if the third com-
ponent is positive. In their view, the regional growth rate would be higher than that of its
neighbours as a consequence of spatial spillovers, i.e. the ability of the region to absorb
the positive influence of its neighbours.

This innovative decomposition proposed by Nazara and Hewings (2004) is how-
ever quite difficult to interpret as recently noted by Espa et al. (2014) because the third
component of equation (2.4) could be positive simply as a consequence of regional ad-
vantages without any spatial spillovers; viz. the region is a good performer while its
neighbours are bad performers.
Moreover, the second component measures a combined effect and for this reason its in-
terpretation may be difficult. To overcome these drawbacks, Espa et al. (2014) propose
the following spatial decomposition:

DXr = Âi Xirtgn +Âi Xirt(gin �gn)+

Âi Xirt(ğir �gin)+Âi Xirt(gir � ğir)

(2.6)

In equation (2.6), Espa et al. (2014) split the second component of equation (2.4) to
obtain two simple effects. In this way, the Authors provide a more accurate interpreta-
tion of spatial spillover effects based on the last two components of equation (2.6). The
third component, that they term Neighbour-Nation Regional-Shift (NNRS), compares
the neighbours of a generic region r with the nation as a whole, while the last one, the
Region-Neighbour Regional-Shift (RNRS), compares the region r with its neighbours.
Only if both components are positive, can one conclude that spatial spillovers are occur-
ring. If RNRS is positive but NNRS is negative, the contribution to economic change is
only due to regional competitiveness.

An alternative formulation of the spatial shift-share method was developed by Mayor
and López (2008), who used a spatial homothetic variable (2.8) to assess the neighbour-
hood influence. They proposed the following formulation:

7W is an N ⇥ N spatial weights matrix whose positive elements describe the spatial relationships
among the spatial units in the sample. By convention, the main diagonal elements wii are set to zero. The
row-standardization is achieved by dividing each element of W by its row-sum. It leads to a matrix W with
rows that sum to 1. An alternative to the row-standardization is the matrix standardization, where each
element of W is divided by its largest eigenvalue (wmax). The main advantage of this latter procedure is
that the mutual proportions between elements of W matrix remain unchanged. The matrix standardization
is usually used in the case of inverse distance matrices, because row-standardization of inverse distance
matrix ( i.e. weights sum to 1) would cause this matrix to lose its economic interpretation of distance
decay.
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In equation (2.7), the third component measures the spatial competitive net effect
(SCNE) and the fourth is called by the Authors spatial locational effect (SLE). In equa-
tion (2.8), the expression on the left is the spatial homothetic variable, and represents
the extent the i-th sector in region r if the industrial composition of region r were com-
parable to its neighbours. The expression on the right is the spatial lag of the analysed
variable.

In this formulation, the presence of spatial spillovers is investigated by comparing
the value of the spatial competitive net effect with that of the competitive net effect
obtained by the decomposition of Esteban-Marquillas (1972). The assumption is that
spatial spillovers depend on the magnitude of the economy in the neighbourhood but
not on its dynamics, i.e. the growth rate, as assumed by Nazara and Hewings. For
these reasons, this spatial approach is introduced by the same Authors as an alterna-
tive to that of Nazara and Hewings (2004). Both approaches, however, do not allow
for a direct comparison between the contribution to economic change due to regional
competitiveness with that related to neighbourhood influence. If this comparison could
be made it would enable us to address important research questions in regional science
such as the presence of regional barriers which absorb spatial spillovers. The value of
this can easily be observed in the interpretative scheme provided by Espa et al. (2014).
From a regional science perspective, their approach seems to be more informative than
the others. However, it is not devoid of criticism. The most important is that spatial
competitive effects are influenced by corresponding industrial specialization effects, i.e.
they cannot be like net effects.

2.3.3 Shift-share analysis in a new spatial framework

In the light of the aforementioned considerations, our contribution aims to extend
the decomposition by Espa et al. (2014) in order to measure, within a single equation,
spatial competitive net effects and, at the same time, spatial allocation effects. We
propose then the following decomposition:
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In equation (2.9), the first two components are the National-Share (NS) and the
Industrial-Mix (IM), as in the original formulation. The third and fourth components
measure the net Neighbour-Nation Competitive Effect (NNCE) and the Neighbour-
Nation Allocation Effect (NNAE), respectively.8 If NNCE is positive, it means that
neighbours of region r outperform the nation as a whole, independently of their indus-
trial specializations. If both NNCE and NNAE are positive, it means that the neighbours
are also performing well in terms of the allocation of economic resources. In other
words, neighbouring regions have specialized growth sectors. Therefore, we would
conclude that region r can benefit from the presence of neighbours with competitive
and allocation advantages. Similarly, we can interpret the last two components as net
Region-Neighbour Competitive Effect (RNCE) and Region-Neighbour Allocation Ef-
fect (RNAE). Following Espa et al. (2014), we can conclude that spatial spillovers
are occurring if both NNCE and RNCE are positive (‘Net’ Neighbour Advantage). If
both NNCE and RNCE are negative, ‘Net’ Neighbour Disadvantages are occurring,
whereas, if NNCE is positive (negative) and RNCE is negative (positive) we can con-
clude that ‘Net’ Regional Disadvantages (‘Net’ Regional Advantages) are occurring (see
Figure 2.1).

In our case, we can also assert that these spatial effects are not dependent on in-
dustrial specializations but depend on other factors (e.g. infrastructures, institutions,
etc.).

Although this approach could be applied to a wide variety of fields, we focus here
on the case of inbound tourism in Italy. Specifically, we decompose the change over
the period 2011–2014 in the number of nights spent by tourists in Italian provinces

8The third component of Equation (2.6) in our version is decomposed into two simpler effects, i.e.
the NNCE and the NNAE: Âi Xirt(ğir �gin) = Âi X̂irt (ğir �gin)+Âi

�
Xirt � X̂irt

�
(ğir �gin). Similarly, the

fourth component of Equation (2.6) is decomposed into the components RNCE and RNAE.



Figure 2.1: Spatial Effects

(i.e. NUTS3 regions) and consider tourists’ countries of origin as different industries.
Therefore, we interpret the allocation effect as the ability of a region to attract a large
amount of tourism from countries of origin where there is strong growth towards that
region. If both RNCE and RNAE are positive, we then conclude that a region is not
only competitive in tourism with respect to its neighbours but is also highly specialized
in tourism.9 We define these regions as Best Performers (BP), i.e. regions that are not
only competitive in tourism but are also able to allocate resources in a more effective
way. This could be the case of destinations that are in the development or consolidation
stages of the life cycle. If RNCE is positive but RNAE is negative, we are observing a
region that is growing in tourism but is still not established; viz. it is in the involvement
stage. We define these regions as Potential Best Performers (PBP) (see Figure 2.2).

If RNCE and RNAE are both negative, we consider them as worst performers (WP),
while if RNCE is negative but RNAE is positive, they are classified as Potential Worst
Performers (PWP); these will doubtless be regions which try to attract tourists from
countries where they are not competitive. We can interpret the neighbourhood compo-
nents NNCE and NNAE in a similar way. Hence, our proposal enables us to explore
attractiveness and potential spatial advantages of Italian tourist destinations. Data de-
scription, preliminary analysis and empirical application will be presented in the next
section.

9This means that a region specializes in those countries of origin which are highly attracted by its
destinations.



Figure 2.2: Regional Performance

2.4 Tourism Competitiveness of Italian Destinations

2.4.1 Setting of the Study and Data

Tourism is one of the most important economic sectors in Italy. At 82.833 billion
euros, the value added by the tourist industry in 2010 was 6% of the total, as it was in
2015, although the monetary value was greater at 87.823 billion euros (ISTAT, 2012,
2017).10 As far as internal tourism expenditure is concerned, there was an increase
of 19.8% mainly due to domestic tourism, although the percentage of expenditure of
inbound tourism increased by about 7% rising from 25.7% in 2010 to 32.9% in 2015.

For the vast set of its natural and cultural resources as well as its gastronomic her-
itage, Italy is a very attractive destination with a strong international identity. How-
ever, although Italy is among the top-ten competitive destinations at world level (WEF,
2017), not all Italian regions are equally able to exploit tourism as growth potential fac-
tors (OECD, 2011). Thus, regional tourist competitiveness disparities could be a threat
to the competitiveness of the Italy brand.

In the light of this, it is essential to assess the competitive ability of Italian regions
disentangling their competitiveness (i.e. net competitive effect) from national and neigh-
bourhood influences. Focusing on inbound tourism, we apply our formulation of spatial
shift-share decomposition to explore the change of tourist flows in Italian destinations
looking specifically at the role of spatial and industrial effects at both regional and neigh-
bourhood level.

In line with the empirical literature on regional tourism growth and tourism flows
10The Italian Tourism Satellite Account (TSA) was carried out, for the first time, by the Italian Institute

of Statistics (ISTAT) in 2012 and then in 2017. The data refers to the tourist industry in 2010 and 2015,
respectively.



(Marrocu and Paci, 2013; Yang and Wong, 2013; Yang and Fik, 2014), an important and
original feature of our empirical analysis is that we explore regional competitiveness
taking spatial considerations into account.

Our study uses the nights spent at tourist accommodation establishments as a mea-
sure of economic outcome. Data is provided by the Occupancy of Tourist Accommoda-
tion Establishments survey carried out by the Italian Institute of Statistics. This monthly
survey collects data on arrivals and nights spent by residents and non-residents at tourist
accommodation establishments in Italy.11 Our analysis focuses on nights spent by for-
eign tourists in Italian provinces (i.e. NUTS3 regions) during the period 2011–2014.12

The analysis has been performed on all the inbound tourism in Italy, paying particular at-
tention to the following countries of origin: Austria, France, Germany, The Netherlands,
United Kingdom, Russia, Switzerland and Liechtenstein (Switz-Liech). Additionally,
we aggregated the other European countries in the category ‘rest of Europe’ (R_EU),
and the other countries in the world in the category ‘rest of the world’ (R_WRLD).
Nights spent per capita were considered in order to control for differences in absolute
size among destinations for each country of origin.13 Countries of origin of tourists here
are taken as the equivalent of industries in the traditional setting of shift-share.14

2.4.2 Descriptive analysis

Table 2.1 shows that in Italy between 2011 and 2014 there was a 6.6% increase
in inbound nights spent. Looking at the percentage change (last column in Table 2.1)
we observe an increase in all countries of origin except Austria and The Netherlands.
In both years, most foreign tourists come from Germany (about 31%) and the rest of
Europe (about 22%).

Figure 2.3 shows the spatial distribution of absolute variations of nights spent in the
period 2011-2014 across Italian NUTS3 regions. Notwithstanding a certain degree of
heterogeneity across space, we can observe a cluster of regions located in the North-
East with the highest levels of variation (darker areas). We also note clusters of regions
with high values in the two main Italian islands, Sicily and Sardinia.

This evidence indicates the presence of a spatial pattern in the data. To explore

11Data are available on the ISTAT web site at http://dati.istat.it.
12The time-span covered by the analysis has been chosen within the limits of the availability of com-

parable data. Moreover, it is far enough away from the beginning of the Great recession, for our analysis
not to be affected by important shocks on tourism demand. We imputed data of provinces of Rieti and
Viterbo in 2014 because the Italian Institute of Statistics (ISTAT) replaced missing or unreliable data with
the last available year (2011).

13Origin countries have been aggregated in order to prevent misleading or inaccurate results when
small changes in a single country may lead to high relative changes in countries of origin or destinations
of low attractiveness.

14This approach is similar to that followed by Fuchs et al. (2000).



Table 2.1: Per capita inbound nights spent (PINS) in Italy by origin
during 2011-2014

Country of 2011 2014 Change (%)
Origin PINS (%) PINS (%)

Austria 17651.67 5.52 17538.40 5.14 -0.64
France 23862.82 7.46 25856.81 7.58 8.36
Germany 98604.24 30.84 103067.47 30.23 4.53
Netherlands 22573.64 7.06 21652.67 6.35 -4.08
United Kingdom 17771.79 5.56 19449.28 5.70 9.44
Russia 10271.32 3.21 14374.45 4.22 39.95
Switz-Liech 19603.18 6.13 22851.64 6.70 16.57
R_EU 70501.14 22.05 73014.14 21.42 3.56
R_WRLD 38919.73 12.17 43126.68 12.65 10.81

Total 319759.53 100.00 340931.53 100.00 6.62

Figure 2.3: Spatial distribution of absolute variations in per capita inbound nights spent
in Italian NUTS3 regions over the period 2011-2014



spatial dependence in tourist flows, we carry out an explanatory spatial data analysis
(ESDA). Moran’s I index of global spatial autocorrelation (Moran, 1950) and the cor-
responding test have been calculated. Specifically, we use a row standardized distance-
based weight matrix and consider a grid of increasing cut-off distances starting from the
minimum distance to ensure at least one neighbour for each region.15

From Table 2.2,16 we note strong evidence of spatial dependence in the variation of
nights spent. Thus, it is reasonable to think that spatial spillovers may have a positive
influence on the regional variation of tourist flows. This supports the idea that the spatial
structure of data in the shift-share decomposition should be explicitly considered so that
tourist competitiveness can be explored.

2.4.3 Empirical results

In the description of the empirical results, we follow the interpretative diagrams
found at the end of Section 2.3 (see Figures 2.1 and 2.2). In Appendix A, we report all
the results obtained from the analysis (see Tables A.1 and A.2), while below we focus
only on the most relevant ones.

Firstly, we look at the Region-Neighbour Competitive Effect (RNCE) and the Region-
Neighbour Allocation Effect (RNAE). If the former is positive, we conclude that the
region is more competitive in tourism than its neighbours. If the latter is also posi-
tive, we conclude that the region is both competitive and specialized in tourism. This
means that tourist flows markedly increase in regions where resources to attract tourists
are allocated from countries where these regions are highly competitive (i.e. best per-

15The Moran index is a global measure of the spatial autocorrelation among territorial units. The
Moran index considers whether ‘close’spatial units have similar values or not. It is defined as follows:

I =
n

ÂJ
j ÂJ

k w jk

ÂJ
j ÂJ

k (x j � x̄)(xk � x̄)w jk

ÂJ
j (x j � x̄)2

(2.10)

where n is the number of territorial units (110 in our case of NUTS3 Italian regions); w jk is the generic
element of the spatial weight matrix W; x j and xk represent the value of variable x in the j-th and k-th
spatial unit; x̄ is the mean value of the variable x. The expected value of Moran’s I index under the null
hypothesis of no spatial autocorrelation is E(I) = �1/(n� 1); Moran’s index suggests the presence of
positive spatial autocorrelation if I > E(I) and negative spatial autocorrelation if I < E(I). Moran’s index
of global spatial autocorrelation is not bounded in the interval [�1,+1] and so, we cannot have informa-
tion about the magnitude of spatial autocorrelation, but only on its direction. A deeper discussion on the
bounds of Moran’s index has been recently provided by Tillé et al. (2018), who proposed a normalized
version of Moran’s index.

16p-values are computed referring to both the assumptions of asymptotic normality and analytical ran-
domization on the null distribution of the Moran statistic. Moreover, using different cut-off distances, the
hypothesis of no spatial autocorrelation is always rejected. In addition to Moran’s I index, the Moran scat-
terplot also suggests a positive spatial correlation with almost 60% of regions in the quadrants High-High
and Low-Low.



Table 2.2: Moran test on absolute variations in per capita inbound nights spent in Italian
NUTS3 regions in the period 2011-2014

Distance Estimates

cut-off (Km) I p-value

norm. rand.

75 0.17097 0.0054 0.004055
85 0.15143 0.004457 0.003301
95 0.13719 0.003858 0.002828
105 0.12858 0.003833 0.002809
115 0.13572 0.00101 0.000672
125 0.10916 0.00358 0.002611
135 0.11870 0.001009 0.000671
155 0.10597 0.000746 0.000486

formers). If RNCE is positive but RNAE is negative, it means that a region has higher
tourism flows than its neighbours but is not as specialized as they are (i.e. potential best
performers). If RNCE and RNAE are both negative we consider this class of regions as
worst performers. Whereas, if RNCE is negative but RNAE is positive, we classify them
as potential worst performers; these will doubtless be regions that allocate resources to
attract tourists from countries where they are not competitive.

Figure 2.4 reveals that only 21 of the 110 regions can be classified as best perform-
ers. These are destinations which specialize in tourism and at the same time perform
better than their neighbours. This group is composed of both traditional tourist desti-
nations, and less well-known destinations. These regions can be clustered into three
main groups reflecting different types of tourism. The first group includes famous Ital-
ian cultural tourism destinations like Bologna, Naples, Rome, Venice and Verona. The
second consists of traditional business tourism destinations including Genoa, Macerata,
Monza-Brianza, Novara, Treviso, Asti, Varese and Vercelli. Finally, in the third group
we find emerging destinations such as Arezzo, Caltanissetta, Forlì-Cesena, La Spezia,
Parma, Pesaro-Urbino, Sassari and Terni.
The latter are less well-known and have often emphasized and promoted the character-
istics of local communities as a crucial starting point for the development and strength-
ening of their attractiveness and tourism image. For example, municipalities like Cesen-
atico, Le Cinque Terre (Monterosso, Vernazza, Corniglia, Manarola and Riomaggiore),
Alghero and l’Asinara have been important tourist attractors for the growth of tourism
in Forlì-Cesena, La Spezia, Pesaro-Urbino, and Sassari respectively.

Among the 31 potential best performers we find two main groups. The first group
is comprised of some destinations at the beginning of their life cycle, such as Ben-



Figure 2.4: Competitive effects (RNCE) vs. Allocation effects (RNAE) at regional level.

evento, Enna, Nuoro, Oristano and Potenza and are known for their beach and/or cul-
tural tourism. The second consists of traditional nature and/or cultural destinations such
as Cagliari, Firenze, Gorizia, Grosseto, Lucca, Palermo, Syracuse and Trieste. Among
these potential best performers, we also find some business destinations like Cuneo,
Padua, Trento and Turin.
As far as this second group is concerned, it is worth noting that although they may
grow faster than their neighbours, they are not able to maintain high market shares. In
these cases, the negative sign of the allocation effect (RNAE) could be due to under-
investment in promotion and planning for tourism. In the long run, this trend could
negatively affect their competitiveness and bring them into the phase of fading popular-
ity in the tourism product life cycle and towards the worst performers category. This
evidence is an important outcome of our proposal of SSA, and could not be gathered
from the version proposed by Espa et al. (2014). In Appendix B, which compares the
regional competitive components from the two formulations (RNRS vs. RNCE/RNAE),
we observe that some negative effects of regional competitiveness obtained by using the
formulation of Espa et al. (2014) (RNRS, Figure a) are due to marked negative regional
allocation effects (RNAE, Figure c) while the net regional competitive effect is positive
(RNCE, Figure b). Similarly, some positive RNRS effects only depend on the allocation
components (RNAE) but not on the net regional competitiveness component (RNCE).
This is evident in the case of the lager Italian islands of Sicily and Sardinia.

There are 33 regions where both RNCE and RNAE are negative. We labelled this
cluster of regions worst performers. This is a varied group with well-known cultural
and/or coastal or mountain destinations and a significant number of business destina-



tions too including Milan, Bergamo, Como, and Pavia. Among mountain destinations,
we find some traditional skiing areas viz. Aosta and Bolzano. As for the nature tourism
and cultural destinations, we could mention places like Agrigento, Latina, Pisa, Pescara,
Ragusa and Viterbo. These are appealing local brands of the Italian tourist product with
important regional attractors like the Valle dei Templi in Agrigento, the Leaning Tower
of Pisa in Pisa, the Parco Nazionale del Circeo in Latina. The negative sign of com-
petitive and allocation effects could be signalling a decline in popularity due to lack of
investment. This is somewhat alarming, because it is a sign of inefficiency in the man-
agement of Italy’s cultural heritage (see Cracolici and Nijkamp, 2006; Cracolici et al.,
2008).

Finally, we come to the 21 potential worst performers. These are regions where
RNCE is negative and RNAE is positive. In other words, while these regions are at-
tractive, they are not as attractive as their neighbours. Some of these destinations are
well-known tourist destinations like Belluno, Biella, Matera, Messina, Rimini, Salerno,
Savona, and Trapani. Attention should be focused on whether these poor performances
are of a temporary or a more permanent nature.

Figure 2.5 provides evidence on the performance of the neighbourhood. The legend
of this map is similar to the previous one. If both NNCE and NNAE are positive in a
region, we can classify this area as a best performer (darker areas in the map). Interest-
ingly, we find best performers in the insular regions of Sicily and Sardinia, and in the
region of Calabria in this group. These are areas where there is a group of neighbouring
regions which are attractive and growing at rates higher than the national average. This
phenomenon should alert regional policy makers to local policies so as to maximise the
economic returns from tourism in these places. The region as a whole needs to be spe-
cialized in tourism and the tourist product should be seen by foreign tourists as regional
not only local (see Cracolici and Nijkamp, 2008).

Finally, Figure 2.6 provides evidence on spatial spillovers. According to Espa et al.
(2014), evidence of positive spatial spillovers is observed if a region outperforms its
neighbours, who are also performing better than the nation as a whole. This means that
both RNCE and NNCE have to be positive (darker areas in the map). Evidence of re-
gional advantage, however, is observed if NNCE is negative and RNCE is positive. This
is when a region outperforms its neighbours, whose performance in turn is worse than
the national average (see Figure 2.1). Interestingly, we find positive spatial spillovers
in the insular regions of Sicily and Sardinia. We also find some evidence of spatial
spillovers in the regions of Puglia and Piemonte, in the South-East and North-West of
Italy, respectively. In these areas, which are not particularly specialized in tourism, we
find important competitive effects at both regional and neighbourhood level. Our anal-
ysis also shows the presence of regional advantages in some regions in the Centre and
the North-east of Italy. These are well-known cultural and/or coastal destinations like
Bologna, Firenze, Ravenna, Venice and Trieste. These places are highly attractive, but



Figure 2.5: Competitive effetcs (NNCE) vs. Allocation effects (NNAE) at neighbour-
hood level.

their growth may be negatively affected by neighbours whose growth is lower than the
national average. In these cases, regions should cooperate with each other to create
policies that exploit the regional advantage of these regions to stimulate an increase in
tourism in neighbouring areas.

Figure 2.6: Spatial spillover effects - NNCE vs. RNCE.



Summing up, our analysis has provided a detailed picture of inbound tourism in
Italy. Best and worst performers across Italian tourist destinations have been identified.
Our analysis has also been able to provide evidence on tourist demand at neighbour-
hood level and investigate spatial spillover effects. From the empirical results, we find
interesting evidence of favourable conditions in Sardinia and in some other regions in
the South of the country. In these cases, tourism does not depend on single destina-
tions, but on a number of neighbouring destinations to attract tourists. This evidence
indicates the crucial role of regional tourism policy in such areas. We discovered some
alarming signs of decline in some cultural destinations where unique historical and nat-
ural resources are not adequately exploited. Conversely, we find evidence of regional
advantage in many cultural and/or coastal destinations in the Centre-North and in some
areas in the North-east of Italy. The performance of these regions is negatively affected
by the presence of unattractive neighbours. In these cases, policy makers should plan
actions in stimulating a network among a single competitive region and its unattractive
neighbours in order to avoid potential threats to the competitiveness of the Italy brand
as a whole.

Due to the peculiarities of the tourism industry, our results are not directly com-
parable with the previous spatial empirical research on the Italian economy. Indeed,
much of the economic debate has focused on the North-South divide (see e.g. Fazio and
Piacentino, 2010; Piacentino et al., 2017b), while tourism studies usually require finer
spatial scales to provide interesting insights. Economic activities in the tourism industry
are often to be found in peripheral regions but not homogeneously across space. This
is for example the case of the insular regions in Italy. Therefore, it would be fruitful
to look at the competitiveness of different destinations within regions rather than at the
disparities across regions. Our evidence contributes to this line of research in the em-
pirical literature. However, we do find an interesting parallel to our results with those
recently obtained by Di Berardino et al. (2016) on the role of structural change for re-
gional economic convergence in Italy. The Authors of that study suggest that lagging
Italian regions should move resources from less to more productive industries to en-
courage regional convergence. If we apply this results in our case, a structural change
could be captured by the allocation components which measure the ability of regions
to allocate resources to the countries of origin which are most attracted to that destina-
tion. This could favour a sort of increasing returns of regional investment in the tourism
industry and thus trigger a virtuous circle of growth.

2.5 Conclusions

A new spatial shift-share decomposition is provided in this chapter to improve on
the previous approaches. We exploit the idea of homothetic variables, first introduced



by Esteban-Marquillas (1972) and then proposed in the spatial version by Mayor and
López (2008), to extend the decomposition by Espa et al. (2014). Our proposal enables
us to disentangle the sources of regional growth into more detailed components than the
previous decompositions to allow us to look at the contribution to economic change of
several spatial and industrial effects.

The proposed decomposition permits us to determine the net competitive effect,
viz. it assesses performance in terms of growth rates independently of the industrial
specialization, at both regional and neighbourhood level. We are also able to measure
the allocation effect, which in our case is the ability of a region to attract tourists from
countries with higher growth rates, at both regional and neighbourhood level.

Looking at these effects simultaneously, we can cluster regions as best or worst per-
formers. The best performing regions are characterized by positive competitive and
allocation effects, i.e. their industries are growing more than those of their neighbours
and at the same time they are specialized in industries which have the highest growth,
whereas the worst performing regions have negative values of competitive and alloca-
tion effects. Intermediate situations may occur and these are also interesting to interpret
as we do in the empirical application here provided. Similarly, we are able to group
neighbourhoods into best and worst performers. In the case of best performing neigh-
bourhoods, a region could benefit from favourable surroundings if spatial spillovers
are occurring. In line with the interpretative scheme suggested by Espa et al. (2014),
we measure spatial spillovers jointly exploring regional and neighbourhood level com-
petitive effects. Only if both are positive, can we conclude that spatial spillovers are
occurring.

In conclusion, we believe that our proposed refinement of spatial shift-share method
provides scholars with two elementary components of competitiveness and specializa-
tion, which will enable them to identify more accurately possible threats to regional
competitiveness as well as opportunities especially when effects have opposite signs at
regional and neighbourhood level.

An application of our decomposition to the case of tourism demand in Italian regions
has also been provided in the paper. We use data collected by ISTAT on incoming
tourism in Italian NUTS3 regions in 2011 and 2014. Specifically, we measure economic
outcome as the nights spent by non-resident tourists and decompose regional variation in
economic outcome to explore spatial and industrial effects. Some results are noteworthy.
Firstly, the analysis highlights some alarming signs of decline in well-known cultural
destinations where unique historical and natural resources are not adequately exploited.

Secondly, we find interesting evidence of favourable conditions in areas with im-
portant tourist attractions like the two main Italian islands. In these cases, tourism does
not depend on single destinations but on a number of neighbouring places that foreign
tourists can visit. In these areas we also find positive spatial spillovers. Finally, we
find evidence of regional advantage in some regions in the Centre-North and in the



North-East of Italy. These are well-known tourist destinations with great tourist poten-
tial whose performance may be affected negatively by neighbouring destinations that
are growing slower than the nation as a whole.

Our findings highlight the need for policy makers to focus on regional planning and
the management of tourism in these areas to produce a network of single destinations
among neighbouring regions. Especially in the case of regional advantages, cooperation
among regions could be a suitable strategy to improve the competitiveness of regions
with growth rates below the national average (see Yun et al., 2007). Useful develop-
ments in this direction include Destination Management Organizations (DMOs), which
are formally constituted by regions to support tourism in local areas with a number of
touristic destinations and Local Action Groups (LAGs) which perform a similar func-
tion for rural tourism.
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Table 2.A.2: Spatial shift-share decomposition

Destination
Component

NS IM NNCE NNAE RNCE RNAE

Agrigento 71.75 46.29 7.04 74.98 -54.75 -25.77
Alessandria 35.42 44.87 -44.69 14.43 -17.00 14.64
Ancona 66.71 7.89 -73.31 21.76 127.10 -59.50
Aosta 567.55 472.02 1350.96 1330.98 -964.24 -1906.45
Arezzo 113.09 -14.50 -71.09 14.79 97.06 99.31
Ascoli Piceno 84.20 6.30 -35.19 -31.48 315.19 -51.08
Asti 38.40 3.48 24.91 13.07 1.37 11.24
Avellino 7.53 12.52 -17.50 0.33 -23.17 -19.39
Bari 25.73 4.92 200.05 -34.86 -28.04 -159.08
Barletta-Andria-Trani 11.58 12.89 0.04 8.58 -22.15 -6.69
Belluno 303.30 508.66 -596.59 -32.94 -129.60 23.85
Benevento 3.65 -0.60 -6.64 2.62 0.49 -1.60
Bergamo 42.56 28.89 -11.85 -12.55 -40.29 -20.06
Biella 23.51 0.50 -0.82 8.68 -82.75 2.16
Bologna 84.12 -27.07 -73.03 16.45 83.83 37.63
Bolzano 2400.15 391.82 1010.28 304.85 -1239.65 -1005.04
Brescia 299.97 -6.28 112.12 -1.47 -73.99 -16.67
Brindisi 43.92 3.99 235.70 -43.46 152.30 -39.44
Cagliari 103.95 110.70 -70.40 176.90 142.48 -146.74
Caltanissetta 5.93 9.76 0.48 1.24 20.90 17.94
Campobasso 12.31 2.26 -27.03 -3.61 -30.64 6.49
Carbonia-Iglesias 39.40 19.14 55.49 10.47 -172.02 -67.57
Caserta 18.24 -1.07 -15.33 4.00 -93.48 1.83
Catania 44.64 -17.61 149.63 30.57 -34.93 -49.44
Catanzaro 59.54 17.90 87.31 -95.03 -138.07 -50.91
Chieti 23.53 13.05 18.26 -0.27 -127.94 -5.63
Como 213.69 131.01 -56.52 -116.91 -139.79 -33.11
Cosenza 29.46 56.93 21.48 26.73 -195.69 -85.01

(Continued on next page)



Table 2.A.2 (continued)

Destination
Component

NS IM NNCE NNAE RNCE RNAE

Cremona 19.48 23.30 -32.30 14.21 -57.46 6.55
Crotone 20.34 6.28 -72.97 55.81 103.72 -21.89
Cuneo 62.06 61.21 -28.89 -19.60 43.79 -8.09
Enna 13.68 -2.01 14.84 6.89 32.85 -33.11
Fermo 64.43 -21.21 52.23 11.59 196.72 -244.66
Ferrara 194.96 -15.96 -230.45 -32.75 -104.58 16.77
Firenze 587.40 1182.14 -509.77 -845.87 147.57 -4.89
Foggia 67.77 -15.40 -219.52 22.49 342.43 -115.97
Forlì-Cesena 173.54 240.83 -296.70 -59.19 101.81 8.98
Frosinone 49.60 37.26 -44.36 70.86 -118.38 -33.54
Genova 109.07 26.52 -87.18 24.57 171.96 35.87
Gorizia 433.17 -270.07 -847.33 650.21 263.39 -425.95
Grosseto 418.95 59.89 -216.92 -9.58 987.39 -270.43
Imperia 342.83 3.76 134.02 77.48 -250.08 78.16
Isernia 10.21 3.61 4.90 2.94 -66.10 -6.46
La Spezia 276.81 354.82 -751.34 -371.58 1466.24 45.10
L’Aquila 23.59 14.33 3.80 -10.47 -82.37 -9.53
Latina 55.85 104.79 -123.31 -40.97 -61.89 -50.75
Lecce 47.57 89.84 347.53 -92.19 -362.89 26.81
Lecco 48.64 22.48 -23.46 8.13 -32.97 11.99
Livorno 600.17 116.65 -515.02 -142.33 -228.76 370.62
Lodi 17.43 -5.00 -16.72 23.77 -34.11 14.96
Lucca 263.44 -60.63 -285.13 64.05 273.67 -26.16
Macerata 63.87 6.44 -13.01 -8.14 116.30 50.01
Mantova 20.91 6.40 -1.30 -7.37 132.95 -11.11
Massa-Carrara 66.93 11.13 -64.66 0.38 95.88 -23.44
Matera 29.19 32.78 332.38 -161.16 -248.54 226.90
Medio Campidano 14.21 23.99 -0.70 9.11 5.16 -15.31
Messina 197.40 46.33 405.10 99.41 -305.14 54.23
Milano 148.34 82.02 -134.78 130.41 -14.55 -71.61

(Continued on next page)



Table 2.A.2 (continued)

Destination
Component

NS IM NNCE NNAE RNCE RNAE

Modena 37.57 -9.03 -32.60 10.10 -90.70 8.82
Monza-Brianza 19.41 -9.71 -13.40 20.91 23.77 20.56
Napoli 114.03 129.75 -613.43 -187.01 661.63 106.63
Novara 89.27 33.99 -65.20 -41.70 44.24 35.65
Nuoro 129.44 -33.40 164.36 63.72 113.14 -214.89
Ogliastra 456.54 342.55 72.18 768.72 -162.96 -425.58
Olbia-Tempio 820.87 1017.77 -60.20 1312.17 -385.64 -521.78
Oristano 62.23 51.96 22.79 0.77 339.18 -96.81
Padova 144.44 37.30 -102.13 33.61 93.08 -43.01
Palermo 71.96 25.73 -8.25 53.21 76.54 -99.69
Parma 54.30 -20.18 -93.41 17.86 203.90 35.75
Pavia 15.49 2.37 -6.31 7.71 -69.38 -18.41
Perugia 181.39 165.52 77.50 -63.79 -266.28 -63.68
Pesaro-Urbino 108.54 68.65 -43.51 -57.63 44.91 16.99
Pescara 42.88 70.11 5.83 -17.82 -193.69 -102.76
Piacenza 42.42 33.68 -69.85 56.07 -103.46 16.60
Pisa 259.33 72.56 -325.78 43.64 -35.07 -33.94
Pistoia 365.26 191.05 -342.50 -97.98 -562.36 45.51
Pordenone 44.92 -10.19 -33.45 43.28 -128.03 -83.80
Potenza 11.52 -3.00 -38.73 24.86 87.64 -34.17
Prato 78.34 30.16 -88.48 28.78 -61.80 38.67
Ragusa 60.67 -10.18 397.60 73.30 -38.54 -94.94
Ravenna 220.91 -31.06 -260.52 96.35 125.33 -89.96
Reggio di Calabria 11.21 14.78 4.94 9.80 -19.51 -21.29
Reggio nell’Emilia 21.21 25.43 -51.41 12.44 -111.00 14.65
Rieti 9.42 -2.04 -0.10 9.81 -21.38 -3.82
Rimini 752.48 544.78 -232.27 70.30 -969.04 159.07
Roma 297.58 -78.69 -454.41 -162.07 148.77 305.31
Rovigo 226.44 -37.33 -83.85 -19.24 -351.88 -0.43
Salerno 151.99 121.04 6.12 -206.85 -778.12 135.19

(Continued on next page)



Table 2.A.2 (continued)

Destination
Component

NS IM NNCE NNAE RNCE RNAE

Sassari 131.03 -69.00 141.64 141.61 138.91 41.65
Savona 271.45 54.85 22.52 37.87 -47.96 72.38
Siena 672.54 766.78 -830.13 56.36 -185.96 -43.85
Siracusa 59.55 49.84 118.70 57.22 424.08 -41.29
Sondrio 411.00 41.56 -349.51 219.02 858.15 -503.57
Taranto 13.61 9.33 84.04 -25.06 288.18 -170.65
Teramo 117.38 -6.60 205.42 -57.17 -420.78 76.55
Terni 68.15 -36.85 -43.40 22.81 96.39 133.29
Torino 21.91 16.54 6.05 -16.42 265.07 -35.48
Trapani 95.65 43.36 82.38 -3.47 -6.20 69.43
Trento 714.60 44.94 -16.24 -93.49 858.62 -15.25
Treviso 56.76 80.93 -95.25 1.96 31.01 7.82
Trieste 114.75 139.87 -336.08 123.41 105.51 -71.01
Udine 331.50 48.62 -898.72 410.05 55.79 -27.23
Varese 70.40 30.53 -61.98 12.99 123.40 13.61
Venezia 1833.20 176.75 -2863.30 -189.90 1843.41 256.40
Verbano-Cusio-Ossola 867.62 -361.54 -118.40 -439.02 -160.41 146.13
Vercelli 23.86 6.39 -8.12 8.29 63.94 2.10
Verona 744.81 8.53 162.62 -164.26 113.84 59.13
Vibo Valentia 342.19 -127.95 -414.55 -11.26 934.27 -40.81
Vicenza 47.19 53.00 -19.17 20.21 -38.97 -24.18
Viterbo 45.08 65.79 -51.03 10.09 -42.97 -54.87



Appendix 2.B: Comparison of regional competitiveness

effects between Espa et al. (2014) and our decomposition

(a) RNRS - Equation(2.6) (Espa et al.,
2014)

(b) RNCE - Equation(2.9) (our proposal)

(c) RNAE - Equation(2.9) (our proposal)

Figure 2.B.1: Comaparison Espa et al. (2014) vs. our proposal



Chapter 3

Analysing Italian inbound tourism

demand: A spatial gravity model

approach

3.1 Introduction

The analysis of tourism demand and its forecasting is a cornerstone of tourism re-
search which has produced a vast set of studies over the years. However, as argued in
Chapter 1, the empirical literature has paid little attention to the role of space in explain-
ing tourist flows. The spatial modelling of tourism demand has become more common
only in recent years. Among others, see for example Yang and Wong (2012); Bo et al.
(2017); Deng and Hu (2019); Dong et al. (2019); Xu et al. (2020).

Tourist flows can be seen as a special kind of trade in services (see e.g. Marrocu
and Paci, 2013; Morley et al., 2014), where destinations and origins take the place of
importers and exporters. As widely acknowledged in trade theory, the characteristics
of both importers and exporters should be considered. On the basis of these considera-
tions and the utility theory, Morley et al. (2014) provide a theoretical background to the
application of gravity models – that is spatial interaction or origin-destination (O-D)
models – for analysing tourism flows. One year earlier, Marrocu and Paci (2013) pro-
posed an empirical gravity model for exploring regional tourist flows, which includes
not only the basic variable of distance between origin and destination, but also spatial
filters and regional characteristics of the origin and the destination in order to control
for under-specification problems.

As regards spatial filters, since different types of spatial dependence can affect
tourist flows due to the fact that spatial features of tourism are generally complex and



do not depend only on distance, our study, in the spirit of the aforementioned stream of
literature, explores unilateral inbound tourism flows in Italy from 23 European origin
countries by applying a Dynamic Spatial Panel Data (DSPD) model with common fac-
tors within the Origin-Destination (O-D) framework. The analysis is performed for the
110 Italian NUTS3 regions and for the period 2004-2017.

A Dynamic Spatial Panel Data model with common factors (DSPD-WCF) has been
used to explore the presence of spatial and temporal effects on Italian inbound tourism
demand and its main determinants. This model simultaneously takes into account serial
correlation by means of the time lag of the dependent variable, spatial endogenous ef-
fects with the spatial lag of the dependent variable, spatial exogenous effects with the
spatial lag of covariates, and space-time effects with the spatial-temporal lag of the de-
pendent variable. Moreover, the use of common factors means both weak and strong
cross-sectional dependence can be controlled at the same time (for recent applications,
see Halleck Vega and Elhorst, 2016; Ciccarelli and Elhorst, 2018; Elhorst et al., 2020).1

The DSPD-WCF used in this study, also controls for both origin and destination
characteristics that are fixed over time with origin and destination fixed effects, and for
spatial cointegration effects.2 Similarly to time series, neglecting the presence of non-
stationarity and cointegration in the data may lead to misleading results in spatial series
too mainly due to spurious regression problems (Lauridsen, 1999).

Finally, since the time-span covered by the analysis includes the shock of the Great
recession, in order to measure its effects on regional tourist demand, DSPD-WCF esti-
mates have been used to construct a counterfactual tourist flows series for the 110 Italian
provinces. This then provides a yardstick for assessing the depth of its impact and the
extent of subsequent recovery in each province, controlling for both origin and desti-
nation characteristics. We use estimates from DSPD-WCF in Chapter 4 to evaluate if

1The concept of cross-sectional dependence (CSD) is related to the presence of correlations (depen-
dence) across spatial units and it may arise due to the presence of spatial diffusion processes, or if spatial
units respond to a common shock (e.g. oil price shock, national policies, technological shock, common
currency, etc.). The concepts of weak and strong CSD have recently come out in the literature, but differ-
ent definitions have been provided (Ertur and Musolesi, 2017) (Ertur and Musolesi, 2017), the former is
usually associated to spatial models, while the latter to common factors (Bailey et al., 2016b) (Bailey et
al., 2016). The distinction between weak and strong CSD is based on the behaviour of the largest eigen-
value of the variance-covariance matrix of cross-sectional units (see Chudik et al., 2011). Bailey et al.
(2016) Bailey et al. (2016b) provided a characterization of the degree of CSD, and they represented the
degree of CSD by a . This test statistic (a) lies on the interval (0,1], where a = 1 suggests strong CSD,
and a  0.5 points to weak CSD. Elhorst et al. (2018) Elhorst, Gross, and Tereanu (2018) provide an
explanation of the interplay between CSD, common factors, weight structure and estimation for different
values of a .

2Spatial cointegration can be seen as the spatial counterpart of the time series cointegration, and it is
related to the stationarity and stability of spatial series. Specifically, two spatial series X and Y spatial
integrated of order d are said to be spatially cointegrated if there exists a linear combination of X and Y of
order less than d (for more details, see Lauridsen, 1999; Yu et al., 2012) (for more details, see Lauridsen,
1999; Yu, de Jong, and Lee, 2012).



and how the ability of Italian tourist destinations to resist and recover to/from the Great
recession differs across regions.

There are some novel aspects to our study that we would like to highlight. First,
our contribution is the first attempt to explore inbound tourist flows accounting for spa-
tial and temporal dependence within the origin-destination theoretical framework. The
Italian case is interesting as there are few contributions based on an origin-destination
model and these mainly refer to a single time-point or to specific regions. There are five
studies that should be mentioned, namely Massidda and Etzo (2012), Marrocu and Paci
(2013), Patuelli et al. (2013, 2014) and Pompili et al. (2019). The first four studies focus
on domestic demand and the last one on inbound demand.3 Massidda and Etzo (2012)
investigate the main determinants of Italian domestic tourism demand as measured by
regional bilateral tourism flows by using a GMM panel data for the period 2004-2007.
The analysis was developed both at aggregate level and for two macro-areas, i.e. the
Centre-North and the South. However, they do not control for spatial dependence. Mar-
rocu and Paci (2013) analyse domestic demand for 107 Italian provinces for the year
2009 using an origin-destination (O-D) spatial interaction model. Following a bilateral
gravity approach, the authors consider a vast set of explanatory variables including dis-
tance and pull and push characteristics to assess destination attractiveness. They high-
light the importance of spatial dependence effects on tourism demand. Patuelli et al.
(2013) investigate the impact of World Heritage Sites (WHS) on tourist flows among
the 20 Italian regions by means of a spatial panel data model within the O-D setting.
They find WHS produce a spatial substitution effect. Similarly, Patuelli et al. (2014)
explore the role of distance in mediating the effect of cultural offer on tourism demand.
Pompili et al. (2019) explore inbound demand using a unilateral gravity model involving
demand and supply-side factors jointly and spatial effects.

The second novel aspect of our study is that it investigates tourism flows by carrying
out an econometric analysis based on the recently proposed weak and strong cross-
sectional dependence spatial econometric models (Halleck Vega and Elhorst, 2016; Ci-
ccarelli and Elhorst, 2018; Elhorst et al., 2020). As argued by Marrocu and Paci (2013),
if spatial interaction effects are neglected, it may lead to the problem of omitted vari-
ables. Furthermore, neglecting the presence of cross-sectional dependence in the data
may lead to serious problems mainly related to the fact that standard panel data mod-
els estimators may provide misleading inference and inconsistent parameter estimates;
and also, unit root tests for panel data models may be affected by size bias (Ertur and
Musolesi, 2017).

Thirdly, a dynamic spatial Durbin specification within the origin-destination frame-
work enables us to obtain spatial spillover effects that are straightforward in terms of
interpretation because spatial endogenous (WY) and spatial exogenous effects (WX)

3It is worthy to notice that the earliest application of the origin-destination approach to domestic
tourism in Italy was that performed by Gardini (1979).



can be measured simultaneously. This overcomes some well-known drawbacks of the
Spatial Autoregressive model (SAR), which is the most widely used in the origin-
destination tourist literature. Pinkse and Slade (2010, p. 106) for example, highlighted
some drawbacks of this model. Among them, the fact that the spatial dependence struc-
ture is all attributed to spatial endogenous effects (WY), and the risk of endogeneity
issues is noteworthy. Corrado and Fingleton (2012) show that the coefficient of WY be-
come significant because it may embed the effect of omitted spatial exogenous effects
(WX) or non-linear effects of WX. Halleck Vega and Elhorst (2015) point out that this
latter drawback may make interpretation of spatial spillover effects difficult because it
is not clear whether the significance of the coefficient of WY is real or is due to omitted
variables.

Finally, another innovative aspect of our research is that the focus is not only on the
assessment of tourist attractiveness at regional level considering origin and destination
factors simultaneously, but also on the evaluation of regional tourist resilience. This
aspect will be better illustrated and explored in the next Chapter.

The chapter is organised as follows. In Section 2, we provide a brief review of
the literature on the main determinants of tourism demand. In Section 3 the empirical
model and econometric strategy are outlined, while in Section 4 the empirical findings
are presented and discussed, followed by some concluding remarks.

3.2 An overview of tourism demand and its determi-

nants

Identifying the complex mechanisms linking tourism demand to the factors that in-
fluence it is of paramount interest in modelling and forecasting tourism demand. There
are two main reasons why studying this linkage is important. The first is that the knowl-
edge of these mechanisms enables Destination Management Organisations (DMOs) to
plan more accurate policy strategies. The second is related to the fact that tourism is an
important factor of economic growth, and positive effects related to tourism could foster
the economic growth of other sectors (see among others, Muryani et al., 2020; De Vita
and Kyaw, 2017; Chou, 2013; Sequeira and Nunes, 2008).

As noted in the comprehensive review by Song and Li (2008), tourist arrivals is
the most widely used measure of demand. Some studies have also used nights spent
not only to account for the number of tourists, but also for the length of stay (among
others, see Brida and Risso, 2009; Garín Muñoz, 2007). Other measures of tourism
demand used in the literature include tourist expenditure, tourism revenues, and tourism
employment (Song et al., 2019; Song and Li, 2008). 4

4To control for the different size of destinations, relative measures of the demand variable are generally



As far as the determinants of tourism demand are concerned, the empirical analysis
is based on two main approaches, i.e. the demand-side and supply-side perspective,
which consider the characteristics of the countries of origin and destination, respec-
tively. Most of these studies have used time series or panel data models (for an extensive
review, see Song et al., 2019).

More recently, some scholars have begun combining the two approaches by using
gravity or origin-destination (O-D) models so that origin and destination factors af-
fecting tourism flows can be considered simultaneously. The use of gravity models in
tourism research was limited because of the lack of a theoretical basis for it, until Morley
et al. (2014) provided a theoretical background to their use in tourism research based on
utility theory. Following their study, the use of gravity models has received increasing
attention in tourism literature (see among others, Chasapopoulos et al., 2014; Santeramo
and Morelli, 2016; Yazdi and Khanalizadeh, 2017; Cafiso et al., 2018; Tatoglu and Gul,
2019; Harb and Bassil, 2020).5

In the empirical literature, among the factors affecting tourism demand, we find vari-
ables such as the income of tourists, the relative price of destination to origin, the price
of competing destinations (substitute prices), travel costs, and exchange rates (Song and
Li, 2008). Income is a measure of the purchasing power of tourists and is most often
measured by the GDP of the country of origin. Relative prices are likely to proxy the
difference between the cost of living in the destination and that in the country of origin.
It is usually approximated by the ratio between the Consumer Price Index (CPI) of the
destination and the CPI of the origin. Travel costs have been measured by both the price
of crude oil (Brida and Risso, 2009; Garín Muñoz, 2007, 2006; Ledesma-Rodríguez
et al., 2001), and the distance between origin and destination (Harb and Bassil, 2020;
Xu et al., 2019). Other factors affecting tourism demand used in the literature embrace
political stability (Xu et al., 2019; Liu et al., 2018; Habibi, 2017), infrastructure en-
dowment (Barman and Nath, 2019; Chen and Haynes, 2015), promotional expenditure
(Ledesma-Rodríguez et al., 2001), safety and the level of air pollution (Tang and Tan,
2016), and tourism cycles (Kožić, 2014). Some studies also include variables related
to economic relations between countries, e.g. trade openness, bilateral goods trade, and
foreign direct investment (Habibi et al., 2009; Liu et al., 2018; Xu et al., 2019).

Traditionally, the literature has always been careful to take into account the pres-
ence of temporal effects in tourist flows by the inclusion of the time lagged dependent
variable. According to Garín Muñoz (2007), there are two reasons for including tourism
demand in the previous year among the covariates. The first is related to familiarity with
the destination. Indeed, one may expect that tourists are more likely to visit destinations
with which they are familiar than unknown ones. Second, tourists talking about their

used, like arrivals or nights spent per capita (see among others, Tang and Tan, 2016; Garín Muñoz, 2006).
5Some previous original contributes are the studies by Massidda and Etzo (2012) and Marrocu and

Paci (2013).



holidays spread the knowledge about a destination, and hence, increase the familiarity
of potential tourists with that destination. Thus, the coefficient of the lagged dependent
variable can be interpreted as a measure of habit formation. Neglecting the time lag
of the dependent variable may lead to an overestimation of the effect of other explana-
tory variables, since these effects will involve both direct and indirect effects (Morley,
1998). A large number of empirical studies find positive and significant effect of the
time lagged dependent variable, highlighting the presence of habit effects in tourism
(see among others, Habibi, 2017; Rodríguez et al., 2012; Brida and Risso, 2009; Garín
Muñoz, 2007).

Recently, the literature has also been looking at the role of space in describing
tourism flows since the inclusion of the spatial dimension provides information about
the presence of spatial dependence (e.g. spatial endogenous effects) and enables direct
and spatial spillover effects of covariates to be computed. Indeed, Marrocu and Paci
(2013) argue that neglecting spatial spillover effects may lead to the usual omitted vari-
ables estimation problem, and hence, gravity estimates may suffer from an upward bias.
They highlight that the distinction between the relative effects of internal and exter-
nal determinants of tourist flows is a further advantage of including spatial dependence
because it means that more accurate policy strategies can be drawn up.

3.2.1 A spatial perspective of tourism demand

Empirical studies on the spatial perspective of tourism demand can be divided into
two main groups. The first consists of studies that only take into account either informa-
tion on the origin (demand-side approach) or the destination (supply-side approach) of
tourists (see among others, Xu et al., 2020; Deng and Hu, 2019; Dong et al., 2019; Liu,
2020; Yang and Wong, 2012). The second group, using a gravity or origin-destination
approach, considers the characteristics of both origin and destination among the factors
affecting tourism demand (see among others, Alvarez-Diaz et al., 2020; Marrocu and
Paci, 2013; Patuelli et al., 2013; Deng and Athanasopoulos, 2011).

As regards the first group, the analysis is generally based on tourist arrivals and con-
cerns mainly international tourism (Xu et al., 2020; Jiao et al., 2020; Yang and Zhang,
2019). Empirical studies within this group approached the inclusion of spatial effects
in different ways. One of these ways is the inclusion of the spatially lagged dependent
variable, which has attracted a lot of attention as a method of controlling spatial en-
dogenous effects. In most cases, the coefficient associated with the spatial lag of the
dependent variable is found to be positive and significant (see e.g. Xu et al., 2020; Deng
and Hu, 2019; Yang and Wong, 2012). Other spatial effects often used are the spatial
lag of explanatory variables (Xu et al., 2020; Dong et al., 2019; Bo et al., 2017), and the
spatial-temporal lag of the dependent variable (Jiao et al., 2020; Yang and Zhang, 2019;
Liu, 2020). The inclusion of spatially lagged explanatory variables (i.e. exogenous



interaction effects) increases the flexibility of spatial econometric models in measuring
spatial spillover effects. The Spatial Lag of X (SLX) model is the simplest model allow-
ing flexible spatial spillover effects (Halleck Vega and Elhorst, 2015) and they argue that
spillover effects from this model are more straightforward to estimate and interpret than
those from the widely used spatial econometric models that do not include exogenous
interaction effects (SAR, SARAR, SEM). Another advantage of including the spatial lag
of explanatory variables is that endogenous regressors can be tested without resorting
to spatial econometric techniques. Therefore, they suggest considering the SLX model
as the starting point in the selection of a model when a well-founded theory suggesting
the most appropriate model is lacking.

As regards the analysis of tourism demand based on the origin-destination approach,
the empirical literature using spatial effects is still very limited. Among the few stud-
ies, the most commonly used spatial effects are the spatially lagged dependent vari-
able (Alvarez-Diaz et al., 2020, 2017; Marrocu and Paci, 2013; De la Mata and Llano-
Verduras, 2012; Deng and Athanasopoulos, 2011) and the spatial lag of explanatory
variables (Alvarez-Diaz et al., 2020; Patuelli et al., 2014, 2013). Almost all the studies
in this stream of literature focused on domestic tourism, measured by bilateral tourist
arrivals, i.e. each region represents both origin and destination. An exception is the
article by Deng and Athanasopoulos (2011) which analyses domestic bilateral tourist
flows as well as international unilateral flows (region of origin is different from region
of destination) with two different models.

Generally, gravity models with spatial effects are performed on cross-sectional data,
and few studies consider spatial panel data (see Patuelli et al., 2014, 2013; Deng and
Athanasopoulos, 2011).

As far as cross-sectional studies are concerned, De la Mata and Llano-Verduras
(2012) analyze domestic bilateral flows among 18 Spanish regions in the years 2001
and 2007. Differently from other studies in the literature, they compute a measure of
tourist expenditure based on tourist trade flows, instead of tourist arrivals. The authors
use a Bayesian Spatial Autoregressive model (SAR) and find a significant positive effect
of GDP of destination and Gross Value Added (GVA) of the hotel industry in the origin.
They also include some characteristics of the origin like beach length and temperature.
Finally, the authors find positive spatial endogenous effects, and a negative effect of
distance.
Marrocu and Paci (2013) explore demand and supply determinants of domestic bilateral
tourist arrivals in the Italian NUTS3 regions in 2009. The authors use an extended spa-
tial autoregressive specification as suggested by Le Sage and Pace (2009, 2008). More
specifically, starting from the assumption that tourist flows may be simultaneously af-
fected by two kinds of spatial dependence, one arising from the demand side (origin)
and the other from the supply side (destination), they disentangle the spatial endoge-
nous effects into three effects, based on their source. One of these catches the part of



dependence due to the interaction between neighbouring countries of origin. A second
captures the share of dependence arising from the fact that tourist flows from an origin
to a destination may produce similar flows in neighbouring destinations. The third one
is the interaction between the first two effects and is called ‘origin-to destination’ de-
pendence by Le Sage and Pace (2008). Marrocu and Paci (2013) find significant effects
of both origin and destination determinants, along with evidence of origin and destina-
tion spatial effects. However, their approach neglects the presence of possible spatial
exogenous effects (WX), which may lead to problems due to omitted variables, as Cor-
rado and Fingleton (2012) point out.
Alvarez-Diaz et al. (2017) analyze the main determinants of domestic bilateral tourist
flows in 19 regions of Spain in 2016. The authors employ a Spatial Autoregressive
model (SAR) with an origin-destination structure and find evidence of positive spatial
spillovers effects. They also find a negative effect of distance between origin and des-
tination and a positive influence of the level of wealth of destination, in addition to
positive income elasticity. Moreover, the authors find that the characteristics of a des-
tination (including beach quality, accessibility, number of museums and parks) have
positive effects on Spanish domestic tourism demand. Although their study accounts
for spatial endogenous effects (WY), it does not take into account both dynamic effects
and spatial exogenous effects (WX).
Alvarez-Diaz et al. (2020) take a step forward with respect to the study by Alvarez-Diaz
et al. (2017) focusing on the determinants of bilateral domestic tourist flows in Spain
at Nuts3 level, and taking into account spatial exogenous effects. The authors com-
pare results from different spatial econometric models with origin-destination structure
applied to averaged tourist flows between 2011 and 2013. They find that the Spatial
Durbin Error model (SDE) and the Spatial Error Model (SEM) produce the best fitting.
From the empirical point of view, Alvarez-Diaz et al. (2020) find evidence of positive
effects of tourist flows in neighbouring regions and a negative effect of the spatial lag
of the number of theme parks and natural parks. Furthermore, they find a positive effect
of length of highways, blue flag beaches, number of theme and natural parks of destina-
tion, in addition to positive income elasticity and a positive effect of population density
of the region of origin. Finally, Alvarez-Diaz et al. (2020) also find a negative effect of
rainfall of destination, and a negative influence of relative price and distance. Although
their study takes into account spatial exogenous effects (WX), it does not account for
dynamic effects of the phenomenon, because they consider static models.
Differently from the above-mentioned studies, Pompili et al. (2019) focus on interna-
tional unilateral tourist flows in the Italian NUTS3 regions from 20 countries of origin,
and use tourist expenditures, arrivals, nights spent, and length of stay as dependent vari-
ables. They applied a Spatial Durbin Model (SDM) specification and find a significant
positive spatial autoregressive coefficient in all cases, indicating that a destination ben-
efits from the presence of attractive destinations in the neighbourhood. Although they



included WX in the model, they did not account for dynamic effects because they esti-
mated the model in a cross-sectional setting.

As far as panel data is concerned, Patuelli et al. (2013) explore the effects of World
Heritage Sites (WHS) on Italian domestic tourism demand, measured by bilateral tourist
arrivals among the 20 Italian regions (NUTS2) for the period 1998-2009. The authors
estimate a Spatial Lag of X model (SLX) using a negative-binomial estimator to account
for overdispersion in the data. They find significant effects of WHS in a destination
and in its neighbourhood, along with significant effects of other determinants, such as
cultural demand, the diffusion of cultural events, the price of hotel and restaurants, and
the level of crime.
Patuelli et al. (2014) use a negative-binomial SLX model to explore the role of distance
and cultural offer on domestic bilateral tourist arrivals in Italy for the period 1998-2009.
They find that cultural offer affects the willingness to travel, and that this effect varies
with geographical distance.
Deng and Athanasopoulos (2011), using a dynamic spatial autoregressive model, car-
ried out a complex study of Australian domestic and inbound tourism demand. The
authors considered a panel of quarterly data for the period 1998-2008 in the case of
domestic bilateral flows, and 1999-2008 in the case of unilateral international tourist
flows. The model takes into account both temporal and spatial effects, which are al-
lowed to differ between capital and non-capital cities and to account for the seasonality
effect. The authors found a significant positive effect of income of origin, along with
significant spatial and temporal effects in the case of domestic tourism. In the case of
international inbound tourism they found positive temporal effects and significant spa-
tial effects, along with temporal dummies for two one-off events, the Bali bombing and
the Sidney Olympic Games.6

Although the study by Deng and Athanasopoulos (2011) makes an attempt to control
for habit persistence formation in tourist flows by estimating a dynamic SAR spatial
panel gravity model, it does not account for the presence of exogenous spillover effects
(spatially lagged covariates). Indeed, the SAR specification is not able to separate the
causes of spillover effects, and hence, if the effect on tourist flows in one destination due
to neighbouring regions is due to their endowment resources or to their level of tourist
flows (Pompili et al., 2019). To overcome this issue Halleck Vega and Elhorst (2015)
and Elhorst and Halleck Vega (2013) suggested including the spatial lag of explanatory
variables. However, only a few articles have considered this suggestion in tourism stud-

6Among other influencing factors of tourist flows frequently used within the spatial literature on
tourism demand, we mention recreational attractions (Patuelli et al., 2013, 2014; Marrocu and Paci,
2013), tourism specialization, the petty crime index, violent crime, diffusion of theatrical and musical
shows, coasts unsuitable for bathing (Patuelli et al., 2013, 2014), and rainfall (Alvarez-Diaz et al., 2020).
Other examples of explanatory variables are population of origin, accessibility (length of highways, num-
ber of airports, train satisfaction index), natural resources (number of natural parks, blue flag beaches,
theme parks), cultural resources (number of UNESCO World Heritage Sites, museums, etc.).



ies employing spatial gravity models (Alvarez-Diaz et al., 2020; Pompili et al., 2019;
Patuelli et al., 2014, 2013).

In the light of that, our study, using a gravity model framework, analyzes inbound
tourism flows by applying an advance in static spatial panel approach, namely the so-
called Dynamic Spatial Durbin model with common factors, which enables us to model
tourism flows taking into account both time-dependency in spatio-temporal series, and
weak and strong cross-sectional dependence. A Dynamic Spatial Panel Data model
enables us to better interpret the role of spatial spillover effects in inbound tourism de-
mand considering both the effects due to determinants of destinations and those related
to the attractiveness of neighbouring regions, accounting for both temporal and spatial
dynamics, along with the presence of cross-sectional dependence. Full details on the
methodology are provided in the next section.

3.3 Data and Model

3.3.1 Data description

The study focuses on unilateral tourism demand in the 110 Italian destinations
(NUTS3 regions) from 23 countries of origin during the period 2003-2017; thus, a panel
of 110*23*15 observations has been considered. We measure inbound tourism demand
of Italian destinations by means of nights spent by non-residents in Italian tourist accom-
modation establishments. The data are provided by the Occupancy of Tourist Accom-
modation Survey carried out by the Italian Institute of Statistics (ISTAT).7 To control for
different regional size of the phenomenon, nights spent per capita have been considered
as the dependent variable.

Data on tourism flows are not homogeneous over the period of analysis due to
changes in the number of Italian provinces (NUTS3 regions). Before 2009 there were
103 of them, then four new provinces were created in Sardinia (Carbonia Iglesias,
Medio Campidano, Ogliastra, Olbia-Tempio), one in Lombardy (Monza e Brianza), one
in Marche (Fermo), and one in Apulia (Barletta-Andria-Trani) making a total of 110.
In 2016, the four provinces of Sardinia added in 2009 were replaced by the province
of Sud Sardegna. These changes in the definition of provinces create some problems
of data comparability. To overcome that, we considered the NUTS3 configuration with
110 provinces, and we imputed data for missing provinces based on the area of the mu-
nicipalities that moved from the old provinces to the new ones. What we did was to
compute the total area of municipalities that formed the new province, then compute the
portion of area that formed the new province. Thus, we impute the new province with a
share of tourism flows proportional to its area.

7Data are accessible at the following website: http://dati.istat.it.



As far as the explanatory variables are concerned, on the basis of the empirical
literature, we consider two traditional variables widely used in the gravity models of
tourism demand, i.e. distance and relative price. Additional variables of determinants
of tourism demand have been included based on data availability at NUTS3 level for all
the period of analysis. Distance is the geographical distance between each origin and
destination pair in kilometres.8 This variable is included in many studies on domestic
and international tourism demand as a proxy of travel costs and time (see among oth-
ers Khadaroo and Seetanah, 2008; Massidda and Etzo, 2012; Marrocu and Paci, 2013;
Patuelli et al., 2013, 2014; Pompili et al., 2019). The effect of distance on international
tourism demand is expected to be negative. As regards the price variable, it is com-
puted as the ratio between the consumer price index (CPI) of each destination and that
of each origin. This variable captures the effect on tourism flows of the discrepancy in
living conditions between destination and origin. Many empirical studies on interna-
tional and domestic tourism demand include a measure of relative prices, highlighting
its relevance in the analysis of tourist flows (see among others Massidda and Etzo, 2012;
Marrocu and Paci, 2013; Chasapopoulos et al., 2014; Alvarez-Diaz et al., 2017; Yazdi
and Khanalizadeh, 2017; Pompili et al., 2019). The ratio between the value added of
destination and that of country of origin (at constant prices) is included in the model to
capture the effect of the level of development of each destination relative to each ori-
gin. When potential tourist is considering where to go, the weather is clearly a factor
in his choice. This is supported by literature on the effects of climate on tourism de-
mand (see among others Goh, 2012; Rosselló-Nadal, 2014; Li et al., 2017), and by the
two recent studies by De la Mata and Llano-Verduras (2012) and Alvarez-Diaz et al.
(2020), who find a positive effect of temperature and a negative influence of rainfall. In
our study, we include the average, maximum, and minimum temperature, and annual
level of precipitations in each destination for every year as a proxy of weather con-
ditions. We collected data on weather conditions mainly from the Italian Institute for
Environmental Protection and Research (ISPRA). We integrated data from this source
with data from regional sources, such as the Regional Agency for Environmental Pro-
tection (ARPA) for the regions of Lombardy, Piedmont, Liguria, and Emilia-Romagna,
and the Regional Hydrological and Geological Service (SIR) for Tuscany and Umbria.
Finally, we consider the number of bank branches and the demand of public transport
per capita as explanatory variables related to supporting services for tourism (see e.g.
Crouch and Ritchie, 1999; Sánchez and López, 2015). Data are provided by ISTAT and
can be freely accessed from the Statistical Territorial Atlas of Infrastructures.9 Table 3.1
lists details on the definition of variables and data sources.

8Data on geographical distance were collected from the following website: www.distanza.org
9Data are accessible at the following web-page: . Since the variable number

of bank branches has the same problem of comparability of data over time, we imputed data as described
above for the dependent variable.



Table 3.1: Variables description and data source a

Variable Definition Source

ns
Logarithm of Nights spent/100 inhab-
itants in each destination from each
country of origin

ISTAT

p
Logarithm of relative price of destina-
tion to origin (ratio between CPI of
destination and CPI of origin)

ISTAT, OECD

v
Logarithm of relative value added at
constant price (ratio between VA of
destination and VA of origin)

EUROSTAT

D
Geographical distance (km) between
the centroid of country of origin and
the centroid of destination

www.distanza.org

T
Yearly maximum temperature of desti-
nation

ARPA, ISPRA ambiente, Servizio
Idrologico e geologico Regionale
(SIR)

Tm
Yearly minimum temperature of desti-
nation

ARPA, ISPRA ambiente, Servizio
Idrologico e geologico Regionale
(SIR)

Pre
Yearly level of precipitations of desti-
nation

ARPA, ISPRA ambiente, Servizio
Idrologico e geologico Regionale
(SIR)

Bank
Yearly number of bank branches of
each destination

ISTAT (from the Statistical Ter-
ritorial Atlas of Infrastructures).
asti.istat.it/asti

Transp
Yearly number of tickets per inhabi-
tants for public transport of each desti-
nation

ISTAT (from the Statistical Ter-
ritorial Atlas of Infrastructures).
asti.istat.it/asti

a ISTAT: Italian Institute of Statistics; OECD: Organisation for Economic Cooperation and Development; EURO-
STAT: European Statistical Office; ARPA: Agenzia Regionale per la Protezione Ambientale; ISPRA: Istituto Superiore
per la Protezione e la Ricerca Ambientale.



3.3.2 Patterns and trends in the data

This section describes the temporal and spatial patterns of the variables included in
the proposed gravity model for spatial panel data of Italian inbound tourism demand.
Figure 3.1 shows the logarithm of nights spent per 100 inhabitants by international
tourists in Italian tourist establishments. As the graph illustrates, inbound tourism de-
mand in Italy, from the 23 countries of origin used in this study, after a first year of de-
cline, started to grow rapidly over the period 2004-2007. In 2008 tourism flows stopped
growing and in 2009 inbound tourism demand in Italy began decreasing. This was un-
doubtedly due to the crushing effects of the Great recession. The crisis started at the
end of 2007 in the USA and rapidly hit the European economy. It was the deepest
recession since the Great depression in the 1930s, with severe effects on GDP and em-
ployment. Indeed, between the second quarter of 2008 and the second quarter of 2009,
the GDP of the European Union (EU27) recorded a fall of 4.9%, and employment de-
creased by 1.9%; in Italy, these two indicators decreased by 6% and 0.9% respectively
(EUROSTAT, 2009). According to EUROSTAT (2010), the number of nights spent
by non-residents in tourist accommodations of EU27 experienced a decrease of 7.7%
(0.8% for residents) in 2009 compared with 2008. In 2010, inbound nights spent in Italy
started to rise again until 2013; in 2014, there was a slight decrease, but after this year
inbound tourism demand in Italy recorded sustained growth until 2017, the last year in
our sample.

Figure 3.1: Nights spent per 100 inhabitants (Log), 2003-2017.

Figure 3.2 shows, based on quintiles of the pooled dataset, the spatial distribution
of inbound tourism demand among Italian tourist destinations (NUTS3 regions) in four
selected years (2004, 2009, 2013, 2017). The maps show that inbound tourism demand



in Italy has followed the traditional North-South divide. Indeed, destinations in the
northern part of Italy are the most attractive with a significant number of destinations
in the right tail of the distribution (darker colours), while most of destinations in the
South have tourist flows lower than the median (lighter colours). Two exceptions to
this are the two main Italian islands (i.e. Sicily and Sardinia) where a notable number
of destinations fall in the right tail of the distribution. The North-South division is
stable over time and the geographical distribution of tourist flows is almost constant
over time too. An interesting phenomenon to be noted is the presence of local clusters
with similar levels of tourist flows. For example, two clusters with dark colours appear
in the North of Italy; one in the North-East around Trento and Bolzano, and the second
in the neighbourhood of Siena and Firenze.

(a) 2004 (b) 2009

(c) 2013 (d) 2017

Figure 3.2: Nights spent per 100 inhabitants (Log), selected years. Class intervals based
on quintiles of the entire distribution of the pooled data (all destinations, all origins, all
years).



Figure 3.3 plots the temporal evolution of inbound tourist flows of all the 110 Italian
provinces in panel (a), and NUTS1 trend for the 23 countries of origin in the sample
in panel (b). From panel (a) it can be seen that inbound tourist flows differ across
provinces and that in most regions the trend is upward. In panel (b) where patterns of
data for the 23 countries of origin can be seen, it emerges that inbound tourist flows
vary with countries of origin in both magnitude and patterns. For example, France and
Germany seem to be the most important markets for Italian inbound tourism demand.
Iceland is among the countries that generate few tourist flows, and patterns in the North
of Italy differ from those in the South (i.e. increasing in the North, and decreasing in
the South).

(a) (b)

Figure 3.3: Nights spent (log) provincial trends on the left (a), and NUTS1 trends for
the 23 origins on the right (b)

Looking at the explanatory variables, Figure 3.4 shows the evolution over time of
the logarithm of relative price, averaged over countries of origin, for the 110 regions on
the left (panel a), and for each origin-destination pair on the right. Panel (a) indicates
that relative price in the various regions follows almost the same pattern, but with some
differences among regions. Panel (b) enables us to evaluate differences among origins
where each subpanel plots the relative price of the 110 destinations for a fixed origin,
i.e. the CPI of destination (the numerator in the variable price) changes, while the CPI
of origin (the denominator of the variable price) is fixed. Therefore, looking at each
individual subpanel we can assess differences among prices of destinations, whereas
comparing subpanels one with another, differences of cost of living across countries of
origin can be assessed. It emerges that price differs among destinations regardless of



the origin, as shown in panel (a), and that the variable price shows almost the same
pattern in all the countries of origin, although in France, Germany, Greece, Ireland, and
Luxembourg the decline of price during the crisis is more pronounced than in other
countries.

(a) destination pattern (b) origin-destination pattern

Figure 3.4: Log of relative price

Figure 3.5 reports similar plots for the variable value added. On the left, we find the
graph of value added, averaged over origins, for the 110 destinations. It can be seen that
there is a negative trend in the relative value added averaged over origins which varies
highly across regions. Panel (b) gives a more detailed picture of this variable, as it shows
the value added for each origin-destination pair. Looking at each sub panel, where the
value added of origin is fixed, the variability of value added across destinations is con-
firmed. Comparing the subpanels one with another, we can identify the most developed
countries as they are the ones with the higher value added. Since the value added of
origin is the denominator of the variable, the countries with lower values of this variable
are those with higher value added. Since the graphs in the subpanels show different
levels, the value added of the selected countries is different, and France, Germany, and
United Kingdom are those with the highest value added.

Figure 3.6 describes the weather conditions of the 110 destinations in the form of
graphs. The annual maximum temperature of such destinations can be found in panel
(a). This variable exhibits an increasing trend with some years of negative peaks (e.g.
2007, 2010, and 2013). It can be noted that the maximum temperatures tend to move
together in most of destinations, but there are some differences like the group of regions
with much lower temperatures than the mean group. Panel (b) of Figure 3.6 plots the
minimum temperature (yearly average) of the 110 destinations. The minimum temper-
ature is different across regions and is increasing. These differences in temperature are



(a) destination pattern (b) origin-destination pattern

Figure 3.5: Log of relative Value Added (VA)

to be expected because Italy extends in a North-South direction, so weather conditions
can be very different in the South compared to the North. Panel (c) in Figure 3.6 shows
the yearly amount of precipitations (in mm). The graph shows a great deal of variation
over time and across destinations with peaks in 2004, 2008, 2010, and 2014.

Finally, Figure 3.7 shows the temporal evolution of the number of bank branches
(panel a) and per capita demand for public transport (panel b) in all the 110 destina-
tions. The number of bank branches rose until 2008 after which there was a continuous
decline. This may be the effect both of the crisis and the increase of on-line banking
over recent years. The demand for public transport varies among destinations, with
four destinations having a much higher level of public transport demand than the others.
However there is no uniform pattern, as some destinations have an increasing demand
for transport, while in others the trend is negative.



(a) yearly maximum temperature (b) yearly minimum temperature

(c) yearly amount of precipitations

Figure 3.6: Weather conditions of Italian provinces (NUTS3 regions)



(a) number of bank branches (b) per capita demand for public transport

Figure 3.7: Bank branches (no the left) and demand for public transport (on the right),
destination trends.

3.3.3 Modelling strategy

To explore the inbound Italian tourism demand, the following dynamic spatial panel
data model with common factors and gravity structure for tourism demand has been
proposed:

nsi jt = tnsi jt�1 +rWnsi jt +hWnsi jt�1 +b1 pi jt +b2vi jt+

b3Di j +b4Tit +b5T mit +b6Preit +b7Bankit +b8Transpit+

WXqqq +GGG111ns jt +GGG222ns jt�1 +µi +µ j + ei jt

(3.1)

where nsi jt is the logarithm of the nights spent in destination i (i = 1, . . . ,110) from
origin j ( j = 1, . . . ,23) at time t (t = 2004, . . . ,2017), which is the dependent variable.10

nsi jt�1 is the time lag of the dependent variable, and Wnsi jt and Wnsi jt�1 are the spa-
tial lag and the spatial-temporal lag of the dependent variable, respectively. pi jt is the
logarithm of the relative price of destination i with respect to origin j at time t. It is
computed as the ratio between the Consumer Price Index (CPI) of destination i at time t
and the CPI of origin j at time t. vi jt is the logarithm of the relative value added at con-
stant prices of destination i with respect to origin j at time t. It is computed as the ratio

10In tourism demand literature the log specification seems to be widely used (see among others, Lim
and Zhu, 2017; Tang and Tan, 2016; Kusni et al., 2013; Garín Muñoz, 2007; Maloney and Montes Rojas,
2005). The success of this model specification is mostly due to the fact that coefficients can be interpreted
as elasticities.



between the Value Added (VA) at constant prices of destination i at time t and the VA at
constant prices of origin j at time t. Di j is the distance in kilometres between origin and
destination. Tit and T mit are yearly maximum and minimum temperatures respectively
of each destination at time t. We excluded average temperatures from the analysis due
to collinearity concerns. Preit is the yearly amount of precipitations (i.e. rain, snow, and
hail) in destination i at time t. These three variables are proxies of weather conditions in
destination i at time t. The variable Bankit is the number of bank branches of each des-
tination at time t, and Transpit is the number of tickets for public transport purchased
per inhabitant. WX represents the spatial lag of the aforementioned covariates. W is
the 110⇥110 spatial weight matrix that describes the spatial relationship among spatial
units. To select the optimal W matrix, we compared different W matrices specifications
with each other ceteris paribus and repeated this procedure for different model specifi-
cations.11 The specification and selection of this matrix will be further discussed in the
discussion of the results.
The common factors are defined as the cross-sectional averages of the dependent vari-
able at time t and t �1, i.e. ns jt = I�1 ÂI

i=1 nsi jt and ns jt�1 = I�1 ÂI
i=1 nsi jt�1.12 Their

scope is to capture potential strong cross-sectional dependence in the dependent vari-
able. Additional common factors could be added by means of cross-sectional averages
of covariates. However, each common factor included in the model has an estimate of I
additional parameters.

The first attempt to account for observed and unobserved common factors is that of
Pesaran (2006). Subsequently, Pesaran et al. (2013) defined common factors in a dy-
namic but non-spatial framework. Bailey et al. (2016a) made a step forward proposing
a two-step method to account for both weak and strong cross-sectional dependence in a
dynamic and spatial framework. Recently, Halleck Vega and Elhorst (2016) show that
if one controls for both weak and strong cross-sectional dependence, it is necessary to
include cross-sectional averages of the dependent variable at time t and t � 1. Based
on the assumption of Pesaran (2006), that the weight of each spatial unit in the cross-
sectional average tends to zero when the cross-sectional dimension diverges, common
factors can be treated as exogenous covariates.
Since we have 110 spatial units (i.e. the 110 Italian NUTS3 regions), the weight of
each cross-sectional unit is quite small, and hence this assumption is more likely to be
met than in Ciccarelli and Elhorst (2018) and Halleck Vega and Elhorst (2016), whose
studies are based rispectively on 69 and 12 spatial units only. The model also includes
destination and origin fixed effects, termed µi and µ j, respectively. Destination fixed
effects capture all destination-specific characteristics that are fixed over time, whereas
origin fixed effects catch those of countries of origin. Since the model is defined in

11Within the literature on spatial modelling of tourism demand, the most popular spatial weight matri-
ces (W) are the row-normalised binary contiguity matrix and the k-nearest neighbours.

12Where I is the number of destinations, 110 in our case.



an origin-destination framework, the inclusion of these two fixed effects is important
because they are proxies of origin and destination size. ei jt is the i.i.d. error term with
zero mean and finite variance s2. The model is estimated by the bias-corrected Quasi
Maximum Likelihood estimator proposed by Yu et al. (2008). Since parameter estimates
of the model in Equation 3.1 are not directly interpretable, Elhorst (2014) suggests that
direct and indirect effects of covariates be evaluated. They can be computed from the
matrix of partial derivatives of the expected value of the dependent variable with respect
to the k� th explanatory variable, which in the long term reads as

⇣
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∂ (xNk)

⌘
=

0

BB@

∂E(ns1t)
∂ (x1k)

. . . ∂E(ns1t)
∂ (xNk)

... . . . ...
∂E(nsNt)

∂ (x1k)
. . . ∂E(nsNt)

∂ (xNk)

1

CCA

= ((1� t)IN � (r +h)W )�1

0

BBBB@

bk qw12 . . . qw1N

qkw21 bk . . . qw2N
...

... . . . ...
qkwN1 qkwN2 . . . bk

1

CCCCA

(3.2)

The average of diagonal elements represents the average direct effect, while the
average of the row sum of off-diagonal elements is the average indirect effect (or the
spillover effect). The former represents the impact (in the long run) of a change in
the k� th explanatory variable on the dependent variable in the same spatial unit. The
second, the spillover effect, is a measure of the long-term effect of a change in the k� th
explanatory variable in neighbouring regions on the dependent variable of a spatial unit.
Standard errors, and therefore the significance of these effects, are computed with the
bootstrap procedure. The short-term version of direct and indirect effects is computed
by imposing that t = h = 0 (Elhorst, 2014).

Another important aspect to explore is whether the model is stable, explosive or if
there is spatial cointegration in the dependent variable. Indeed, parameter estimates of
dynamic spatial panel data models are consistent only if the stability condition holds
(Yu et al., 2008). The stability of the proposed model will be tested with the method
proposed by Lee and Yu (2010) and Yu et al. (2012). This method looks at the sum
of the parameter estimates of the lagged dependent variable in time (t), space (r), and
both time and space (h). More precisely, the model is stable if the sum of these three
coefficients is less than one (t +r +h < 1), and it is explosive when this sum is greater
than one (t +r +h > 1). Finally, if the sum of the three coefficients is equal to one,
the dependent variable is spatially cointegrated. When the stability condition does not
hold, the quasi-maximum likelihood estimator of Yu et al. (2008) needs adjustments to



get a consistent estimator.
As far as the gravity framework is concerned, the introduction of spatial and tempo-

ral dependence consists of augmenting the linear gravity equation by means of spatially
and temporally lagged variables (both dependent and independent). To achieve this,
Marrocu and Paci (2013), following Le Sage and Pace (2008, 2009) augmented the lin-
ear gravity model with three additional spatial autoregressive components, accounting
for origin, destination and origin-destination dependence. Other studies considered a
simple spatial autoregressive model including the spatial lag of the dependent variable
only for destination (De la Mata and Llano-Verduras, 2012; Alvarez-Diaz et al., 2017),
while Pompili et al. (2019) estimated a spatial Durbin model. As mentioned previously,
up to now few studies have employed spatial panel models in the gravity framework
for analysing tourism demand (Deng and Athanasopoulos, 2011; Patuelli et al., 2013,
2014). Among them, only Deng and Athanasopoulos (2011) estimate a dynamic spatial
autoregressive model, whereas Patuelli et al. (2013, 2014) estimate a static spatial panel
model but include spatial effects of covariates.

To the best of our knowledge, our study is the first attempt at applying a dynamic
spatial panel data model with common factors in the origin-destination framework to
study tourism demand.

3.4 Results

The first step of our analysis is to test the presence of cross-sectional dependence in
the dependent variable. To accomplish this, we compute the CD test proposed by Pe-
saran (2015), whose null hypothesis is no presence of cross-sectional dependence. We
obtained a CD test value (for row data) of 99.146, which is outside the interval (-1.96,
1.96), therefore, we have evidence against the null hypothesis of no cross-sectional de-
pendence at the 5% significance level. To assess whether the cross-sectional dependence
is strong, we use the exponent a-test of Bailey et al. (2016b). The result of this test for
the dependent variable is a = 1.0007 with a standard error of 0.0302, suggesting the
presence of strong cross-sectional dependence. This result clearly shows the need to
control for strong cross-sectional dependence including common factors in the model.

Next we followed a procedure to select an appropriate model, at first estimating a
dynamic spatial panel data model with spatial (origin and destination) and time fixed
effects, but without common factors. At this stage, we considered a row-normalized
binary contiguity matrix. The CD-test on the residuals of this model takes the value
-11.137, indicating the presence of cross-sectional dependence. Nevertheless, this value
is much lower than the CD-test value on raw data which means that the DSPD with
time and spatial fixed effects captures most of the cross-sectional dependence in the
dependent variable. In the light of these results, we estimate a DSPD model including



common factors at time t and t�1 approached by cross-sectional averages of the depen-
dent variable, and we use the same W row-normalized binary contiguity matrix, so that
the model is able to capture the remaining cross-sectional dependence. The CD-test on
residuals of this latter model takes the value -6.492, which is still outside the interval (-
1.96, 1.96). However, this result could be due to the matrix we choose. Since the spatial
weight matrix (W) is a key issue in spatial econometrics, because spatial spillovers are
highly dependent on W, we have to be careful which one we choose. Hence, keeping
the model specification fixed, we compare the results from various DSPD model speci-
fications with different W matrix specifications in order to select the W matrix with the
best performance. This is done through the Log-likelihood value (higher values are bet-
ter) and the CD-test on residuals of the model (test results in or closer to the confidence
interval (-1.96, 1.96) are better).

The following W matrices were considered: row-normalized first and second order
binary contiguity matrices, inverse distance matrices (row-normalized both by row and
by the largest eigenvalue), and inverse distance to the power of 3 (where the generic
element is wi j = 1/d3

i j). We also considered k-nearest neighbours contiguity type W
matrices for k=5,. . . ,17 (row-normalized). The start and end values of k are based on the
average number of neighbours of the first and second order binary contiguity matrices,
because the best choice seems to be somewhere between the first and second order row-
normalized binary contiguity matrix, based on log-likelihood values.

For the sake of brevity, here we will only discuss the results of the W matrix selec-
tion for the model specification shown in equation 3.1 regarding the specification with
(DSPD-WCF) or without common factors. The log-likelihood value of the model with
common factors is higher than the model without them for all the W matrices spec-
ifications, hence the model with common factors is preferred. Since the CD-test of
the DSPD-WCF is outside the interval (-1.96, 1.96) for all the W matrices considered,
the choice of the optimal W matrix is based on comparing the log-likelihood values
for the different W matrices. Among k-nearest neighbours W matrices, the matrices
with six and eight neighbours give the two highest log-likelihood values (58452.25
and 58453.03, respectively). The log-likelihood with the binary contiguity matrix is
58481.66, which is the highest one. Nevertheless, we choose the k-nearest neighbours
matrix with k = 6 because of the presence of islands among the spatial units.

Table 3.2 shows estimation results for three different specifications of the proposed
model. The first column reports the results of the model with origin and destination
fixed effects (µ j and µi) and time fixed effects but, without common factors. The CD-
test on the residuals of this model gives evidence of residual cross-sectional dependence.
The second column shows results of the model as in Equation 3.1, i.e. including spatial
fixed effect and common factors approached by cross-sectional averages. The CD-test
on the residuals of this model is significant at 5%, indicating that the model is not able
to capture all the cross-sectional dependence in the data. Since the model with com-



mon factors achieves better results in terms of Log-likelihood (58452.25 vs. 45483.83),
we can say that it outperforms the model without common factors. As stated in the
methodological section, the dynamic spatial panel data model is stable only if the sta-
bility condition t +r +h < 1 is fulfilled. In both models this condition is not satisfied,
indeed the sum of serial, spatial, and spatiotemporal coefficients is close to one (1.014
for the preferred model). Therefore, we re-estimate the model with common factors
(DSPD-WCF) with the constraint t +r +h = 1; these results are reported in the third
column of Table 3.2.

Table 3.2: Estimation results

Covariates
DSPD

a

Sfe+Tfe b Sfe+CSAb Sfe+CSA restrictedd

nst�1 0.988099 0.986057 0.985100
(876.863281) (890.88) (896.48)

Wnst 0.215208 0.164857 0.167438
(22.890010) (18.86) (19.17)

Wnst�1 -0.185494 -0.136777 -0.152537
(-19.038356) (-15.12) (-17.38)

p -0.048379 -0.040936 -0.041404
(-0.975369) (-0.84) (-0.85)

v 0.023735 0.051040 0.050857
(1.092214) (2.13) (2.13)

D 1.66E-09 -1.32E-07 -4.52E-07
(0.001349) (-0.11) (-0.37)

T 0.001653 0.001650 0.001668
(2.186452) (2.09) (2.11)

T m -0.000374 0.000036 0.000020
(-0.548974) (0.05) (0.03)

Pre -0.000005 -0.000004 -0.000004
(-2.069038) (-1.53) (-1.54)

Bank -0.000078 -0.000089 -0.000089
(-4.562952) (-4.88) (-4.84)

Transp 0.000063 0.000055 0.000056
(2.971869) (2.35) (2.37)

W ⇥ p -0.061156 -0.032311 -0.034864
(-0.622555) (-0.33) (-0.36)

W ⇥ v -0.023930 0.001719 0.002125
(-0.605089) (0.04) (0.05)

(Continued on next page)



Table 3.2 (continued)

Covariates
DSPD

a

Sfe+Tfe b Sfe+CSAb Sfe+CSA restrictedd

W ⇥D 0.000001 0.000001 -0.000002
(0.625925) (0.30) (-0.77)

W ⇥T -0.005464 -0.003454 -0.003333
(-3.588432) (-2.21) (-2.13)

W ⇥T m -0.001353 -0.001970 -0.002119
(-0.871498) (-1.22) (-1.32)

W ⇥Pre -0.000002 -3.71E-07 -2.37E-07
(-0.390034) (-0.09) (-0.06)

W ⇥Bank -0.000082 -0.000086 -0.000081
(-2.339144) (-2.40) (-2.26)

W ⇥Transp 0.000055 0.000078 0.000078
(1.301785) (1.64) (1.64)

Log-lik 45483.83 58452.25

R2 0.9804 0.9654
CD-test (residuals) -10.611 -6.702
t̂ + r̂ + ĥ 1.0178 1.0141
CD-test (row data) 99.146

a t-values in parenthesis. Bias-corrected ML estimates (Yu et al., 2008) with k-nearest neigh-
bours matrix (k=6). Origin and destination fixed effects and common factors have not been
reported for the sake of space.
b Sfe+Tfe: DSPD model with spatial (origin and destination) and time fixed effects.
c Sfe+CSA: DSPD model with spatial fixed effects and common factors approached by Cross-
Sectional Averages (CSA).
d Based on the model with restriction t +r +h = 1

When this latter transformation is applied, the spatial multiplier matrix in the long-
term become singular, and therefore, long-term direct and indirect effects are not de-
fined. We can only compute short-term effects.

Looking at the estimations in column three of Table 3.2, some interesting results can
be highlighted. Firstly, the serial autoregressive coefficient is positive and significant,
indicating the presence of positive temporal dependence in Italian inbound tourism de-
mand, and hence, a positive habit effect. This finding is in line with results of the study
of Massidda and Etzo (2012) for Italian domestic tourism demand and the recent study
of Deng and Athanasopoulos (2011) for Australian domestic and international tourism
demand. There are two possible explanations for this result. First, tourists are more
likely to return when they have enjoyed their stay; second, when tourists return home,
they talk positively about their holiday to people in their social network such as friends,



parents, relatives, and colleagues which leads to a diffusion effect. In other words, this
result gives insights into why Italian tourist destinations are so highly popular in the
international market.
A second explanation for this result is that the estimations show the presence of spatial
and spatiotemporal dependence in international tourism demand for Italian destinations.
The spatial autoregressive coefficient is positive and significant; this coefficient captures
the effect of a change in tourism demand in neighbouring destinations on tourism de-
mand in a destination. The sign of this coefficient is consistent with the recent study on
international tourism demand in Italy by Pompili et al. (2019). Similar results have also
been found in the case of Italian domestic tourism flows (see among others Marrocu
and Paci, 2013). This means that the presence of well-performing destinations in the
neighbourhood leads to a positive effect on the tourism demand of a destination. This
result gives insights about the positive effect that cooperation among tourist destinations
could have on the attractiveness of a destination with perhaps, an improvement in their
profitability. On the other hand, the spatiotemporal autoregressive coefficient is signifi-
cant and negative, and hence, the empirical regularity h =�t ⇤r is satisfied. Imposing
this constraint on parameters of the model could remove overidentification problems
(Parent and Le Sage, 2012, 2011). Elhorst (2010) shows that if empirical regularity is
satisfied, space and time effects can be separated mathematically, thus simplifying the
interpretation of results. From an empirical perspective, the spatiotemporal coefficient
(h) can be interpreted as the word of mouth effect (Liu, 2020). The fact that the sign of
this coefficient is negative, therefore suggests that Italian inbound tourism demand has
in some way lost some of its attractiveness. This might be connected with the role of
curiosity in the choice of the destination. Curiosity is one of the most important driving
factors of destination choice (Martenson, 2018). According to Litman (2005), curios-
ity involves an interplay between desire (for new information) and expected pleasure.
Visitors to neighbouring regions could decrease the desire of potential tourists to collect
information on the destination, and hence their curiosity and likelihood that they will
visit it and talk about their stay. This mostly affects new visitors to a destination, be-
cause as noted by Jacobsen and Munar (2012), new tourists are more likely to collect
information from external sources than repeat visitors.

These results have two main policy implications. The first concerns the importance
of cooperation among Destination Management Organisations (DMOs) of different des-
tinations to improve their attractiveness by extending the variety of tourist products on
offer. This cooperation strategy might increase the habit effect, in addition to reduc-
ing the negative word of mouth effect; indeed, a greater variety of tourist attractions
might lead to an increase of repeat tourists. The second policy implication is about the
need of less well-known destinations to invest in the renewal of their product and in
strengthening their image so as to improve their attractiveness.

Table 3.3 reports the short-term direct and spillover effects that capture the effect



on tourism demand in one destination due to a change in its own and its neighbours’
covariates.

Table 3.3: Short-term direct and spillover effects a

Direct Spillover Total

p -0.037457 -3.12E-06 -0.037460
(-0.72) (-0.59) (-0.72)

v 0.051081 0.001645 0.052726
(2.08) (2.10) (2.14)

D -2.37E-07 2.14E-05 2.12E-05
(-0.19) (0.03) (0.03)

T 0.001641 -3.88E-06 0.001637
(2.10) (-1.58) (2.09)

T m 2.14E-05 -8.75E-05 -0.000066
(0.03) (-4.67) (-0.10)

Pre -4.01E-06 5.39E-05 0.000050
(-1.64) (2.19) (2.01)

Bank -8.78E-05 -0.037956 -0.038044
(-4.67) (-0.40) (-0.40)

Transp 5.38E-05 -0.000728 -0.000674
(2.19) (-0.02) (-0.02)

a t-values in parenthesis. Based on the model with restriction
t +r +h = 1

As expected, the sign of direct and indirect effect of relative price (p) is negative,
but neither direct nor indirect effects are significant. As concerns the value added vari-
able, we find significant positive values for both direct and indirect effects. This result
suggests that the level of development of a destination has a positive impact on tourism
demand, probably because more developed destinations can offer higher quality ser-
vices.

The short-term effects of this variable read as elasticities, since value added enters
the model in logarithm. The positive sign of the total effect of this latter variable in-
dicates that a 1% increase in the level of development of the destination will produce
an increase of 0.0527% in tourist flows. Most of this contribution is ascribable to the
direct effect, suggesting that the value added of a destination plays a major role. Never-
theless, the positive sign of the indirect effect of value added indicates that the level of
development of neighbouring regions does have a positive effect on tourism demand of
a destination.

Total and direct effects of maximum temperature are positive and significant, whereas



the indirect effect is negative but not significant. Therefore, an increase in the maximum
temperature will have positive effects on tourism demand. A significant spillover effect
emerged for minimum temperature, but its magnitude is very low. Hence, an increase in
the minimum temperature in neighbouring destinations leads to a negative but minimal
effect on tourism demand in a destination. Total and direct effects of minimum tem-
perature are also negative but not significant. These results indicate that the presence
of warmer destinations in the neighbourhood of one destination reduces the desire of
tourists to go there, and that warmer destinations are preferred.
The total effect of the level of precipitations is positive and significant, but very low.
The positive sign of this effect seems surprising if we neglect the decomposition of the
total effect into direct and indirect effects. As regards the latter, we find that the positive
sign of the total effect is due to the positive sign of the spillover effect, which is much
higher than the direct one. The positive sign of the spillover effect of precipitations
is in line with expectations, because if a destination is surrounded by neighbours with
higher levels of precipitations, tourists will choose that destination. The direct effect of
precipitations is negative as expected, but is not significant.

The limited importance of weather in explaining tourism demand may be due to the
fact that Italy is a Mediterranean region where the weather is good almost year round
and even more so in recent years due to the effects of global warming. So, it is a plausi-
ble hypothesis that the weather is not a key factor as international tourists perceive Italy
as a warm destination as a whole.
As far as variables related to auxiliary services for tourism are concerned, we find that
only the direct effect of the number of bank branches is negative and significant, but is
almost equal to zero. Although the low magnitude of the coefficient, its negative sign
might give insights of a no well developed regional financial system. That is, a high
number of bank branches in a destination might signify that some services such as elec-
tronic means of payment and the possibility for cash withdrawals at ATMs are limited.
That might be a constraint to tourism development. The effects (direct, spillover, and
total) of public transport per capita are not significant and are close to zero. This result
might be surprising, although not in the case of international tourism demand because
international tourists usually buy holiday packages from travel agents which almost al-
ways include transportation services operated by private companies. Therefore, it seems
that the level of public transport is not an important determinant of international tourism
demand.

3.5 Concluding Remarks

The chapter has explored the main determinants of inbound tourism demand in the
110 Italian provinces (NUTS3 regions) from 23 countries of origin taking into account



the spatial dimension of the phenomenon. In particular, the chapter has investigated spa-
tial effects in tourism demand by applying a dynamic spatial Durbin panel data model
with common factors within the origin-destination framework, including the spatial lag
of explanatory variables as suggested by Halleck Vega and Elhorst (2015). In doing so,
we address a gap in the literature, where current spatial studies in the origin-destination
framework neglect the presence of weak/strong cross-section dependence. Although
there are a few studies using spatial econometric models in the origin-destination frame-
work in the literature, most of them focus on a single time period, and comparatively
little research have been done within the spatial panel data setting (see e.g. Deng and
Athanasopoulos, 2011; Patuelli et al., 2013, 2014). Nevertheless, even these studies
neglect some important aspects of spatial dependence. For example, Deng and Athana-
sopoulos (2011) account for habit formation effects by using a dynamic SAR, but ne-
glect exogenous spillover effects (WX) and possible strong cross-sectional dependence.
This is in part addressed by Patuelli et al. (2013, 2014), by means of the inclusion of
WX, but they only consider a static model. Therefore, to the best of our knowledge,
our study is the first attempting to fill this gap in the literature by proposing the applica-
tion of a model that simultaneously accounts for time-dependency, and the spatial and
spatiotemporal features of tourism demand, along with the presence of strong cross-
sectional dependence. It is for this reason that we use a dynamic spatial Durbin model
with common factors in the origin-destination framework. This is a model which makes
a significant contribution since it enables a better interpretation of spatial spillover ef-
fects to made and reduces the problem of omitted variables noted by Corrado and Fin-
gleton (2012) including the spatial lag of covariates. Furthermore, the model used in
this study, controlling for the presence of strong cross-section dependence and the pres-
ence of spatial cointegration, reduces misleading inference. Finally, it also accounts for
unobserved push and pull factors fixed over time with origin and destination fixed ef-
fects.

A panel model of 110⇤23⇤15 observations was built considering the inbound nights
spent in the 110 Italian provinces from 23 countries of origin for the period 2003-2017.
We considered two variables as proxy of the interplay between origin and destination,
those of relative price and relative value added. Furthermore, we included as covariates
the weather conditions of destinations, the number of bank branches, per capita demand
for public transport, and geographical distance.

Differently from the previously applied spatial gravity models, the use of a dynamic
spatial Durbin model with common factors contributes to a better understanding of the
complex spatial features of tourist flows and, indeed, we find evidence of both tem-
poral and spatial dependence. To be precise, we find a significant and positive effect
of past tourist flows on present ones, which point to the presence of habit formation.
Furthermore, we find evidence of a positive and significant effect of tourist flows in
neighbouring destinations and the presence of negative word of mouth effect (i.e. the



negative sign of the coefficient of WYt�1).
Another noticeable result is the presence of significant direct and spillover effects

of some explanatory variables. More specifically, we find positive and significant direct
and spillover effects of value added, indicating that the level of development of both a
destination and its neighbouring regions positively affects inbound tourism demand for
that destination. Since the level of development of a region can be seen as a proxy of the
quality of services, this result suggests that increasing the quality of services may have
positive effects on the attractiveness of destinations. We also found that the weather
conditions of destinations and those in the neighbouring regions do have some effect on
tourist flows, with warm destinations being preferred.

We believe that the empirical evidence that has emerged from this study have impor-
tant policy implications for Italian inbound tourism demand. In this regard, our study
provides practitioners and destination management organisations interesting elements of
destination attractiveness to consider. On the one hand, the positive sign of the spatial
autoregressive coefficient indicates that one destination benefits from the presence of at-
tractive destinations in the neighbourhood. Therefore, cooperation among destinations
and a joint promotional effort may improve the attractiveness and profitability of the
entire territory. However, this requires that policy makers, supported by local tourism
managers need to build integrated and coordinated policies to enhance the attractiveness
of tourism in local areas. This implies effective coordination of policies at different
administrative levels, and communication between tourism management bodies from
different areas. For example, a suitable strategy to exploit benefits from neighbour-
ing regions could be to build a network of destinations and promote integrated tourism
packages. This may help lesser-known destinations to improve their attractiveness, and
hence, the attractiveness of the entire territory. On the other hand, destination managers
should also plan for the renewal of a destination (for example by building new attrac-
tions) to reduce the negative word of mouth effect. This involves an effort at local level
to make each destination a unique and ongoing experience, which tourists want to repeat
over time. Combining this with multi-destination packages, destination managers could
offer a great variety of options to meet the needs of a wide range of tourists and increase
the attractiveness and profitability of destinations.

At the same time, the presence of positive direct and spillover effects of the level
of development of regions (approximated by relative value added) indicates that pub-
lic institutions and destination management organizations need to improve the quality
of public services, because of their positive effects on tourism demand. Moreover, the
positive influence of the quality of public services, due to positive spillover effects, is
spread to neighbouring regions and contributes to their attractiveness too.

Finally, policy makers and tourism managers should be aware of the growth potential
of tourism, and its benefits to the economy and create policies for tourism that exploit
the unique features of local areas. However, this effective and efficient management of



tourism resources should always be aimed at making tourism a more sustainable source
of economic growth.

Appendix 3.A: Destinations and countries of origin

Table 3.A.1: Italian destinations (NUTS3 regions)

NUTS1 NUTS2 NUTS3

North-West Piemonte Torino
North-West Piemonte Vercelli
North-West Piemonte Biella
North-West Piemonte Verbano-Cusio-Ossola
North-West Piemonte Novara
North-West Piemonte Cuneo
North-West Piemonte Asti
North-West Piemonte Alessandria
North-West Valle d’Aosta Aosta
North-West Liguria Imperia
North-West Liguria Savona
North-West Liguria Genova
North-West Liguria La Spezia
North-West Lombardia Varese
North-West Lombardia Como
North-West Lombardia Lecco
North-West Lombardia Sondrio
North-West Lombardia Milano
North-West Lombardia Monza-Brianza
North-West Lombardia Bergamo
North-West Lombardia Brescia
North-West Lombardia Pavia
North-West Lombardia Lodi
North-West Lombardia Cremona
North-West Lombardia Mantova

(Continued on next page)



Table 3.A.1 (continued)

NUTS1 NUTS2 NUTS3

North-East Trentino Alto Adige Bolzano
North-East Trentino Alto Adige Trento
North-East Veneto Verona
North-East Veneto Vicenza
North-East Veneto Belluno
North-East Veneto Treviso
North-East Veneto Venezia
North-East Veneto Padova
North-East Veneto Rovigo
North-East Friuli Venezia Giulia Pordenone
North-East Friuli Venezia Giulia Udine
North-East Friuli Venezia Giulia Gorizia
North-East Friuli Venezia Giulia Trieste
North-East Emilia Romagna Piacenza
North-East Emilia Romagna Parma
North-East Emilia Romagna Reggio nell’Emilia
North-East Emilia Romagna Modena
North-East Emilia Romagna Bologna
North-East Emilia Romagna Ferrara
North-East Emilia Romagna Ravenna
North-East Emilia Romagna Forlì-Cesena
North-East Emilia Romagna Rimini
Centre Toscana Massa-Carrara
Centre Toscana Lucca
Centre Toscana Pistoia
Centre Toscana Firenze
Centre Toscana Prato
Centre Toscana Livorno
Centre Toscana Pisa
Centre Toscana Arezzo
Centre Toscana Siena

(Continued on next page)



Table 3.A.1 (continued)

NUTS1 NUTS2 NUTS3

Centre Toscana Grosseto
Centre Umbria Perugia
Centre Umbria Terni
Centre Marche Pesaro-Urbino
Centre Marche Ancona
Centre Marche Macerata
Centre Marche Fermo
Centre Marche Ascoli Piceno
Centre Lazio Viterbo
Centre Lazio Rieti
Centre Lazio Roma
Centre Lazio Latina
Centre Lazio Frosinone
South Abruzzo L’Aquila
South Abruzzo Teramo
South Abruzzo Pescara
South Abruzzo Chieti
South Molise Isernia
South Molise Campobasso
South Campania Caserta
South Campania Benevento
South Campania Napoli
South Campania Avellino
South Campania Salerno
South Puglia Foggia
South Puglia Barletta-Andria-Trani
South Puglia Bari
South Puglia Taranto
South Puglia Brindisi
South Puglia Lecce
South Basilicata Potenza

(Continued on next page)



Table 3.A.1 (continued)

NUTS1 NUTS2 NUTS3

South Basilicata Matera
South Calabria Cosenza
South Calabria Crotone
South Calabria Catanzaro
South Calabria Vibo Valentia
South Calabria Reggio di Calabria
Islands Sicilia Trapani
Islands Sicilia Palermo
Islands Sicilia Messina
Islands Sicilia Agrigento
Islands Sicilia Caltanissetta
Islands Sicilia Enna
Islands Sicilia Catania
Islands Sicilia Ragusa
Islands Sicilia Siracusa
Islands Sardegna Olbia-Tempio
Islands Sardegna Sassari
Islands Sardegna Nuoro
Islands Sardegna Oristano
Islands Sardegna Ogliastra
Islands Sardegna Medio Campidano
Islands Sardegna Cagliari
Islands Sardegna Carbonia-Iglesias



Table 3.A.2: Countries of origin

Austria Germany Netherlands Spain
Belgium Greece Norway Sweden
Czech Republic Hungary Poland Switzerland
Denmark Iceland Portugal Turkey
Finland Ireland Slovakia United Kingdom
France Luxembourg Slovenia





Chapter 4

Exploring the determinants of tourist

destinations’ resilience

4.1 Introduction

There has been increasing attention in tourism literature on how tourism reacts to
different types of shocks, such as terrorism (see, e.g. Araña and León, 2008; Liu and
Pratt, 2017; Samitas et al., 2018; Bassil et al., 2019), natural disasters (among others,
see Tsai and Chen, 2011; Rosselló et al., 2020; Strobl et al., 2020) , and pandemic crises
(e.g. SARS flu, and Covid-19 pandemic) (see, among others Au et al., 2005; Kuo et al.,
2008; Barcaccia et al., 2020; Li et al., 2020; Polyzos et al., 2020; Uğur and Akbıyık,
2020; Zhang et al., 2020; Gössling et al., 2021).

Here, we focus on the effect of the Great recession on Italian inbound tourism. The
financial and economic crisis which began in 2007 in the USA had a severe impact on
the world economy, and hence on tourism. Indeed, as reported by EUROSTAT (2010),
nights spent by non-residents in the EU-27 Eurozone suffered a decrease of 7.7% in
2009.

The impact of recessionary shocks on tourism has been explored over recent decades
(see, among others Prideaux and Witt, 2000; Okumus et al., 2005; Wang, 2009; Perles-
Ribes et al., 2016), including research on the effect on tourism of the Great recession
(see e.g. Smeral, 2009, 2010; Song et al., 2010; Song and Lin, 2010; Ritchie et al., 2010;
Haque and Haque, 2018).

This chapter can be inserted in this stream of literature and aims: i) to evaluate how
Italian regions react to the Great recession and ii) to explore if the ability to cope with
the crisis differs across regions. This reminds us of the well-known concept in regional
science of resilience, which can be defined as the ability of a region to resist economic



shocks and recover from them (among others, see Östh et al., 2015; Hudec et al., 2018;
Faggian et al., 2018; Cellini and Cuccia, 2019; Urso et al., 2019). However, both the
impact and the way in which the crisis hit tourism may differ across destinations, and
hence, their ability to cope may differ too. Research into this phenomenon, therefore, is
extremely important for destination managers and policy makers. Indeed, understand-
ing determinants of destination resilience enables tourism managers to adopt suitable
strategies to reduce the impact of similar future shocks on destination attractiveness and
to recover faster.

The concept of resilience was first introduced in physics and rapidly applied in dif-
ferent fields, such as biology, ecology, psychology, sociology, and economics.1 Tra-
ditionally, the concept of economic resilience has been applied to economic variables,
such as Gross Domestic Product (GDP), Value Added (VA), Employment, and Annual
Wages (see e.g. Martin, 2012). However, as argued by Martin et al. (2016) “The basic
idea of resilience is that it captures how an entity or system reacts to and recovers from
an adverse disruption” (p. 564). Therefore, the resilience of tourist destinations may be
interpreted as the ability of destinations to keep their attractiveness during a recession
and to restore their attractiveness after the shock.

As mentioned above, we focus on Italian inbound tourism demand. Italy is an in-
teresting case study for different reasons. First, it is one of the top cultural destinations
in the world; more than 38% of inbound tourists choose Italy for its cultural, artistic
and archaeological heritages, e.g. UNESCO world heritage sites, museums and similar
attractions (OECD, 2011, p. 110). Second, tourism is very important for the Italian
economy. The valued added of the tourism industry, in 2017, made up 6% of the Ital-
ian value added ISTAT (2020b).2 Lastly, the impact of the Great recession on Italian
tourism has actually received little attention, to the best of our knowledge, the only at-
tempts being the studies by Cellini and Cuccia (2015) and Bernini et al. (2020). Cellini
and Cuccia (2015) measure the resilience of the Italian tourism industry in the face of
the recent financial crisis at NUTS2 level. Bernini et al. (2020) measure its resilience to
crisis shocks from both macro and micro perspectives by means of expenditure elastic-
ities.

The aim of this chapter is twofold. First, it aims to explore differences in the resis-
tance and recovery of Italian destinations and secondly to evaluate whether the resilience
of destinations is related to their industrial structure and if so, how.

We have adapted to the field of tourism, the theoretical framework on economic re-
silience proposed by Doran and Fingleton (2018), who analyse differences in the impact
of the Great recession on employment in the US Metropolitan Statistical Areas. Their

1For an overview on the concept of resilience, see Bhamra et al. (2011) and Reid and Botterill (2013).
For a detailed discussion on resilience from a regional science perspective, see Modica and Reggiani
(2015) and Modica et al. (2019).

2The latest available Italian Tourism Satellite Account (TSA) was carried out by the Italian Institute
of Statistics (ISTAT) in 2020. The data refer to the tourist industry in 2017.



approach is based on the estimation of a dynamic spatial panel model, which provides a
prediction equation to generate a no-crisis counterfactual of employment. They then use
these counterfactual predictions to evaluate the resilience of US Metropolitan Statistical
Areas. In our study, we use the Dynamic Spatial Durbin Model with common factors
described in Chapter 3 to obtain a counterfactual of inbound tourism demand series for
the 110 Italian provinces, which will provide a yardstick for evaluating the resilience
of Italian tourist destinations to the Great recession shock.3 More precisely, the predic-
tion of the model in Chapter 3 is used to generate a counterfactual of tourism demand,
which is the expected level of tourism demand, had the crisis not occurred. Based on
this quantity, similarly to Doran and Fingleton (2018), we measure the resilience of
Italian destinations by comparing the actual tourism demand with its counterfactual. To
explore the relationship between the resilience of Italian destinations and their industrial
structure just before the onset of the adverse shock we perform a regression analysis in
which resilience measures (i.e. resistance and recovery) are the dependent variables.

The relationship between economic resilience and industrial structure has been widely
explored in economics literature (Martin, 2012; Fingleton and Palombi, 2013; Doran
and Fingleton, 2014; Giannakis and Bruggeman, 2017; Kitsos and Bishop, 2018; Mar-
tin and Gardiner, 2019). Martin et al. (2016) discussed the importance of the makeup of
industry as a possible factor affecting resilience. Doran and Fingleton (2018) explored
the hypothesis that differences in industrial structure may affect resilience to the crisis,
finding that specialization had a negative effect on resistance but a positive effect on the
ability to recover from the shock. This aspect of resilience seems to be an unexplored
area in the tourism field, and hence, this chapter is an attempt to fill this gap in the liter-
ature.

The chapter is structured as follows. In section 2, we provide an overview of the
basic concepts of economic resilience. Section 3 describes the prediction methodology
and our resilience measures. The analysis of determinants of resilience and interpreta-
tion of results is provided in Section 4. Section 5 concludes.

4.2 Economic resilience and measures

Economic resilience relates to the ability of economic systems to absorb the impact
of an adverse event (e.g. an economic shock), and the ability to react and recover from
the negative event. Martin (2010) distinguished three approaches of resilience, namely,
engineering, ecological, and adaptive. Engineering resilience relates to the resistance of
a system to shocks and how fast it is able to restore its pre-shock equilibrium, and hence

3The model specification used in this study, as discussed in Chapter 3, enables us to account for both
the spatial and temporal dependence present in the data, and to account simultaneously for both supply
and demand characteristics.



to ‘bounce back’ from the adverse event (Martin, 2012; Fingleton et al., 2012; Simmie
and Martin, 2010). This approach to economic resilience is based on the assumption
that shocks do not have a permanent effect on a system’s performance. Holling (1973),
firstly, introduced ecological resilience in ecological sciences, referring to it as the mag-
nitude of shock the system is able to absorb before moving to another steady state. It
differs from engineering resilience because it assumes that systems may have multiple
stable states. However, as noted by Martin (2012), from the definition, it is not fully
clear whether measuring ecological resilience should be by the size of the shock or by
the ability of a system to reach a new equilibrium. This latter notion of resilience as-
sumes that the adverse shock has permanent effects on the growth path of a system,
and that the new configuration may be either ‘better’ or ‘worse’ than the pre-shock one.
Therefore, as argued by Martin (2012), there is a close relationship between ecological
resilience and the concept of hysteresis, as defined by Romer (2001). Finally, a third
kind of resilience is termed adaptive resilience. It can be seen as the ability of a system
to adapt its structure to react to an adverse shock and to maintain core performances
(Martin, 2012; Martin and Sunley, 2015). The adaptive approach considers resilience
as a dynamic process of resistance and adaptation in response to external shocks, and
regions are considered as complex adaptive systems. As noted by Martin (2012), the
ways regions adapt over time, and the reasons why some of them are more able to adapt
than others are key sources of resilience.

Martin (2012) identified four components or aspects of regional economic resilience,
namely: resistance (the degree of vulnerability to the shock), recovery (the speed and
extent of recovery from the shock), reorientation (the degree of structural reorientation
of a regional economy), and renewal (the extent to which the regional economy restores
the growth path before the shock). Martin and Sunley (2015), in their comprehensive
work on regional resilience, highlight the multifaceted nature of resilience, and put for-
ward the view that the four aspects of resilience are sequential and recursive. Martin and
Sunley (2015) and Martin et al. (2016) note that the four components of resilience de-
pend on various factors, such as extent and duration of the shock, the pre-shock growth
path, and determinants of the growth path; among these determinants we mention the
economic structure.

Martin and Sunley (2015) identify four main approaches to measuring regional eco-
nomic resilience found in the literature. They include the case study approach (see, e.g.
Simmie and Martin, 2010), the resilience indices approach, which measures resilience
by using key variables of interest (see, among others Martin, 2012), time series mod-
els, which estimate the time needed to absorb the impact of the shock (see Fingleton
et al., 2012), and causal structural models, which generate counterfactual series if the
shock had not occurred (see, Fingleton and Palombi, 2013; Doran and Fingleton, 2015;
Fingleton et al., 2015; Doran and Fingleton, 2018). As stated in the introduction, this
chapter focuses on this latter approach. However, Martin and Sunley (2015) conclude



that: “there is no single agreed approach to measuring the ‘anatomy’ of regional (or
local or city) resilience. Defining resistance and recovery is in fact far from straightfor-
ward” (pp. 16-18).

In this study, we focus on measuring the first two components of resilience (i.e. re-
sistance and recovery), and we seek to explore if and how the economic structure of
Italian destinations may have affected their resilience to the Great recession, controlling
for variables related to the tourist vocation of the Italian provinces.

4.3 Data

Exploiting the estimates of the model of inbound tourism demand in Italy described
in Chapter 3, we measure the economic resilience of the 110 Italian provinces (NUTS3
regions). To explore determinants of resistance and recovery, we use the data on the
number of employees of local business units by sector, provided by the Italian Institute
of Statistics (ISTAT), and data on the classification of local administrative units (munic-
ipalities) in terms of tourist vocation provided in a recent publication by ISTAT (ISTAT,
2020a).4 Data on employees of local business units, used to compute industry structure
indices, refer to 2007, in order to have a measure just before the onset of the crisis,
and hence it is reasonable to consider measures based on this data as exogenous, as did
Doran and Fingleton (2018). The data on tourist vocation provided by ISTAT are at
municipal level; therefore, exploiting this classification we constructed a classification
of Italian NUTS3 regions based on quantiles. The description of the construction of this
classification is to be found in Section 5.

4.4 Counterfactual tourism demand and destination re-

silience

As mentioned before, to measure the two components of resilience (i.e. resistance
and recovery) we compare the observed values of tourist flows with counterfactual pre-
dictions. The counterfactual of tourism demand is the expected level of tourist flows,

4On the basis of the Italian Law 77/2020, the Italian Institute of Statistics, has defined a classification
of municipalities based on their tourist attractiveness. Specifically, different tourist vocation and attrac-
tiveness indicators for the year 2019 have been provided. As tourist vocation variable is concerned, it is
assessed on the basis of the geographical and anthropic characteristics of the municipality (e.g. leght of
coast, number of cultural sites, etc.). After identifying the function (i.e. vocation), the municipality is
classified touristic or not if it records a number of yearly nights spent greater to the first decile of the total
nigths spent in the whole municipalities having the same function. Therefore, taking into account as the
tourist vocation variable has been defined, it is reasonable to think that it has not changed significantly
over time.



had the crisis not occurred. The starting point in generating this counterfactual is the
prediction of (log) tourism demand from the model described in Chapter 3 after the crisis
shock (i.e. 2009-2013). This prediction methodology involves the parameter estimates
of such a model (denoted by •̂), the prediction of which reads as follows:

bnsi jt = t̂nsi jt�1 + r̂Wnsi jt + ĥWnsi jt�1 + b̂1 pi jt + b̂2vi jt+

b̂3Di j + b̂4Tit + b̂5T mit + b̂6Preit + b̂7Bankit + b̂8Transpit+

WX q̂qq + ĜGG111ns jt + ĜGG222ns jt�1 + µ̂i + µ̂ j

(4.1)

where, the estimated expectations of (log) nights spent ( bnsi jt) depend on the observed
(actual) nights spent in each destination and on those in the neighbourhood from each
origin at both time t and t �1, on relative price (p), relative value added (v), geograph-
ical distance in km between origin and destination (D), weather conditions of destina-
tions (maximum temperature (T ), minimum temperature (T m), amount of precipitations
(Pre)), number of bank branches (Bank), demand for public transport (Transp) of des-
tinations, and finally on the spatial lag of the previous covariates (WX). We account
for strong cross-sectional dependence in the data with common factors approached by
cross-sectional averages of the dependent variable at time t and t � 1. Unobservable
characteristics of destinations and origins are accounted for by including origin and
destination fixed effects (µi and µ j respectively).

Since the aim is to estimate a no crisis counterfactual of tourist flows ( ensi jt), we
need to consider counterfactual levels of relative price and relative value added, denoted
respectively by p̃i jt and ṽi jt . Therefore, the prediction Equation 4.1 will be as follows:

ensi jt = t̂nsi jt�1 + r̂Wnsi jt + ĥWnsi jt�1 + b̂1 p̃i jt + b̂2ṽi jt+

b̂3Di j + b̂4Tit + b̂5T mit + b̂6Preit + b̂7Bankit + b̂8Transpit+

WX q̂qq + ĜGG111ns jt + ĜGG222ns jt�1 + µ̂i + µ̂ j

(4.2)

We considered a no-crisis counterfactual of relative price and value added, and of
their spatial lag, assuming that these two variables have been directly affected by the
Great recession. The mechanism employed to compute the counterfactual series of
these two variables is described below. The assumption that the other explanatory vari-
ables are not affected by the crisis is theoretical, and is based on the idea that, for such
variables, the crisis could not be considered the main source of change. While distance
and climate variables are not likely to have been affected by the crisis, others, like the
number of bank branches and the demand for public transport might have been. In the
case of banks, however, it is assumed that the number of bank branches is affected by
many other factors (e.g. the advent of online banking), and hence, the change in this
variable is not totally ascribable to the crisis. As far as the demand for public transport
is concerned, it is assumed that the crisis is not likely to have had much impact on this



variable since the cost of public transport in Italy is a political decision made by public
institutions and is usually lower than the market price. The low sensitivity of public
transport to the crisis may be determined, among other factors, by the fact that people
need to get around cheaply. The increasing attention to sustainability and the ecological
impact of human activities may also be a boost for using public transport, and hence,
reduce the negative effects of the crisis on the demand for public transport.

Generating a counterfactual of price and value added
The problem of obtaining a counterfactual for price and value added is how to com-

pute the expected value that these variables may have had in the absence of the economic
crisis. Doran and Fingleton (2018), compute the counterfactual of explanatory variables
assuming that output in a region would change at the national rate, and hence, the coun-
terfactual of output (the explanatory variable of their study) is generated by multiplying
output levels with the growth rate of national GDP.

However, we assume that values of price and value added of each region would have
followed the regional pre-crisis trend if the crisis had not occurred, and hence, we gen-
erate the counterfactual of these explanatory variables with predictions of the pre-crisis
trend for the post-crisis period. Therefore, following the approach employed by Doran
and Fingleton (2015), the modelling approach is preferred to generate counterfactuals.
In our case, the counterfactuals of the two variables for each origin-destination pair are
based on a panel data model with region-specific coefficients, for which the general
equation reads as follows:

yit = ai +bixit + eit (4.3)

Since the relative value added is computed as the ratio between the value added of
each destination and that of each origin, we firstly compute the counterfactual of the
numerator and the denominator separately, and then compute the ratio. In the light of
our hypothesis, that the pre-crisis trend will continue in the post-crisis period in the
absence of shocks, the value added of destinations and origins have been regressed on a
time index, as shown in the following equations:

vit = ai +bitime+ eit (4.4)

where vit is the value added (log) of destination i at time t, with i = 1, . . . ,110 and
t = 2000, . . . ,2007; time is the time index and takes values 2000, . . . ,2007. ai is the
destination-specific intercept, and eit the error term of destination i at time t.
The same model specification has been used to model the value added (log) of origins,

v jt = a j +b jtime+ e jt (4.5)



where j = 1, . . . ,23 identifies the countries of origin.
Equations (4.4) and (4.5) are estimated for the period 2000-2007 and used to generate
predicted values for the period 2008-2013. These values give an estimate of the expected
value added in the absence of the crisis for both destinations and origins. The counter-
factual of value added (log) of each origin-destination pair at time t (ṽi jt) is computed
as the ratio between these predicted values, as shown below:

ṽi jt =
v̂it

v̂ jt
(4.6)

The same procedure has been used to estimate the counterfactual of relative price (log),
which we computed as the ratio between the consumer price index (CPI) of destination
and the CPI of origin. Therefore, the counterfactual of relative price (p̃i jt) is computed
as the ratio between the predicted CPI of destination (dCPIit) and the predicted CPI of
origin (dCPI jt) for 2008-2013, as follows:

p̃i jt =
dCPIit
dCPI jt

(4.7)

This procedure of estimating counterfactual series has both advantages and disadvan-
tages. The main drawback of this approach is the relatively short period of the analysis,
which might affect the robustness of the forecasts. The main advantage, however, is that
the forecasts are based on the trend of actual data over the period under study.

Destination resilience to the Great recession
As previously mentioned, we focus on two components of resilience, namely resis-

tance and recovery (Martin, 2012; Martin and Sunley, 2015; Martin et al., 2016). Since
resistance is the ability of a region to absorb the impact of the crisis shock, it is measured
in the contraction period, i.e. 2008-2009. Since recovery is the ability to recover from
the adverse shock, it is measured in the expansion period, i.e. 2010-2013. Following
Martin et al. (2016) and Doran and Fingleton (2018), we measure the two elements of
resilience as shown in the following equations:

Resi =
—nsD

i �— ensD
i

ns2007
i

(4.8)

where, —nsD
i is the change in nights spent in destination i during the downturn of the

Great recession, and — ensD
i is the change in the counterfactual of nights spent in destina-

tion i during contraction. Since the focus is on a relative measure of resilience, differ-
ences between observed and counterfactual tourist flows are divided by nights spent in
destination i in 2007 (ns2007

i ).



Reci =
—nsR

i �— ensR
i

ns2007
i

(4.9)

where, —nsR
i is the change in nights spent in destination i during the recovery period

after the Great recession shock. — ensR
i is the change in the counterfactual of nights spent

in destination i during recovery. Similarly to resistance, differences between observed
and counterfactual tourist flows are divided by nights spent in destination i in 2007
(ns2007

i ).
The choice of 2007 to scale resilience measures comes from the assumption that 2007
can be considered as the onset of the Great recession, and hence, dividing the two mea-
sures of resilience by tourist flows in 2007 enables us to account for the level of tourism
demand at the beginning of the crisis.

4.5 Determinants of destination resilience

To explore the main determinants of resistance and recovery, we consider two groups
of variables, those related to the economic structure of regions and those related to
tourist vocation. The variables of economic structure include the location quotient in-
dex, the Herfindahl-Hirschman Index (HHI), and a proxy of the level of urbanization.
The location quotient (LQi,2007) measures the level of concentration of an industry (e.g.
tourism) in a region, comparing the region to the nation. When the location quotient
equals 1 the share of an industry is the same as that of the nation; if the location quotient
is greater than 1, this share is greater than in the country as a whole. We computed
the location quotient of the 110 Italian provinces on the number of employees in tourist
activities for the year 2007 (NACE codes: I55 and I56), as follows:

LQi,tour,2007 =
Ei,tour,07/Ei,07

Etour,07/E07
(4.10)

where, Ei,tour,07 is the number of employees in tourism in region i in 2007, and Ei,07 is
the total number of employees in region i in 2007. Etour,07 is the number of employees
in tourism nationally in 2007, and E07 is the total number of employees in the nation in
2007.
The Herfindahl-Hirschman Index (HHI), which measures the specialisation of the econ-
omy of each province, ranges from 1/N (where N is the number of sectors) in the case
of the same share in all sectors, to 1 in the case of maximum specialisation (only one
sector in a region), and hence, the higher the HHI, the more specialised a region is. It
is computed as the sum of the square of sector shares of a region, as in the following
equation:
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(4.11)

where, Ei, j,07 is the number of employees in sector j of region i in 2007, and Ei,07 is
the total number of employees in region i in 2007. This index is based on employees of
local business units in the 110 Italian provinces across 17 different sectors.

The urbanization level (Urbi) is measured by the population density of each region
in 2007. To distinguish between rural and urban regions, we use the distribution in
quantiles in order to avoid sources of arbitrariness in the study (see Piacentino et al.,
2017a). Therefore, we have an ordinal variable with four levels based on the quantiles
of population density, where 1 indicates low urbanization and 4 a high level of urban-
ization.
Since the Location Quotient and the Herfindahl-Hirschman Index measure the level of
specialization, we believe these variables may be used to assess the hypothesis that the
industrial structure of a destination may affect its resilience. Furthermore, the afore-
mentioned variables are based on 2007 data (i.e. just before the onset of the crisis), and
hence, it is reasonable to treat them as exogenous.

The second group of variables (tourism vocation) is introduced in the analysis to
control for the effect of tourist vocation on resilience, and to reduce concerns with omit-
ted variables. They are dummy variables defined in line with a recent publication from
the Italian Institute of Statistics (ISTAT, 2020a) that provides a classification of local
administrative units (municipalities) in terms of tourist vocation. By considering dif-
ferent regional characteristics, (e.g., number of UNESCO sites, length of coast, number
of natural protected areas, etc.), ISTAT identified different types of tourist vocation (for
more details, see ISTAT, 2020a). We consider 6 categories of tourism vocation based on
ISTAT, which are: (i) ‘provinces with a cultural, artistic, and landscape vocation’, (ii)
‘provinces with a sea tourism vocation’, (iii) ‘provinces with a mountain tourism voca-
tion’, (iv) ‘provinces with a sea tourism and cultural, artistic, and landscape vocation’,
(v) ‘provinces with a mountain tourism and cultural, artistic, and landscape vocation’,
(vi) ‘tourist provinces that do not belong to any of the previous categories’. We classify
each of the 110 Italian provinces in one of these six categories based on the classifica-
tion of municipalities. More specifically, we assign i-th province to the j-th category if
the number of municipalities in that province in that category is equal to or greater than
the median number of municipalities in the same category at national level. Simply put,
we assign province i to category (j) if the number of municipalities of i-th province in
category (j) is greater than or equal to the national median number of municipalities in
category (j).
To explore the determinants of destination resilience, we perform a regression analy-
sis where the two measures of resilience (resistance and recovery) are the dependent
variables in the regression models. The Location Quotient, the Herfindahl-Hirschman



Index, and the level of urbanization are the main explanatory variables for exploring the
effect of industrial structure at the onset of the crisis on resilience. Furthermore, we
control for tourist vocation to reduce omitted variable bias. Therefore, the two models
are the following:

Resi = a +b1LQi,tour,07 +b2Heri,07 +b3Urbi,07 + gTourVocationi + ei (4.12)

where, Resi is the resistance of destination i, LQi,tour,07 is the location quotient of tourist
activities in destination i in 2007, Heri,07 is the Herfindahl-Hirschman Index of desti-
nation i in 2007, Urbi,07 is the level of urbanization, with values from 1 to 4; the first
level enters the model as the baseline and the other levels are compared to the first.
TourVocationi are dummies of tourist vocation as previously described. Finally, ei is
the error term, which is assumed iid (0,s2).

We used the same model specification to explore recovery, which reads as follows

Reci = a +b1LQi,tour,07 +b2Heri,07 +b3Urbi,07 + gTourVocationi + ei (4.13)

where, Reci is the recovery measure of destination i.

We have compared various model specifications and have carried out a modelling
selection procedure based on the information criteria, that is the Akaike Information
Criterion (AIC) and the Bayesian Information Criterion (BIC).

4.6 Results

4.6.1 The Resilience of Italian destinations
Figure 4.1 shows quintiles of the two elements of resilience, viz. resistance (panel

a) and recovery (panel b).5 Values of resistance (on the left hand side), show that the
number of destinations that resisted well to the crisis shock (darker areas) is small, and
most of these are in the North-East of Italy. However, there are also some destinations
with high values of resistance in the Centre and South of Italy (e.g. Rome, Viterbo,
Taranto, Reggio Calabria, Palermo), and the local cluster in the North of Sardinia is also

5We adapted quintiles to separate negative values from positive ones. To do this we split the fourth
quintile classes of resistance and the third quintile classes of recovery into two sub-classes in order to
distinguish between negative and positive values.



noteworthy (i.e. Sassari, Nuoro, and Oristano). These areas have been able to face the
negative effect of the crisis. Nevertheless, the majority of Italian destinations have not
been able to absorb the crisis shock; indeed, they have negative values of resistance,
indicating a reduction of tourism demand during the crisis compared to 2007. As far
as recovery is concerned (Figure 4.1, panel b), we note that almost all the destinations
in the South with highly negative resistance show high values of recovery (darker ar-
eas), indicating that these destinations have a higher tourism demand than the no-crisis
counterfactual. This means that these destinations suffered greatly, but in the post-crisis
period, have been able to activate resilience mechanisms to cope with the crisis, and to
improve their attractiveness. We also observe a cluster of regions with low but positive
values of recovery in the North-East of Italy (e.g. Bolzano, Trento, Belluno, and Udine),
indicating that actual tourist flows are close to the expected ones in the absence of the
crisis. Therefore, these destinations recovered from the crisis, but they have not been
able to make gains in terms of attractiveness. The business tourism area around Milan
shows high negative values of recovery (light areas), indicating that these destinations
have not been able to recover from the shock, probably because the crisis seriously
affected business tourism.

(a) Resistance (b) Recovery

Figure 4.1: Quintiles of resilience measures, resistance on the left (a) and recovery on
the right (b).

Putting together the information from the two maps in Figure 4.1 it is possible to classify
Italian tourism destinations in terms of resilience. To do this we consider the interpre-
tative scheme shown in Figure 4.2 where we label resilient, tourist destinations with



positive values of both resistance and recovery. These are destinations with the ability
not only to absorb (resistance), but also to recover from the adverse shock. Destinations
with negative values of both resistance and recovery are labelled not resilient. These
destinations are vulnerable to the crisis and unable to recover from the shock. If resis-
tance is positive, which indicates a good ability to absorb the shock, and recovery is
negative, we have resistant destinations, while destinations with positive recovery, but
negative resistance are likely to have good recovery ability.

Figure 4.2: Interpretative scheme of destinations’ resilience

Figure 4.3 shows the classification of Italian tourism destinations based on the afore-
mentioned interpretative scheme of resilience. It reveals only 13 resilient destinations
which can be considered the best performing destinations in terms of resilience. This
group includes well-known coastal and cultural destinations in the Centre and South of
Italy, like Rome, Taranto, Crotone, Reggio Calabria, Palermo, Sassari, and Nuoro. It
also includes Ravenna and Rimini, two traditional coastal and/or cultural destinations
in the North-East of Italy, in addition to some traditional business tourism destinations
including Novara, Alessandria, Bergamo, and Cremona.
More than 45% of destinations (51 out of 110) are in the ‘recovery ability’ category.
Most of these destinations are in the South and others in the North-East of Italy, and
include a varied group of destinations. Some of them are typical skiing destinations
(e.g. Bolzano, Trento, and Belluno), whereas others are well-known coastal and cultural
destinations (e.g. Pisa, Firenze, Salerno, Bari, Foggia, Messina, Catania, Syracuse,
Cagliari, etc.).
There are 11 regions with positive values of resistance and negative recovery. We classi-
fied these regions as resistant. This is a varied group of well-known coastal and cultural
destinations, and a handful of mountain destinations including Verbano-Cusio-Ossola,



Figure 4.3: Resilience of Italian tourism destinations

and Varese. Some of the regions in this group are traditional cultural destinations, like
Verona, and Viterbo. These are appealing destinations with important local attractors
including the UNESCO heritage site of Verona city and the Arena di Verona in Verona,
and Palazzo Farnese, Necropolis Tarquinii, and Palazzo dei Papi in Viterbo. Natural
tourism and coastal destinations, include places like Agrigento, Oristano, and Ascoli
Piceno.

Finally, we come to the 35 destinations that are not resilient. These regions, most of
which are in the North, are vulnerable to the crisis in terms of tourist attractiveness,
with little ability to cope with the crisis shock, or to improve their attractiveness through
resilience mechanisms. Among these are well-known coastal and cultural tourist desti-
nations like Venice, Bologna, Ferrara, Genova, Siena, and Trapani and business desti-
nations such as Turin, Novara, Pavia, and Brescia.

These results show us the differences among Italian tourism destinations in terms of
resistance and recovery to the Great recession shock. In the light of that, it is important
to investigate the main factors affecting destination resilience, providing an explana-
tion for the differences. The next subsection provides results of a regression analysis
approach that attempts to explore this issue.



4.6.2 Factors affecting resilience
Table 4.1 gives the estimates of equations (4.12) and (4.13), that is the two linear re-

gression models of resistance and resilience with all the covariates described in Section
5. We computed the Variance Inflation Factor (VIF) of both models to test the presence
of multicollinearity issues. Since the VIFs of the two models are not far from one (1.156
for resistance and 1.201 for recovery), we can reasonably assume there are no relevant
multicollinearity issues.

Table 4.1: Full models estimates of resistance and recovery a

Variables
Resistance Recovery

Estimate Std. Error Estimate Std. Error

(Intercept) -0.1032 ** 0.0368 0.1300 * 0.0647
LQi,tour,07 0.0223 . 0.0126 -0.0280 0.0222
Heri,07 0.3136 . 0.1767 -0.3124 0.3106
Urb2 -0.0185 0.0140 0.0153 0.0245
Urb3 -0.0023 0.0131 -0.0117 0.0229
Urb4 0.0075 0.0133 -0.0498 * 0.0234
Vocation(i) 0.0234 * 0.0105 -0.0408 * 0.0185
Vocation(ii) 0.0154 0.0115 -0.0336 . 0.0202
Vocation(iii) -0.0037 0.0117 0.0069 0.0205
Vocation(iv) 0.0056 0.0130 0.0013 0.0229
Vocation(v) -0.0092 0.0133 -0.0186 0.0233
Vocation(vi) 0.0047 0.0094 0.0134 0.0165

AIC -364.23 -240.17

BIC -329.13 -205.07
VIF 1.156 1.201
Adj. R-squared 0.038 0.074
R-squared 0.135 0.167

a ** p < 0.01, * p < 0.05, . p < 0.1

Starting from these models, we performed a stepwise model selection procedure based
on information criteria (AIC and BIC) in order to select the best performing model of
both resistance and recovery taking into account the more suitable informative structure.



Table 4.2 shows the estimates of the preferred models.

Table 4.2: Selected models estimates of resistance and recovery a

Variables
Resistance Recovery

Estimate Std. Error Estimate Std. Error

(Intercept) -0.1029 ** 0.0356 0.1366 * 0.0626
LQi,tour,07 0.0222 . 0.0112 -0.0327 0.0197
Heri,07 0.3141 . 0.1746 -0.3148 0.3073
Urb2 -0.0154 0.0134 0.0211 0.0235
Urb3 0.00014 0.0126 -0.0082 0.0222
Urb4 0.0107 0.0127 -0.0446 * 0.0223
Vocation(i) 0.0208 * 0.0099 -0.0451 * 0.0174
Vocation(ii) 0.0177 . 0.0104 -0.0313 . 0.0183
Vocation(iii) -0.0054 0.0107 0.0053 0.0189

AIC -369.24 -244.90

BIC -342.23 -217.90
VIF 1.156 1.201
Adj. R-squared 0.0582 0.091
R-squared 0.127 0.158

a ** p < 0.01, * p < 0.05, . p < 0.1

As far as resistance is concerned (shown in the second and third columns), the location
quotient of tourist activities and the Herfindahl-Hirschman Index (HHI) are not signif-
icant at 5%, but are at 10%. Both indices seem to have a positive effect on destination
resistance, indicating that a more specialized structure increases the ability to absorb
the shock. Furthermore, higher levels of urbanization than the baseline (first quartile)
seem not to have a significant effect on resistance. Conversely, looking at recoverability
the coefficients of the two industry structure indices are negative, but not significant at
a level of 5%. The negative and significant effect of the fourth level of urbanization
suggests that highly urbanized regions (Urb4) seem to have lower recoverability than
rural areas (baseline).

As far as tourist mission variables are concerned, the estimates indicate that a moun-
tain tourist vocation does not have a statistically significant effect on either resistance or
recovery. Cultural, artistic and landscape tourist vocation category (i) is significant in



both models and acts positively on resistance, but negatively on the ability to cope with
the crisis. We find similar results in the case of destinations with a sea tourist vocation,
but with lower level of significance (at 10%). This suggests that cultural and sea des-
tinations may benefit from higher resistance to the crisis, but may have less ability to
react to the shock.

In summary, the regression analysis shows that destinations with a local concentra-
tion of tourism activities and a more specialized industrial structure are more resistant to
the crisis than destinations with a low concentration of tourism activities and a diversi-
fied structure. In contrast, the local concentration of tourism activities and specialization
in regional economies in the post-crisis period reduces their ability to restore pre-crisis
tourism attractiveness, but this evidence must be carefully interpreted, since the estimate
is not significant. In addition, the vocation of tourist destinations aids resistance to the
crisis, but may have negative effects on their ability to recover.

4.7 Conclusions

This study explores the resilience of Italian tourist destinations to the shock of the
Great recession and investigates the main determinants of such resilience. In doing so,
adapting the theoretical framework used by Doran and Fingleton (2018) to tourism, it is
the first attempt to analyze regional economic resilience at NUTS3 level and to propose
a measure of resilience in terms of resistance and recovery.

Looking at resistance and recovery simultaneously, we cluster regions in resilient
and not resilient categories. The resilient regions are those with positive values of both
resistance and recovery, whereas not resilient regions have negative values of resistance
and recovery. Intermediate cases may occur when the two elements of resilience have
opposite signs. Results indicate differences among destination resilience. There are
only 13 regions that can be seen as the ‘best’ in terms of resilience. These are varied
well-known cultural and coastal destinations. We also find that more than 45% of re-
gions are able to recover from the crisis shock, most of these, including some emerging
destinations, being in the South and Centre of Italy. In the light of these differences, we
performed a regression analysis to investigate the main factors affecting the resilience
of Italian tourist destinations. Our key findings are that a higher local concentration of
tourism activities and a more specialized structure of the economy increase the ability
of a destination to absorb the shock, and hence, to be less severely affected by the crisis.
Furthermore, destinations with a sea and cultural tourist vocation are likely to be more
resistant, but less able to recover.

This study provides useful information to help destination managers to make their
destinations less vulnerable to shocks, and provides them a roadmap of the key ele-
ments of destination resilience. On the one hand, the analysis highlights the weaknesses



of some regions, which are sensitive to the crisis shock and poor in terms of recover-
ability. On the other hand, it reveals opportunities for some other areas that Destination
Management Organisations (DMOs) should take into consideration when they create
policies. This is the case of destinations with a good performance in terms of recovery,
but which are highly sensitive to shocks. In such cases, destination managers should
implement suitable policies to increase resistance to shocks. Managers in regions with
best performing destinations in terms of resilience in the neighbourhood should try to
benefit from their presence by creating socio-economic relationships with them in order
to trigger positive spatial spillover effects.

Since our approach to measuring tourist resilience can be extended to other territo-
rial areas, it is our intention to apply this approach to other destinations with territorial
characteristics similar to Italy in order to compare results. Furthermore, the theoretical
framework used in this study can be adapted to explore the effects of other kinds of
shocks, such as that due to the Covid-19 pandemic. However, we could obtain more
accurate results, if further data at NUTS3 level were available on cultural assets (e.g.
museums, theatres, UNESCO heritage sites, art and film exhibitions, cultural organiza-
tions, etc.), natural resources (natural parks, marine protected areas, urban green areas,
quality of beaches, etc.), environment (e.g. pollution and air quality), human capital
in the tourism sector, investments in the marketing and promotion of destinations, the
quality of auxiliary services for tourism, accessibility of destinations (e.g. highways,
railroads, ports, airports, bus connections, etc.), and level of safety.



Conclusions

This thesis contributes to the growing literature on spatial analysis of tourism de-
mand within the origin-destination setting from both a methodological and an empirical
viewpoint. Beginning with published reviews on the analysis of tourism demand, we
firstly provide an overview of the main approaches and models to the analysis of tourism
demand. These can be classified into four categories, that is time series models, econo-
metric models, artificial intelligence models, and judgemental methods. It is surprising
that all the recent reviews on tourism demand neglect the spatial dimension in the anal-
ysis of the phenomenon. In the light of that, Chapter 1 provides a detailed overview
of studies on the spatial analysis of tourism identifying the gaps in the literature and
highlighting the contribution of the thesis. We found that spatial models attracted little
attention in the literature, especially within the Origin-Destination (O-D) framework. In
this stream of literature, the panel data approach is relatively recent and limited. At the
same time, we found that the decomposition method of spatial shift-share has not yet
been applied to decompose tourist flows with both origin and destination information.
To fill this gap in the literature, we propose a methodological refinement of spatial shift-
share analysis that combines two existing streams of literature and apply it to inbound
tourist flows in Italian NUTS3 regions by origin in order to explore the competitive-
ness of Italian tourist destinations. The proposed method enabled us to form a detailed
picture of inbound tourism demand in Italy, which revealed differences in tourist com-
petitiveness among NUTS3 regions. This method allows us to disentangle net spatial
competitive and allocation effects at both regional and neighbourhood level, taking into
account the industrial specialization effect. We found evidence of spatial spillover ef-
fects in some regions, which means they benefit from the presence of well-performing
destinations in the neighbourhood. We also found some threats to the attractiveness of
certain well-known Italian destinations because of their lack of ability to exploit tourist
resources. Finally, we found some destinations that may not exploit their great tourist
potential at all, because their performance may be negatively affected by unattractive
destinations in the neighbourhood.

After this explanatory analysis on the competitiveness of Italian destinations, in the
third chapter we carried out an econometric analysis of inbound tourism demand in Italy
by means of a Dynamic Spatial Panel Data model with common factors (DSPD-WCF),



applied within the O-D setting. The novelty of this approach is the inclusion, simulta-
neously, of time, spatial, and spatiotemporal effects, along with common factors within
the O-D setting. This model, therefore, enables us, at the same time, to account for the
information on both origin and destination of tourists, and to assess the presence of tem-
poral and spatial dependence in tourist flows, as well as the presence of spatial spillover
effects. The inclusion of common factors means the presence of strong cross-sectional
dependence in the data can be controlled for. This study is a significant contribution
since it makes for a better interpretation of spatial spillover effects controlling for the
presence of strong cross-section dependence and the presence of spatial cointegration,
in addition to unobserved push and pull factors fixed over time by including origin and
destination fixed effects. This helps the complex spatial features of tourist flows to be
understood better. As regards temporal dependence, we found a positive temporal effect,
indicating the presence of positive habit formation, an explanation for the popularity of
Italian destinations abroad. Furthermore, the positive sign of the spatial autoregressive
coefficient points towards the fact that a destination may benefit from the presence of
attractive regions in the neighbourhood. Another noteworthy result is the presence of
significant direct and spillover effects of some covariates such as relative value added,
indicating the level of development has a positive effect on tourist flows. This result
suggests that the quality of services positively affects inbound tourist flows, as we con-
sider the level of development as a proxy of the quality of services. We also find that
warm destinations are preferred. The empirical evidence emerging from the analysis
may be useful for Destination Management Organisations (DMOs) in planning market
strategies to enhance destination attractiveness. For example, the positive effect of at-
tractive neighbours indicates that a cooperation strategy with integrated and coordinated
policies would improve the attractiveness of the entire territory.

Since the period of analysis includes the crisis shock due to the recent economic/
financial crisis (i.e. the Great recession), the last topic of this thesis explores differences
in destination resilience to evaluate if and how the characteristics of a destination may
affect its resilience. To accomplish this, we adapted to tourism the theoretical frame-
work used by Doran and Fingleton (2018) for employment in the USA, and use the esti-
mates of the model estimated in Chapter 3 to build a no-crisis counterfactual of tourism
demand. In the first step of the analysis, we measured two elements of resilience (i.e.
resistance and recovery) by comparing actual tourist flows with their counterfactual es-
timate. This gave us a detailed snapshot of the resilience of Italian tourist destinations to
the severe shock of the Great recession, and showed up differences in how they coped.
Looking at the two components of resilience jointly, that is, resistance and recovery, we
identified four groups of destinations, namely resilient (the ‘best’), not resilient, resis-
tant, and those with recovery ability.

Having discovered that the regions behave differently in terms of resilience, we next
explored if and how destination resilience may be affected by the characteristics of the



destination. To do this, we performed a regression analysis where resistance and recov-
ery measures are the dependent variables. The location quotient of tourist activities, the
Herfindahl-Hirschman Index (HHI), and the level of urbanization are the explanatory
variables. We also control for the tourist vocation of each destination. Our key findings
are that the local concentration of tourism activities and the level of specialization in a
region have positive effects on its resistance. Our findings provide a detailed picture,
including the main determinants, of the resilience of Italian destinations in terms of at-
tractiveness. Destination Management Organisations (DMOs) and policy makers will
find this information invaluable in planning appropriate strategies to reduce the vulner-
ability of tourist destinations to crisis shocks and to improve their recoverability.

In summary, the thesis provides a spatial analysis of inbound tourism demand in
Italy that considers both origin and destination of tourists. We found that tourist com-
petitiveness in Italy differs across destinations, and discovered spatial spillover effects
from both the decomposition (spatial shift-share) and modelling approach. The pres-
ence of positive spatial spillover effects suggests that a destination can benefit from the
presence of highly attractive destinations in the neighbourhood, and not only from its
own endowment of tourism resources. This result emerged from the explanatory anal-
ysis carried out in the second chapter, and is confirmed by the econometric analysis
performed in Chapter 3. However, it is also true that a badly performing neighbour may
even reduce the attractiveness of a destination with great tourist potential. If destina-
tion managers ignore this, the attractiveness of the entire territory may be negatively
affected. Furthermore, the attractiveness of Italian destinations may also be weakened
by external shocks, like the Great recession, and their ability to resist and respond will
also depend on their structural characteristics and tourist vocation.

The empirical evidence that emerged from this thesis may be useful for practitioners
and Destination Management Organisations (DMOs) aiming to enhance destination at-
tractiveness. They will, for example, need to cooperate with each other and with policy
makers to develop coordinated actions to exploit the presence of spatial spillover effects,
which may improve the attractiveness and profitability of the entire territory. They will
also need to support local tourism and reduce disparities among destinations, in order
to prevent a weakening of the entire Italian brand because unattractive neighbours may
reduce the performance of destinations with a great tourist potential. Furthermore, Des-
tination Management Organisations and policy makers need to develop policies that
reduce the vulnerability of destinations and improve their ability to respond to crisis
shocks. Cooperation amongst institutions at all administrative levels is obviously a key
factor in the success of this great enterprise.
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