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Introduction 
 

Water desalination is the main non-conventional source of fresh water in many 
countries all around the world. In some specific areas, facing severe water scarcity 
conditions, it is indeed the first source of fresh water for the local population. Recent 
figures about desalination industry indicate a cumulative contracted capacity of 
desalination plants in 2016 of almost 100 Mm3/day, with an average contracted 
capacity per year between 3 and 5 Mm3/day in the last 5 years [1], and a continuous 
increasing trend is expected in the next decades. Interestingly, seawater desalination 
led the desalination market in the first decade of the third millennium, with a 
dramatic capacity increase for SW-desalination plants in those years. Conversely, 
during the second decade the desalination industry experienced a growth of the 
applications to the desalination of brackish water and other types of water streams 
(e.g. tertiary waste waters, surface saline waters, etc.), where the typical capacities 
are small or medium (below 50.000 m3/day) [1]. 

Among several different technologies, membrane processes nowadays have the 
leading role. In particular, looking at the new contracted plants (2010-2016), 
Reverse Osmosis now holds by far the majority of the global market share, ranging 
from 60% to 90% depending on the geographical areas. Thermal evaporative 
processes (mainly Multiple Effects Distillation and Multiple Stage Flash 
technologies) are still keeping an important role in Gulf countries, historically 
characterized by the operation of huge thermal desalination plants, thanks to their 
robustness, small sensitivity to low quality seawater feed and salt concentration and 
to the large availability of low-temperature waste heat for powering the thermal 
evaporative plants. 

Within this context, electromembrane processes, e.g. electrodialysis (ED), 
electrodialysis reversal (EDR) and electrodeionization (EDI), have a small, yet stable 
share in low-salinity desalination applications. New ED/EDR and EDI contracted 
plants in 2015-2016 covered between 1 and 2% of the total desalination installed 
capacity, with the majority of plants processing brackish water and with a size 
ranging between few tens of m3/day up to a maximum of 10,000m3/day, reached by 
an EDR plant installed in South Africa [1].  

Such limitation in installed capacity and type of treated feed is mainly due to the 
relatively higher cost of ion exchange membranes (IEMs) compared to RO 
membranes, and to the significant reduction of membrane selectivity when seawater 
is used as the feed solution. 

A very recent development in the field of electromembrane processes has been the 
launching of reverse electrodialysis (RED) for energy generation from salinity 
gradients. In this new application, the salinity difference between two streams (e.g. 
seawater and river water, or concentrated brines and brackish water) is converted 
into electricity by means of a controlled mixing of the two solutions. RED 
significantly promoted the development of new membranes and new plant 
configurations suitable for operations at high salinity, with optimized process 
efficiencies [2–8]. 
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Electromembrane processes are thus experiencing a very promising revival era, 
pushed by R&D and industrial developments carried out by research institutions 
and major industrial stakeholders in the US, Europe and Japan [9]. 

In addition to that, a number of novel applications have been proposed in other 
industrial sectors, where the features of ED (or EDI) are more suitable than RO. 
Examples of these applications are the use of ED for brine concentration in sea-salt 
production facilities in Japan [10,11]; in food industry (e.g. for juice de-acidification) 
[12–14]; in electronics (e.g. for ultrapure water production) and wastewater 
treatment, especially for heavy metals removal [15–17]. Moreover, the recent trends 
in the field of renewable energy desalination have also highlighted the promising 
features of photovoltaic (PV)-ED coupling, made possible by the extreme flexibility 
of the ED process, which can follow the oscillating behaviour of PV power production 
[18]. The same features make ED extremely suitable also for coupling with other off-
grid sources, such as wind energy [19]. 

Finally, several special applications of electromembrane processes are gaining room 
in the scientific-technological community, which is more and more engaged in 
developing new IEMs and devices, enlarging the potential for the application of this 
flexible and multi-faceted class of technologies. Among these, it is worth to mention 
the growing field of bipolar membranes for acid and alkali production and 
electrochemistry applications [20–26], the development of selective-electrodialysis 
for selective salt separation from saline streams [26–29], and the application of the 
electrodialysis metathesis (EDM) in Zero Liquid Discharge (ZLD) desalination [30–
33]. 

The objective of this thesis was therefore to explore a number of challenges related 
to the process development of ED. In particular, these challenges are addressed by 
means of process modelling and experimental investigations, playing a central role 
throughout the thesis as fundamental analytical tools. 

The first chapter presents a critical review on process fundamentals and 
applications, covering the basics of ED equipment as well as describing the most 
promising processes directly derived from ED. Some of the most relevant gaps in the 
literature are also identified. 

The next chapter focuses on steady-state ED modelling. After presenting a novel 
semi-empirical model, some simulative case studies are presented, highlighting the 
peculiarities of batch and multistage operations.  

Dynamic operations are explored in chapter 3. In the first part of the chapter, a 
model for capacitive electrodialysis (CED) is presented and used to study the process 
that is, by nature, cyclical. Then, dynamic simulations are used to analyse the 
coupling of ED with renewable energy sources, describing the performances of a 
controlled process powered by PV and wind turbines. 

Chapter 4 is focused on one of the biggest challenges of ED modelling: multi-ionic 
systems. A novel multicomponent model is therefore presented. The main 
parameters required to characterise the model are discussed and experimentally 
estimated. The model is also validated against experimental data. 
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Finally, the last chapter presents optimisation studies of commercially relevant 
schemes for seawater desalination, showing how the model can be successfully used 
for exploring the energetic and cost potential in ED. 
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1 Electrodialysis fundamentals and applications 
 

The need for unconventional sources of fresh water is pushing a fast development of 
desalination technologies, which proved to be able to face and solve the problem of 
water scarcity in many dry areas of the planet. Membrane desalination technologies 
are nowadays leading the market and, among these, electrodialysis (ED) plays an 
important role, especially for brackish water desalination, thanks to its robustness, 
extreme flexibility and broad range of applications. In fact, many ED-related 
processes have been presented, based on the use of Ion Exchange Membranes 
(IEMs), which are significantly boosting the development of ED-related 
technologies. In this section, the fundamentals of the ED process and its main 
features are presented. Starting from a brief historical perspective, an important 
outlook is given to operational aspects and process equipment. Finally, the most 
recent applications of ED-related processes are presented, highlighting limitations 
and potentialities in the water and energy industry. 

 

1.1 Historical development and working principle 

 

1.1.1 From early steps to commercialisation 

ED was proposed for the first time in 1890 by Maigrot and Sabates [34]. They built 
an early concept unit to demineralize sugar syrup by using carbon as electrodes and 
permanganate paper as membrane. A dynamo served as current supply. 

However, Maigrot and Sabates never used the term electrodialysis, which can be 
officially found for the first time in a patent in 1900 [35]. In this patent, Schollmeyer 
aimed to purify sugar syrup using the same technology as in [34], but with soluble 
zinc or iron anodes. Despite this, it is generally argued that ED was not actually 
theorised until 1911 [35–37], when Donnan presented his exclusion principle, 
experimentally confirmed by Teorell few years later. According to this principle, it is 
possible to manufacture membranes selective to cations using fixed negative charges 
and membranes selective to anions using fixed positive charges. 

The theorisation of electrochemical principles governing the behaviour of IEMs 
opened the way to the development of new membranes and to the conceptualisation 
of an electrodialyzer with multiple compartments [34]. However, the actual concept 
of multi-compartment ED where anion and cation exchange membranes are 
alternated could be only realised in 1950, when W. Juda and W. A. McRay 
manufactured the first synthetic ion-exchange membranes from ion exchange resins 
[35]. These membranes were used by Ionics (US) in 1954 to build the first ED 
desalination plant for Aramco (Saudi Arabia) [35]. Since that year, many other ED 
units were built. 

In 1974, ED faced the main breakthrough with the development of the electrodialysis 
reversal concept (EDR) [35,38]. This new operational strategy allowed ED to work 
by periodically inverting the current, offering the main advantage of membrane 
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fouling control and generating a breakthrough in the implementation of ED at the 
larger industrial scale. 

By then, a number of “ED-derived” alternatives, applications and processes have 
been developed and presented in the literature, providing a further booster to the 
development of electromembrane technologies in general. Figure 1 represents a 
synthetic timeline of the most critical development steps for ED and related 
technologies, indicating from the first important milestones to the more recent and 
very differentiated applications presented so far, including the first laboratory- or 
pilot-scale experiences and the first commercialisation attempts of the most recent 
ED derived processes. A deeper insight on these special applications will be given in 
Section 1.4. 

 

Figure 1. Timeline of the most important developments for ED and related 
processes [39]. 

 

1.1.2 ED devices: cell pair and stack 

Electrodialysis (ED) is an electrically driven process. An ED unit is typically 
constituted by a train of ion-selective anion and cation exchange membranes (AEMs, 
CEMs), interleaved with alternating concentrate and dilute solution compartments 
and ending at both sides with an electrode compartment (Figure 2). 
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Figure 2. Schematics of an electrodialysis system, identifying the repeating 
unit (cell pair). 

When the electrodes are electrically charged (by connecting them to a power source), 
an electrical current flows through the ED stack. As a consequence, electrically 
charged solutes are forced to move according to the electric field. In particular, 
anions migrate towards the anode (positively charged) and cations towards the 
cathode (negatively charged). The presence of IEMs, as ideally selective barriers to 
ions, ensures that anions move freely through the nearest AEM and are blocked by 
the nearest CEM. Conversely, cations move through CEMs and are blocked by 
AEMs, which leads to the depletion of salt content in the dilute compartments and 
the enrichment of the concentrate one (see Figure 2). The repeating unit of ED, 
namely the cell pair, consists of an AEM, a CEM, a dilute channel and a concentrate 
channel. An ED stack contains from a few cell pairs (in laboratory-scale units) up to 
several hundreds of cell pairs (values around 500 cell pairs or more are common in 
industrial units) and the two electrode compartments, which allow the current of 
electrons flowing through the external electrical circuit to be converted into a 
current of ions. The active area of a single membrane goes from ~0.01 to ~0.06 m2 
for laboratory scale units [40–44], reaching values around 1 m2 for large industrial 
scale units [45,46].  

In conventional electrodialyzers with the classical plate-and-frame equipment (see 
Figure 3), the feed channels are created by interposing between the membranes net 
spacers, maintaining a fixed inter-membrane distance and providing some mixing 
promotion in the channels. Spacers are provided with gaskets along the perimeter 
of the channels, which seal the channels and guide the solutions through them. 
Holes in spacers and membranes create special ducts for the two hydraulic circuits 
acting as manifolds for distributing/collecting the solutions to/from the channels. 
The ED device is closed with two end plates and compressed by bolts and nuts. ED 
stacks can be also built without spacers, by using profiled membranes (spacers and 
profiled membranes are discussed in detail in [39]). The inter-membrane distance 
in ED stacks typically ranges from ~0.3 to ~2 mm [10,40,42,45–51]. 
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The electrode compartments are typically obtained from the end plates and contain 
the two electrodes and the electrode solution adopted for the conversion of ionic into 
electric current. NaCl has been used in the past as the electrode solution, although 
this causes the production of active Cl2 [43] in the anodic compartment. For this 
reason, electrode rinse solutions containing SO4

2- salts are now usually preferred in 
order to avoid damages to the anode [52]. 

Recently, the use of capacitive electrodes instead of conventional ones has been 
studied [53–55]. These electrodes are composed by an active carbon layer and a 
current collector. Ions are adsorbed/desorbed in the active layer; this 
releases/captures free electrons, which pass through the collector thus reaching the 
external electrical circuit. In this way, it is possible to convert the ionic current into 
an electronic one without the need for a redox reaction, thus providing advantages 
such as the absence of unstable or toxic products (i.e. Cl2) and the reduction of the 
electrode potential drop [56]. On the other hand, capacitive electrodes suffer from 
saturation of the carbon layer, so that the electrical polarity needs to be periodically 
switched in order to operate the unit in a continuous way. For more insights on the 
topic, see section 3.1. 

 

Figure 3. ED stack in the sheet flow arrangement of a laboratory scale unit 
with net spacers. A single cell pair and an additional CEM are represented 
[39]. 

diluate out

concentrate out

diluate in

concentrate in

CEM

AEM

CEM

electrode

electrode

dil

conc

manifolds

manifolds



13 

 

The ED process can operate in batch or continuous mode. The first operating 
strategy is usually limited to small scale applications [43], while continuous 
operation is more common at industrial scale [50]. Typically, a single stack is not 
sufficient to reach the desired product specifications, and a multistage configuration 
is adopted. This configuration has also the potential to reduce the energy 
consumption and is particularly interesting for seawater desalination [50,57,58]. 
Alternatively, when a recovery higher than 50% is required, a feed and bleed 
operation mode can be adopted. In this case part of the concentrate, of the diluate 
or of both streams is recirculated back to the stack inlet, in order to independently 
control outlet brine and diluate concentrations [50]. Finally, an uncommon 
alternative configuration includes the presence of a circulation flow on the diluate 
side (as it happens in a batch process) and of segregated concentrate compartments, 
filled with non-circulating solution. This particular arrangement has been used at 
laboratory scale to obtain extremely concentrated solutions [59,60]. 

 

1.2 Overview of Ion Exchange Membranes 

Ion exchange membranes (IEMs) represent the key components of all 
electromembrane processes. IEMs are typically thin polymeric films containing 
fixed charged groups which are ionisable in water [10,61]. On the basis of the 
presence of positive or negative charged groups, these membranes can be firstly 
classified into anion and cation exchange membranes, respectively. 

A cation exchange membrane (CEM) is characterized by the presence of fixed 
negative charges. Thus it is able to let positive ions (counter-ions) move across it and 
to block anions (co-ions). Conversely, the anion exchange membrane (AEM) blocks 
cations allowing the transport of anions. This exclusion principle, firstly theorized 
by Donnan [62], represents the fundamental IEM feature that makes the operation 
of all electromembrane processes possible. 

The following sections are intended to give a general overview of IEMs fundamental 
theory, manufacturing and characterisation. For a more detailed insight on these 
topics, readers can refer to some more specifically focused reviews [63–65]. 

 

1.2.1 Donnan equilibrium and membrane potential 

When an IEM is in contact with an electrolyte solution, the fixed charges on the 
surface of the IEM attract counter-ions by Coulomb forces and generate an electrical 
field. The Donnan exclusion [50,66] causes a sharp change of concentration at the 
IEM-solution interface, thus generating a very thin charged region called electrical 
double layer (nanoscale, Debye length), where the counter-ions neutralize the fixed 
charges, and their concentration is much higher than the co-ions concentration 
(Figure 4). Therefore, counter-ions tend to diffuse from the IEM to the electrolyte 
solution while co-ions diffuse in the opposite direction. However, the large gradients 
of chemical potential are counter-balanced by a large gradient of electrical potential, 
the so-called Donnan potential, so that the electrochemical potential is conserved 
(Donnan equilibrium) and the net flux of ions is null. 



14 

 

 

Figure 4. Schematic representation of ions concentration and electrical 
potential for a binary monovalent electrolyte solution in a cation exchange 
membrane immersed between a dilute and a concentrate solution [39]. 

By imposing the equivalence between the electrochemical potentials of ions in the 
electrolyte solution and in the IEM in equilibrium with it, the Donnan potential 
(휂𝐷𝑜𝑛) can be expressed [50,61] as  

 
휂𝐷𝑜𝑛 = 

1

𝑧𝑖𝐹
 [𝑅𝐺𝑇 ln (

𝑎𝑖
𝑆𝑂𝐿

𝑎𝑖
𝐼𝐸𝑀) + �̅�𝑖∆𝜋] 

(1) 

 

where 𝐹 is the Faraday constant, 𝑧 is the valence, 𝑅𝐺  is the universal gas constant, 𝑇 
is the absolute temperature, 𝑎 is the activity of the ion, �̅� is the partial molar volume, 
∆𝜋 is the osmotic pressure difference between the two phases, the subscript 𝑖 refers 
to the salt ion i and the superscripts 𝑖𝑒𝑚 and 𝑆𝑂𝐿 indicate the membrane and the 
solution, respectively. By equating the Donnan potentials for cation and anion, being 
the osmotic pressure term �̅�𝑖∆𝜋 negligible with respect to the RT-logarithmic one 
[50] and by assuming that the activity coefficients are equal in both phases [66], the 
Donnan equilibrium for the concentration can be obtained as [62,66] 

 

𝐶𝑐𝑜
𝐼𝐸𝑀 = √(

𝐶𝑓𝑖𝑥

2
)
2

+ 𝐶𝑆𝑂𝐿2
−

𝐶𝑓𝑖𝑥

2
 

(2) 

 

where 𝐶𝑐𝑜
𝐼𝐸𝑀  is the co-ion concentration in the membrane, 𝐶𝑓𝑖𝑥  is the fixed charge 

concentration and 𝐶𝑆𝑂𝐿 is the salt concentration in the solution. 

An IEM immersed between two solutions at different concentrations is subject to a 
voltage difference over the two sides, referred to as “membrane potential”. 
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According to the well-known theory by Teorell-Meyer-Sievers (TMS), the membrane 
potential is [66–68]  

 휂𝐼𝐸𝑀 = 휂𝐷𝑜𝑛
𝐿 − 휂𝐷𝑜𝑛

𝑅 + 휂𝑑𝑖𝑓𝑓 (3) 

where 휂𝐷𝑜𝑛
𝐿 is the Donnan potential on the left side, 휂𝐷𝑜𝑛

𝑅  is the Donnan potential on 
the right side and 휂𝑑𝑖𝑓𝑓  is the diffusion potential arising from the concentration 

gradient within the membrane and from the different diffusivity of the two ions. The 
simplest expression of the membrane potential that can be derived from the TMS 
theory is [50,66,67] 

 
휂𝐼𝐸𝑀 = (2 𝑡𝐼𝐸𝑀

𝑐𝑜𝑢𝑛𝑡𝑒𝑟 − 1)
𝑅𝐺𝑇

𝑧𝑖𝐹
𝑙𝑛

𝑎𝑆𝑂𝐿,𝑅

𝑎𝑆𝑂𝐿,𝐿
 

(4) 

where 𝑡𝐼𝐸𝑀
𝑐𝑜𝑢𝑛𝑡𝑒𝑟 is the transport number of the counter-ion in the membrane, while 

𝑎𝑆𝑂𝐿,𝑅 and 𝑎𝑆𝑂𝐿,𝐿 are the activities in the right and left solution, respectively. 

The one-dimensional TMS model is based on several simplifying assumptions 
[67,68] and predicts well the membrane potential within a certain range of solutions 
concentration, while deviating from experimental data in other conditions, e.g. with 
large concentration ratios [68,69]. Models accounting for the effect of the membrane 
nano-pore radius have been developed, such as the “uniform potential” model and 
the “space charge” model [68,69]. The discussion of these models goes beyond the 
scope of this section; however, the simple mathematical formulation of the TMS 
theory makes it the most commonly adopted for practical uses. Therefore, in the 
following the membrane potential will be intended as derived from the TMS theory. 

 

1.2.2 IEMs preparation and classification 

Based on their morphology, IEMs can be classified into two main categories: 
homogenous and heterogeneous [61,70]. A more detailed classification based on the 
degree of homogeneity of the structure can be made [70,71], which is particularly 
useful for IEMs characterized by micro-inhomogeneities. 

Homogeneous membranes are the most commonly used in ED and other 
electro-driven processes [70,72–76], especially in high salinity applications where 
membrane resistance is a key aspect. Such membranes appear homogeneous at the 
microscopic scale, but at the nanoscopic scale they can be observed as multiphase 
(i.e. microheterogeneous) systems composed by at least two phases: the polymer 
matrix with the fixed charges and the interstitial (electroneutral) salt solution. A 
more rigorous description, as given by Zabolotsky et al. [77], recalls the presence of 
a gel phase, generated by a thin layer of solution, and of fixed charges located at the 
internal walls of interstitial vescicles (Figure 5). This phase is also related to the 
formation of an electrical double layer (EDL), where electroneutrality is not 
maintained due to the split of anions and cations concentration profiles, which 
actually generates the Donnan potential at the interface [64,70,78,79]. The 
microheterogeneous model in [77] is particularly useful for the estimation of 
structural parameters as well as for the description of the peculiar behaviour (i.e. 
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dependence on electrolyte concentration) of fundamental properties such as 
permselectivity and electrical conductivity. 

Nevertheless, Kamcev et al. [80] recently discarded the actual existence of such a 
microheterogeneous structure discussing data of membrane resistance 
measurements. Therefore, this is still an open issue which will require further 
research activities. 

 

Figure 5. Representation of the structure of a homogeneous CEM, with the 
three different phases: polymeric hydrophobic, electroneutral solution and 
gel phase [78]. 

For homogeneous membranes, three main manufacturing methods can be identified 
[61,70,81]: 

 Polymerisation of monomers: at least one of these monomers must contain 
ionisable groups; 

 Introduction of charged moieties into a polymeric film: this can be done by 
adding either a charged monomer or a non-functional monomer to be 
functionalized afterwards; 

 Introduction of charged moieties into a polymer, followed by polymer 
melting (or solvation in a solvent) and casting into a film.  

Styrene-divinylbenzene-based membranes represent one of the most remarkable 
examples of homogeneous structures produced starting from monomers. These 
membranes have been widely used in ED and are obtained from sulfonated or 
aminated styrene-divinylbenzene copolymers [74,75]. These IEMs have been also 
used in ED plants concentrating seawater in order to produce table salt, where it is 
essential to increase the monovalent ion selectivity [74].  

Concerning the second class of manufacturing methods, polyethylene, 
polypropylene and fluorocarbon polymers are used for IEMs production from a 
preformed polymeric film [81]. In this case, films are commonly functionalized by 
grafting acrylic monomers to obtain weak acidic CEMs [82–86]. Alternatively, vinyl 
monomers such as styrene are grafted to the polymer film and subsequently 
sulfonated or aminated in order to produce strong acidic CEMs [87–90] or AEMs 
[91,92]. 
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The third manufacturing method is commonly adopted for soluble polymers such as 
polyether ketone and sulfonated polymers [81,93]. These latter are particularly 
important as they represent a promising option for producing cheap membranes to 
be used for ED and other processes when working under severe conditions such as 
high temperature [70]. Production processes and properties of IEMs based on 
polysulfone block copolymers, polyether sulfone and polyarylene ether sulfone have 
been widely described in the literature [94–99]. 

Though still at a laboratory scale, electrospinning (coupled with hot-pressing) has 
recently been proposed for the production of nanoporous IEMs [63]. By this method 
it is possible to produce nanofibrous structures combining high porosity and large 
surface area with higher tensile modulus compared to the bulk material. In 
particular, very good performances of these new IEMs have been found for diffusion 
dialysis applications [63].  

Heterogeneous membranes are characterized by ion-exchange particles (of 
macroscopic size, compared to the nano-scale of phase discontinuities of 
homogeneous membranes) incorporated in a continuous phase made of a binding 
polymer [61]. These membranes are usually thicker, with higher mechanical 
strength but poorer electrochemical properties. The use of cheap binding polymers 
allows for a significant reduction in the IEMs specific price, and the best trade-off is 
to be found between these aspects [70]. Heterogeneous membranes are usually 
manufactured by incorporating ion-exchange resins into polymer sheets (the binder 
polymer) with three main alternative procedures [70,100]: 

 calendering the particles into the polymeric sheet; 
 dry moulding of the inert polymer film and the resin particles 

followed by milling; 
 dispersion of resin particles in a solution containing a film-forming 

binder followed by casting and solvent evaporation. 

In addition, new preparation methods have been recently engineered with the aim 
of improving IEMs structure. In this context, polymer blending and pore filling 
methods represent recently proposed alternatives [63]. 

An important feature strongly affecting the mechanical behaviour of heterogeneous 
membranes is the particle size distribution. In particular, it was observed that the 
flexibility increases when decreasing the particle size, while the brittleness increases 
with the particle loading [101]. 

Special ion exchange membranes have also been developed through several 
research efforts focused on the optimal tuning of membrane properties. These 
efforts led to special membranes characterised by hybrid structures and particular 
manufacturing methods [70,81]. Interpenetrating (IPN) and semi-interpenetrating 
(sIPN) polymer network IEMs are examples [102–107]. IPN are prepared by mixing 
two polymers that cross-link due to permanent entanglement, while sIPN are 
composed by a linear or branched polyelectrolyte immobilised in a cross-linked 
polymer matrix. This particular structure allows electrochemical and mechanical 
properties to be tailored for specific applications [102,107]. Membranes prepared by 
radiation grafting represent another class of IEMs, in which this new technique 
allows incompatible polymers to be linked, thus combining their properties. In 
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addition, these properties can easily be tuned by choosing the degree of grafting [70]. 
Several works deal with the preparation and characterisation of IEMs through the 
grafting method, and the possibility of using them in ED has been assessed [108–
112].  

The last group of special membranes is represented by the hybrid organic-inorganic 
IEMs. Combining the properties of polymers with those of inorganic materials, 
chemical, mechanical and thermal stability can be significantly enhanced [81]. For 
this reason, these membranes are mainly used in fuel cell applications [113–121]. 
Hybrid structures are usually obtained through intercalation, blending, in situ 
polymerization, molecular self-assembling or sol–gel process, with this latter being 
the most widespread method [122,123].  

A particular development has led to special membranes incorporating both positive 
and negative fixed charges within the same membrane [81].  

Bipolar membranes (BPM) are the most remarkable example of this class. BPM 
are constituted of an anion exchange layer placed in contact with a cation exchange 
layer. These membranes are mainly used in a special application of electrodialysis, 
where water splitting is induced to produce acid and alkaline solutions [61,81]. 
Bipolar membranes can be manufactured by different methods such as casting a 
cation exchange polyelectrolyte solution on an anion exchange membrane (or vice 
versa) [124], adhering commercial cation and anion exchange membranes [23], or 
functionalizing the two sides of a standard membrane [125–128]. 

Two other interesting classes of membranes containing both type of charges are the 
amphoteric and the mosaic membranes [81]. The former present randomly 
distributed weak acid and weak basic groups. Their main feature is that charged 
groups respond to pH variations, thus modifying the cationic or anionic selective 
character of the membrane. This makes amphoteric membranes particularly useful 
in special applications such as in biomedical and industrial fields [81].  

Mosaic membranes are characterised by anion and cation exchange areas arranged 
in a parallel way within a single membrane [129]. This allows individual current 
circulation in each layer, leading to negative osmosis and a salt permeability higher 
than that of neutral species. These special properties make mosaic membranes a 
promising candidate for the treatment of waste streams where salt should be 
separated from organic compounds. However, these membranes are not yet 
commercially available [81]. 

 

1.2.3 IEMs properties and characterisation 

In order to evaluate the performance of a membrane it is necessary to estimate 
several properties which can be grouped into three main categories: mechanical, 
physicochemical and electrochemical properties. 

Mechanical stability is essential for a membrane to be used in industrial applications 
such as ED. Several mechanical tests are performed for the mechanical 
characterization of membranes [130]. In particular:  
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Uniaxial tensile test. It is the most common test to evaluate Young’s modulus, yield 
strength, elongation at break, strain-softening and strain-hardening.  

Creep and relaxation tests[131].  

Dynamical mechanical analysis. It is widely adopted to investigate the viscoelastic 
properties and the glass transition temperature. 

Bursting test. During the test, a membrane is exposed to an increasing pressure 
(simulating the presence of a differential pressure between the two channels of a cell 
pair) until failure occurs. 

The mechanical behaviour of IEMs is affected by several features of the membrane 
material, e.g. cross linking degree, water uptake, aging, and by operating conditions, 
e.g. temperature [72]. In particular, Young’s modulus decreases as the temperature 
increases [132] and membranes become stiffer as the cross-linking degree increases 
On the contrary, membranes plasticize at high level of water uptake [133]. 

Physico-chemical properties to be characterised in IEMs are swelling, ion-exchange 
capacity (IEC), chemical stability and permeability to ions (conductivity and 
diffusive permeability) and neutral species (diffusive permeability).  

The swelling degree can have a direct influence on the dimensional stability, 
permselectivity and specific electrical conductivity. The swelling degree can be 
evaluated by measuring the weight difference between dry and swollen membrane 
[134,135]. In order to calculate the volumetric swelling, the membrane material 
density is needed [70]. 

The IEC indicates the amount of fixed charges in the IEM. It is commonly expressed 
as milli-equivalent (meq) of functional groups per gram or cm3 of dry membrane 
(though in some cases they can be expressed per gram or cm3 of swollen membrane) 
and it is useful to estimate the fixed charges concentration. The main technique for 
the measurement of IEC is titration with NaOH for negative groups and with HCl 
for positive groups [93,134,135]. 

In ED and related processes, very large concentration differences can be achieved in 
the two compartments. For this reason, salt and water diffusion through IEMs can 
represent an important factor for determining process performance.  

Salt diffusion can easily be measured using the time-lag method or a more advanced 
method adopting radioactive tracers [50]. 

Water moves across membranes by two main mechanisms: osmosis (water passage 
driven by an osmotic pressure difference) and electroosmosis (passage of water 
molecules entrained in the solvation shell of ions, thus proportional to the ions flux). 
In order to determine the water osmotic permeability it is possible to measure the 
water flux in an ED batch process by simply measuring the weight change in the 
reservoirs, periodically switching off the stack current to exclude the electroosmotic 
effect [43].  

Electrochemical properties have the most important influence on the performance 
of IEMs. In particular, the two main electrochemical properties to be measured are 
permselectivity and electrical resistance.  
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Permselectivity indicates how selective the membrane is to the passage of counter-
ions. A low perm-selective membrane will allow the passage of co-ions between 
compartments, thus negatively affecting the separation efficiency. The fastest 
method to estimate membrane permselectivity is by measurement of non-Ohmic 
membrane potential [70,136]. The real (measured) membrane potential in the case 
of a single electrolyte in solution can be written as [32]: 

 
휂𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑

𝐼𝐸𝑀 = 𝛼𝐼𝐸𝑀

𝑅𝑇

𝑧𝑖𝐹
 𝑙𝑛

𝑎𝑆𝑂𝐿,𝑅

𝑎𝑆𝑂𝐿,𝐿
 

(5) 

where 𝑎𝑆𝑂𝐿,𝑅 and 𝑎𝑆𝑂𝐿,𝐿 are the salt activities in the solutions at the two sides (right 
and left) of the membrane and 𝛼𝑖𝑒𝑚 is the membrane permselectivity, which can be 
seen as the ratio between the actual membrane potential and the theoretical one 
given by the Nernst equation (5) for 𝛼𝐼𝐸𝑀 = 1, i.e. 𝛼𝐼𝐸𝑀 = 2 𝑡𝑐𝑜𝑢𝑛𝑡𝑒𝑟

𝐼𝐸𝑀 − 1 (see eq. (4)).  

It should be noted that the transport number (and thus the permselectivity) 
evaluated with this simple method is generally underestimated. In fact, this 
measurement leads to an apparent transport number that should be corrected by the 
water transport number. A more detailed discussion of this issue can be found in 
[65]. 

By a more rigorous definition, the permselectivity can be expressed as [50,70]: 

 
 𝛼𝐼𝐸𝑀 =

𝑡𝐼𝐸𝑀
𝑐𝑜𝑢𝑛𝑡𝑒𝑟 − 𝑡𝑆𝑂𝐿

𝑐𝑜𝑢𝑛𝑡𝑒𝑟

𝑡𝑆𝑂𝐿
𝑐𝑜  

(6)  

 

where 𝑡𝑐𝑜𝑢𝑛𝑡𝑒𝑟 and 𝑡𝑐𝑜 are the transport number of the same counter-ion and co-ion 
in solution, and the subscript 𝐼𝐸𝑀  indicates that, using the relevant values, the 
expression is valid for both AEM and CEM. In particular, it is possible to 
experimentally estimate transport numbers using Hittorf’s method [65,70,138,139] 
or by chronopotentiometric measurements [140–144]. One of the most critical 
aspects is that the concentration of electrolytes in solution affects permselectivity 
[5,145]. For this reason, multiple measurements at different concentrations are 
necessary in order to get the different permselectivity values in the whole 
operational range. It is worth noting that the definition of permselectivity has a 
physical meaning just in presence of single salt solutions. In the case of multi-ionic 
feeds, the expression of the membrane potential does not allow the definition of 
permselectivity as will be shown in chapter 4. 

The membrane electrical resistance (ER), inversely related to the electrical 
conductivity, generates Ohmic potential drops when an electrical current passes 
through the membrane pile, thus dramatically affecting the process energy 
consumption. As in the case of permselectivity, electrical resistance is influenced by 
solutions concentration [64,79,146] as well as composition. This dependence can be 
explained with the typical multiphase structure of IEMs, widely reported in the 
literature [64,77,147]. In order to characterise membranes ER, direct current (DC) 
or alternating current (AC) measurements can be carried out.  

The simplest method consists of estimating ER from the slope of an I-V (current-
potential) curve in DC mode, limited to the region where a linear relationship 
between voltage and current is maintained. This curve can be obtained using a test-
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cell with two chambers separated by one membrane [148] or by 
chronopotentiometry in a six-cell compartment device [79,144]. Another option 
involves the use of a clip cell, composed by two black graphite electrodes fixed on 
Plexiglas plates and used to “clip” a conditioned wet membrane [149,150]. ER can 
thus be measured by the previously mentioned DC method but also by means of AC 
methods (as described in the following lines). 

It should be noted that I-V curves (and, more generally, the use of DC methods) give 
reliable results only when IEMs are placed in contact with a sufficiently concentrated 
solution. The reason is that this method is not suitable for low concentrations as it 
cannot separate the effects of electric double layer formation and concentration 
polarisation. In addition, the presence of DC leads to concentration polarisation in 
the internal pores even when the external diffusion layers are not present [151]. 
Finally, the blank resistance to be subtracted in order to separate the resistance of 
the membrane from that of the solution can be relatively very high for low 
concentration, thus affecting the accuracy of the method. 

As an alternative to DC-based methods, AC-based measurements can be performed 
adopting the Electrical Impedance Spectroscopy (EIS) method, able to distinguish 
among the contributions due to Ohmic effects, electric double layer and diffusion 
boundary layer and, thus, to estimate the pure membrane resistance 
[79,146,152,153]. On the other hand, EIS is the most complex methodology, as it 
requires the identification and implementation of an “electrical model” fully 
describing all phenomena involved, in order to properly interpret the experimental 
data and convert them into the desired information.  

 

1.2.4 Fouling and electrodialysis with polarity reversal (EDR) 

Although ED is not generally affected by fouling and scaling phenomena as much as 
other desalination processes such as RO [154], IEMs fouling can still be a limiting 
factor for maintaining good process performances. In particular, this phenomenon 
can significantly enhance membrane resistance and pressure drops along the 
channel and, in some cases, even reduce membrane permselectivity [155]. I-V curves 
are often used to characterise membrane fouling, though this method does not 
provide information on the properties of fouling layers. EIS has been proposed as a 
supplementary investigation method in order to capture more details on interfacial 
layers [156].  

Three main classes of fouling compounds can be identified: scalants, colloidal 
particles and organic materials [157]. 

Scaling is one of the most important problems in desalination, especially when the 
feed water is rich in low-solubility salts such as CaCO3 and CaSO4. The most common 
methods for reducing it include the use of lower recovery rate, the adjustment of pH 
and cleaning procedures with citric acid or EDTA [157]. In addition, the possibility 
of treating the concentrate stream (i.e. the one with highest scaling potential) of a 
batch ED unit by magnetic or ultrasonic field has been reported [158]. In particular, 
the magnetic field was applied to a part of the feeding line, while an ultrasonic bath 
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was used as the concentrate tank. Interestingly, the last method not only results in a 
scaling reduction but also in an improvement of ions transport. 

Colloidal particles can be abundant in sea or brackish waters and they are often 
negatively charged. Their deposition on the membrane surface is driven by the 
electric field pushing the colloidal particles towards the positive electrode. Such 
migration is stopped by the presence of the membranes, acting as a mechanical 
barrier and being covered by a growing deposited layer of colloids on their surface. 
Similarly to scaling, colloidal-fouling prevention strategies include the reduction of 
recovery and pH adjustment. Besides, micro and ultrafiltration can be used as pre-
treatments, while a higher fluid velocity inside the stack can help particles 
displacement from the membrane surface [157]. The most effective action for 
colloidal and organic foulants, however, is the use of a polarity reversal strategy, 
which will be presented in the following lines. 

Fouling due to organic matter can be very severe when ED treats food industry 
streams [159,160] and in water reuse applications [155,161]. In these cases, the 
presence of organic compounds can dramatically affect fouling phenomena leading 
to a huge decline in process performances. For this reason, several research works 
have adopted model foulants such as bovine serum albumin, humate and sodium 
dodecylbenzene-sulfonate in order to investigate the phenomenon in depth 
[156,162]. 

The molecular size of organic particles can significantly affect their fouling 
behaviour. In fact, particles with a molecular weight of 200 - 700 Da can cause 
internal membrane fouling, being able to penetrate membrane pores. On the other 
side, larger molecules cannot enter inside pores, thus being blocked on the external 
surface, while, conversely, much smaller molecules pass freely through membrane 
pores, thus not generating any internal blocking and fouling in the IEM [161]. In 
order to reduce organic fouling pre-treatments such as microfiltration, 
ultrafiltration or activated carbon have been proposed and cleaning actions with 
NaOH solutions are also possible [157]. 

Regardless the different classes of materials, most foulants present in feed waters 
exhibit electrostatic features which enhance the fouling risk for AEMs [155,163]. In 
this respect, many efforts have been made through years in order to increase AEMs 
antifouling properties by surface modification processes [164–166]. Grebenyuk. et 
al. [164] modified AEMs by adding high molecular mass surfactants obtaining an 
increased resistance against organic deposition. Alternatively, modification with 
poly(sodium 4-styrene sulfonate) [165] or polydopamine [166] can also reduce 
fouling, while negligibly affecting other IEMs properties. 

Despite the different strategies proposed for reducing fouling in IEMs, standard ED 
operation always require in-place-cleaning procedures, resulting in a cost increase 
for the process [157]. For this reason, the development of the electrodialysis reversal 
(EDR) concept represented one of the main breakthroughs for the ED technology, 
succeeding in dramatically reducing the fouling tendency of IEMs in ED stacks for 
very long lifetimes. The EDR concept is based on the idea of reversing the polarity 
of the electrodes at regular time intervals [167]. Consequently, diluate and 
concentrate channels are inverted and the reverse electric field promotes the 
periodic removal of electrically-charged foulants (e.g. colloids or organic matter) 
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deposited on membranes surface. In this way, detached particles are entrained by 
the flowing solutions and discharged with the exiting streams (“off-specification” 
outlet), which are therefore disposed back to the sea (or to another receiving body) 
for a time interval allowing the complete cleaning of the feed compartments, 
typically ranging from a few seconds up to 1-2 minutes [167]. EDR adds complexity 
to the process as it requires a triggering control unit, electric control systems to 
change polarity and automatic valves for compartments switching. In addition, 
some of the feed is wasted during the “off-spec transition”, which leads to a reduction 
in the conversion rate of the process.  

Nevertheless, EDR offers significant advantages in terms of minimisation of 
cleaning procedures and pre-treatments and avoids the presence of acids tanks, 
complexing agents tanks, dosing pumps and pH controllers inside the desalination 
plant [167]. Moreover, the polarity reversal technology is able to operate under 
extreme conditions, such as salt supersaturation, with examples of plants operating 
under a super-saturation level of CaSO4 higher than 175% [168]. More importantly, 
EDR has allowed the operation of brackish water ED industrial plants for more than 
30 years, with IEMs lifetime reaching up to 10-15 years. 

More recently, a concept similar to polarity reversal has been investigated, namely 
the pulsed electrical field (PEF) [157,169,170]. The PEF operating mode consists of 
discontinuously applying the electric field and generating a constant current, leaving 
some time intervals without any electric field applied. This method is claimed to 
reduce membrane fouling, thus increasing process performances, by disturbing the 
deposition of charged species. In addition, a reduction of the polarisation layer has 
also been experienced [169,170]. PEF has been recently compared with EDR, 
showing similar performances or even lower energy consumption under certain 
conditions [171]. 

 

1.3 Concentration polarization and limiting current in 

electrodialysis 

The role of hydrodynamics and associated phenomena of mass transport is crucial 
in determining the performance of ED stacks and the capital and operating costs of 
the process. It is well known that mass transfer limitations and non-Ohmic voltage 
drops arise because of the so called “concentration polarization phenomena” and 
can be mitigated by enhancing mixing. The energetic cost of the process may also be 
affected by the power consumption for pumping the solutions through the channels. 
Moreover, the channel features, which are essential for hydrodynamics and mass 
transport, also affect other aspects that may be critical, such as the Ohmic voltage 
drop. Finally, pressure drop in the manifolds, voltage losses caused by a non-
uniform flow distribution among and in the channels, internal leakages due to 
pressure gradients across the membrane are additional phenomena depending on 
the stack hydrodynamics. 

Clearly, the optimization of ED (or EDR, or other electromembrane processes) units 
is based on a very delicate equilibrium among the stack features (including the 
membranes properties) and the operating conditions. The following sections will 
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focus on the fundamentals of concentration polarisation and limiting current 
density (LCD) in ED and the way these affect the operation of ED and related 
processes. 

 

1.3.1 Concentration polarization phenomena 

In membrane separation processes, concentration polarization is a well-known 
phenomenon which manifests itself as a concentration gradient within the solution 
and perpendicular to the membrane surface. In the case of IEMs-based processes, 
the electrical current is carried roughly in the same amount by cations and anions 
migrating through the solution in opposite directions. On the contrary, inside the 
membrane current is carried mainly by counter-ions, while co-ions are (ideally) 
excluded. As a consequence, at the solution-membrane interface the migrative flux 
of co-ions (typically directed from the interface to the bulk of the solution) has to be 
counterbalanced by a diffusive flux in the opposite direction, intrinsically 
accompanied by a concentration gradient able to generate such diffusive flux 
according to Fick’s law [10,172–174]. 

Concentration polarization and transport phenomena near interfaces have 
commonly been analysed by the Nernst film model [175,176]. The basic assumption 
of this theory is the existence of a “Nernst diffusion layer” between the membrane-
solution interface and the fluid bulk with uniform composition. This is also known 
as “diffusion boundary layer” (DBL) and can be considered as a thin stagnant layer 
where no convection occurs and mass transfer is controlled by diffusion-migration, 
resulting in a linear concentration profile (Figure 6 (a)). The Nernstian idealization 
was improved by Levich [176], showing that the presence of convective transport 
within the DBL results in a smooth monotone concentration profile asymptotically 
approaching the bulk concentration. 

Mass transport in IEMs and electrolyte solutions has been widely studied by the 
theoretical description given by the Nernst–Planck formalism [66,175], which can 
also lead to a more rigorous definition of the concentration polarisation gradient. In 

fact, under certain hypotheses the flux 𝐽𝑖 of type-i ions can be expressed as 

 𝐽𝑖 = −𝐷𝑖 ∇⃗⃗⃗𝐶𝑖 − 𝑧𝑖𝐹𝐷𝑖𝐶𝑖 ∇⃗⃗⃗𝜑 + 𝐶𝑖�⃗⃗� (7) 

where Di is the ionic diffusion coefficient, Ci is the concentration, zi is the valence, F 
is Faraday’s constant, 𝜑 is the electric potential, and �⃗⃗� is the velocity vector. Hence, 
the total flux is given by the sum of diffusive, migrative and convective flux. The ion 
diffusion-migration flux can also be expressed as a chemical diffusion-Ohmic 
conduction flux [66], so that, for a strong binary electrolyte, it can be written as: 

 
𝐽𝑖 = −𝐷∇⃗⃗⃗𝐶𝑖 +

𝑡𝑆𝑂𝐿,𝑖𝑖

𝑧𝑖𝐹
 

(8) 

where D is the electrolyte diffusion coefficient, 𝑡𝑆𝑂𝐿,𝑖  is the migration transport 

number and 𝑖 is the current density. At the membrane-solution interface, the mass 
balance under steady state conditions is obtained by equating the flux on the 
solution side (eq. (8)) with that on the membrane side. Considering only the 
component normal to the membrane surface (y coordinate) one has: 
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−𝐷

𝜕𝐶𝑖

𝜕𝑦
+

𝑡𝑆𝑂𝐿,𝑖𝑖

𝑧𝑖𝐹
=

𝑇𝐼𝐸𝑀,𝑖𝑖

𝑧𝑖𝐹
 

(9) 

where 𝑇𝑖
𝐼𝐸𝑀  is the integral transport number within the membrane [66,177,178] 

accounting for both ionic diffusion and migration (i is positive if directed towards 
the positive y axis). Therefore, the following boundary condition can be written: 

 𝜕𝐶𝑖

𝜕𝑦
= −

𝑖

𝑧𝑖𝐹𝐷
(𝑇𝐼𝐸𝑀,𝑖 − 𝑡𝑆𝑂𝐿𝑖) 

(10) 

In the literature, this boundary condition is often given by a less rigorous expression 
where 𝑇𝐼𝐸𝑀,𝑖 is replaced by the migration transport number within the membrane 

𝑡𝐼𝐸𝑀,𝑖 [172–174,179–182], but the approximation is legitimated by the fact that 

diffusion inside the IEM is often negligible. 

Moreover, commercial membranes normally have high permselectivity, i.e. the 
counter-ion transport number is close to 1 in the membrane, while being close to 0.5 
in solution (NaCl). As a result, a diffusive flux roughly equal to 50% of the current 
density (i) divided by ziF, i.e. equal to the conductive transport for each ion, is 
established at the IEM-solution interface. Thus, salt diffusion (of both co- and 
counter-ions due to electroneutrality) between the solution bulk and the interface 
takes place, in the same direction of migration for counter-ions and in the opposite 
direction for co-ions. Salt depletion occurs at the IEM-diluate channel interface, 
while salt enrichment occurs at the IEM-concentrate channel interface, affecting the 
electric potential profile as shown in Figure 6 (b). Typically, the electrolyte 
concentration profile in solution is slightly asymmetric, due to the difference in the 
transport number of cation and anion (e.g. tNa+ ≈ 0.4 and tCl- ≈ 0.6). 

 

 

 

 

 



26 

 

 

Figure 6. (a) Concentration profile within current-induced diffusion layer 
in steady-state conditions: Nernst’s linear concentration profile (dashed 
line); Levich’s profile taking into account convection contribution (solid 
line), where the concentration differs from the bulk concentration only by 
1% at the distance δLevich from the IEM [78]. (b) Qualitative profiles of 
electrolyte concentration and electrical potential within an ED cell pair. 
Inside the IEMs the concentration of counter-ions is depicted. Electrical 
double layer phenomena are represented as sudden jumps at each IEM-
solution interface. 

Experimental observations of concentration polarization gradients have been 
carried out by several techniques. Choi et al. [183] measured the potential drop by a 
mobile micro-electrode at various distances from a CEM (two-compartment cell), 
obtaining the concentration profiles in the depleted side by letting the current vary. 
Tanaka [184,185] reported data on the electrolyte concentration profile obtained by 
the so-called Schlieren-diagonal method, based on the measurement of the 
refractive index in a three-compartment optical glass cell. Another method of 
visualization of the concentration profile is laser interferometry, firstly introduced 
by Forgacs et al. [186] and then applied in several works [187–191], some of which 
were used to validate models simulating ED stacks equipped with ion conducting 
spacers or profiled membranes [189,191], or analysing intensive current regimes 
(“overlimiting” region) [190]. Kwak et al. [192] fabricated a microfluidic ED device 
and applied a technique for the direct visualization of fluid flows and salt 
concentration profiles using charged fluorescent dyes over a wide range of voltage 
(0-100 V). Recently, the same research group [193] used the microscale ED system 
for studying the effects of floating spacers and validate their model for fluid 
dynamics and mass transport phenomena. 

Regardless of the true concentration profile, the interfacial condition expressed in 
eq. (10) can also be written in Nernstian form, taking into account the DBL thickness 
(𝛿𝐷𝐵𝐿) [173,174,177,182,194,195] or the Sherwood number (Sh) [51,178,182,196]: 
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 𝜕𝐶𝑖

𝜕𝑦
= ±
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 𝑢  

𝛿𝐷𝐵𝐿
= ±

𝑆ℎ (𝐶𝑖
𝐼𝐸𝑀 − 𝐶𝑖

 𝑢  )

𝑑𝑒𝑞
 

(11) 

where 𝐶𝑖
𝐼𝐸𝑀 is the concentration at the IEM-solution interface (solution side), 𝐶𝑖

 𝑢   
is the bulk concentration, 𝑑𝑒𝑞 is the equivalent diameter. In eq. (11) the sign + has to 
be considered when moving from bulk to interface, while the sign – in the opposite 
case. For simplicity, the difference of the transport numbers is often assumed equal 
to 0.5 [6,196,197]. Eq. (11) identifies the most common expressions of mass transfer 
rate in these systems, also allowing an in depth comprehension of mass transport 
phenomena at the boundaries. In fact, under steady state conditions, both diffusion 
and convection in solution from bulk to interface or vice versa compensate for the 
difference between the migrative fluxes across solution and membrane. 

The Sherwood number is defined as 

 
𝑆ℎ =

𝑘𝑚 𝑑𝑒𝑞

𝐷
 

(12) 

where 𝑘𝑚  is the mass transfer coefficient. From dimensional analysis, it can be 
found that the Sherwood number depends on the channel configuration (geometry 
of spacer or membrane profiles, but also active walls surface, depending on the 
presence of conductive spacers or profiles), the Reynolds number (Re) and the 
Schmidt number (Sc) [198–205].  

Besides concentration polarization visualization techniques, some experimental 
methods for the measurement/estimation of 𝛿𝐷𝐵𝐿  (and thus Sh) have been 
developed and tuned up, e.g. based on chronopotentiometry [78,143,206,207] and 
EIS [208]. However, mass transfer characteristics are often evaluated by 
measurements of limiting current density, an important parameter controlling the 
operation of ED units. 

 

1.3.2 Limiting current density in ED units 

The increase of current density in a stack is always accompanied by an increase in 
diffusive transport of ions in solution, leading to a depletion of salt in the solution at 
the IEMs interface of the diluate channel. Such phenomenon is allowed only until 
the concentration at the wall in the depleted layer becomes zero. In this condition, 
the so-called “limiting current density” is achieved, which, from eq. (11), can be 
expressed as: 

 
𝑖 𝑖𝑚 = ±

𝐶𝑖
 𝑢  𝑧𝑖𝐹𝐷

𝛿𝐷𝐵𝐿(𝑇𝐼𝐸𝑀,𝑖 − 𝑡𝑆𝑂𝐿,𝑖)
= ±

𝑆ℎ 𝐶𝑖
 𝑢  𝑧𝑖𝐹𝐷

𝑑𝑒𝑞(𝑇𝐼𝐸𝑀,𝑖 − 𝑡𝑆𝑂𝐿,𝑖)
 

(13) 

According to the sign conventions cited above, ilim will be positive if directed towards 
the positive y axis. Thus the limiting current density depends on hydrodynamic 
conditions, channel thickness and salt transport numbers. Interestingly, once the 
values of ilim and 𝑇𝐼𝐸𝑀,𝑖  are known, the DBL thickness and Sh could be easily 
calculated from eq. (13), but it should be noted that phenomena occurring in limiting 
current conditions, such as electroconvection, may significantly affect the value of 
Sh determined with this equation [143]. Therefore, if the hydrodynamics features 
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and mass transport coefficients have to be determined in the underlimiting range, 
where the above mentioned phenomena do not play a role, chronopotentiometric 
and EIS-based methods are more suitable. 

From eqs. (11) and (13), it follows that, for a current density i < ilim, the 
concentrations at the IEM-solution interface can be expressed as 
[173,181,183,194,209] 

 
𝐶𝑖

𝐼𝐸𝑀 = 𝐶𝑖
 𝑢  (1 ∓

𝑖

𝑖 𝑖𝑚
) 

(14) 

Values of limiting current density can be obtained experimentally by current-voltage 
curves. As the voltage increases, the current increases more and more slowly due to 
the higher boundary layer effects that increase the resistance (see Section 1.3.3), 
until current increases only slightly with large voltage increments, indicating the 
achievement of limiting current condition. However, when the limiting current is 
approached, experimental observations deny the presence of the plateau 
theoretically postulated as a curve saturation (see Figure 7), so that the classical 
theory of concentration polarization is not anymore considered valid since the early 
1970’s [41,173,174]. Instead, only a narrow flat region or even an inflection point are 
found, along with a further increase of current (overlimiting current), due to the 
onset of further phenomena that were not observed at electrode-solution interfaces. 
Water splitting was considered responsible of the further charge transport, thus 
causing such deviation. However, many other mechanisms have been more recently 
theorized, discussed and experimentally proven [39]. 

Figure 7 shows a typical S-shaped current-voltage curve, exhibiting three regions 
[179,192,194,195,210–214]. Region I has been often defined as Ohmic, though this 
may be misleading due to the coexistence of both Ohmic and non-Ohmic 
phenomena. In the first small tract, the curve can be well approximated by a straight 
line; however, as the current increases, polarization (non-Ohmic) effects become 
more pronounced and cause a deviation from the linear trend. A much lower slope 
characterises region II, which can be regarded as a transition step following the 
achievement of the limiting current, conventionally identified by the intersection 
between the line tangent at the first tract of the current-voltage curve and the 
tangent of the plateau (or at the inflection point) in region II. Then, the slope 
increases again towards region III until reaching an asymptotic value leading to a 
stable linear increase of current vs voltage. 
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Figure 7. Sketch of a typical current-voltage curve for an IEM immersed in 
an electrolyte solution, showing a limiting current density and the presence 
of three distinct regions [39]. 

The behaviour of IEMs in current-voltage tests has been explained by the effects of 
the conductive heterogeneity of the membrane surface [142,211,212,215–220], 
which can be viewed as a mosaic of alternating conductive and insulating regions of 
size ranging from micrometers to tens of micrometers. Therefore, for any given 
average current density, the local current density on the conductive areas is larger. 
This results in a decrease in the average value of ilim compared to a membrane having 
an electrically homogeneous surface, or to a metal plate electrode. Hence, region II 
of the current-voltage chart is due to a gradual achievement of the local ilim in the 
non-conductive regions, at the cost of a much larger voltage drop. Another effect of 
the conductive heterogeneity is the alteration (elongation or shortening, depending 
on the distance between the surface heterogeneities) of the plateau length, i.e. of the 
onset of the overlimiting transport phenomena, namely electroconvection, 
associated to the generation of a non-uniform electric field with tangential 
components. Also geometrical heterogeneities of the membrane surface affect 
current-voltage curve features such as the ilim value, the plateau length and the 
amount of overlimiting transport through electroconvection. Profiled membranes 
may enhance the mass transfer rate by the increase in the membrane active area, the 
promotion of fluid mixing and the increase of electroconvective mixing due to larger 
tangential components of driving force [221]. More recent studies [177,221–223] 
have proven that also other membrane properties, such as roughness, degree of 
hydrophobicity and surface charge density, affect the current-voltage curve 
characteristics. 

Figure 8 (a) shows experimental current-voltage curves of a six-compartment stack 
with and without the central membrane. By subtracting these results, the current-
voltage curve of the central membrane can be obtained [182]. The limiting current 
density is often identified as the point where the slope change occurs in the 
corresponding Cowan plot [173,182,195,213,224–230] reporting the apparent 
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resistance as a function of the reciprocal of current density (or, simply, of electrical 
current) as shown in  

Figure 8 (b). Measurements of ilim have been carried out in several works in order to 
assess the effect of spacers or profiled membranes on mass transfer. Values of ilim 
are reported as functions of the fluid velocity [40,181,213,224,226,227,231] and 
fitted by power laws. Other works report Sh values determined from ilim 
measurements according to eq. (13) [51,182,199,204,229,232–236] and correlations 
as power laws. Recently, La Cerva et al. measured the limiting current at different 
conditions, proposing a new definition for the limiting current density based on the 
current efficiency [237].  

 

Figure 8. (a) Experimental current-voltage curve and (b) apparent 
resistance over the membrane as a function of the reciprocal of electrical 
current  (Cowan plot) for the estimation of ilim [182]. 

Sh values have also been obtained by measurements of ilim on electrodes of simple 
electrochemical cells without membranes [204,233–236]. However, these devices 
simulate only an ideal mass transfer of an IEM-based system, as membrane 
properties govern the mass transfer mechanisms. In fact, as claimed by Rubinstein 
and Maletzki [211], membranes with the same permselectivity may exhibit a 
markedly different behaviour even in the underlimiting region, significantly 
affecting polarisation phenomena. 

Finally, when overlimiting conditions occur, mass transfer characteristics can be 
assessed by the approach proposed by Nikonenko et al. [196] and Larchet et al. [51] 
based on the experimental procedure described in [238]. 

1.3.3 Influence of polarization phenomena on the voltage drop 

The limiting current density is only one of the aspects related to concentration 
polarization phenomena. However, several other effects caused by concentration 
polarisation have to be characterised, as they can significantly affect the total stack 
voltage drop. The total potential drop between two bathing solutions (left, L, and 
right, R) facing an interposed IEM can be analysed following the segmentation 
modelling approach by TMS (see Section 1.2.1) [68,206,239] in a multi-layer system 
taking into account the presence of the DBLs, as in Figure 9. 

(a)

(b)
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Figure 9. Segmentation of the system composed by a membrane and two 
bathing solutions, according to the TMS theory, showing concentration of 
counter-ions and electric potential changes in each layer. The example in 
the picture shows a CEM immersed between a dilute solution and a 
concentrate solution [39]. 

Some aspects related to the total voltage drop were treated in the first experimental 
and theoretical studies by Cooke [172] and Sonin and Probstein [240]. The topic was 
then treated more extensively by some authors in the early 1970s [173,174] and many 
further studies have been performed [178,203,206,209,239,241–247] since then. 
However, by pursuing the aim of a general discussion based on these works, the total 
voltage drop including all the possible contributions can be expressed as 

 𝑉𝑅−𝐿 = 𝑉𝑂ℎ𝑚
 𝑢  𝐿 + 𝑉𝑂ℎ𝑚

𝐷𝐵𝐿𝐿 + 휂𝑑𝑖𝑓𝑓
𝐷𝐵𝐿𝐿 + 휂𝐼𝐸𝑀 + 𝑉𝑂ℎ𝑚

𝐼𝐸𝑀 + 휂𝑑𝑖𝑓𝑓
𝐷𝐵𝐿𝑅 + 𝑉𝑂ℎ𝑚

𝐷𝐵𝐿𝑅 + 𝑉𝑂ℎ𝑚
 𝑢  𝑅 (15) 

where the different terms represent: Ohmic voltage drop within the left solution 
bulk, Ohmic voltage drop within the left DBL, (non-Ohmic) diffusion potential 
within the left DBL, (non-Ohmic) membrane potential, Ohmic voltage drop within 
the membrane, (non-Ohmic) diffusion potential within the right DBL, Ohmic 
voltage drop within the right DBL, Ohmic voltage drop within the right solution 
bulk. 

In the case of a binary monovalent electrolyte, the membrane potential (eqs. (3)-(5)) 
acting as a back electromotive force [203,248–251] can be expressed as: 

휂𝐼𝐸𝑀 = 𝛼𝐼𝐸𝑀

𝑅𝐺𝑇

𝐹
𝑙𝑛 [ 

𝛾𝐶
𝑖𝑛𝑡,𝐼𝐸𝑀 𝐶𝐶

𝑖𝑛𝑡,𝐼𝐸𝑀 

𝛾𝐷
𝑖𝑛𝑡,𝐼𝐸𝑀  𝐶𝐷

𝑖𝑛𝑡,𝐼𝐸𝑀  
] 

(16) 

where 𝐶𝑆𝑂𝐿
𝑖𝑛𝑡  and 𝛾𝑆𝑂𝐿

𝑖𝑛𝑡  represent the electrolyte concentration and the electrolyte 
activity coefficient at the IEM-solution interface (solution side) and the subscripts C 
and D refer to the concentrate and the dilute channel, respectively. It is useful to 
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resort to polarization coefficients [6,197], whose values range from 0 (maximum 
polarization) to 1 (no polarization), defined as: 

 휃𝐷
𝐼𝐸𝑀 = 𝐶𝐷

𝑖𝑛𝑡,𝐼𝐸𝑀 𝐶𝐷
 𝑢  ⁄  (17) 

 휃𝐶
𝐼𝐸𝑀 = 𝐶𝐶

 𝑢  𝐶𝐶
𝑖𝑛𝑡,𝐼𝐸𝑀⁄  (18) 

where 𝐶𝑆𝑂𝐿
 𝑢   is the electrolyte concentration at the solution (dilute or concentrate) 

bulk. In a cell pair, there are four polarization coefficients, one for each IEM-solution 
interface. Values of 휃𝑆𝑂𝐿

𝐼𝐸𝑀  can be derived from eq. (14), though a more rigorous 
approach relates them to eq. (11).  

Interestingly, focusing on hydrodynamics-related features, the DBLs contribute to 
the total potential drop by means of both Ohmic and non-Ohmic phenomena, which 
can easily be calculated assuming a linear concentration profile. 𝑉𝑂ℎ𝑚

𝐷𝐵𝐿  can be 
computed by Ohm’s law integrating the resistivity over 𝛿𝐷𝐵𝐿 and multiplying by the 
current density (1-dimensional approach, where i = cost). 휂𝑑𝑖𝑓𝑓

𝐷𝐵𝐿 , also called 

concentration potential or junction potential, is strictly non-Ohmic and originates 
from the difference in the ionic diffusion coefficients and the need to maintain the 
local electroneutrality [66]. Note that 𝑉𝑂ℎ𝑚

𝐷𝐵𝐿  has a dissipative nature, i.e. it is caused 
by the irreversible process involving Joule’s effect [66]; conversely, non-Ohmic 
phenomena are (at least ideally) reversible and, ultimately, convert the electrical 
energy into the chemical energy of a salinity gradient.  

In very recent years, researchers have shown a wide interest on transport 
phenomena and DBL effects in IEMs-based systems. The resistance associated with 
the boundary layer has been measured by chronopotentiometry 
[3,4,143,207,252,253] and EIS [144,208,209,254–256]. Finally, Abu-Rjal et al. 
[257] have investigated the influence of the DBL on the membrane permselectivity, 
finding that concentration polarization may significantly affect counter-ions 
transport through the membrane, due to variation of the interface concentration and 
concentration profile across the membrane as the electric current changes. 

 

1.4 Special applications of electrodialysis  

Several ED-related processes, have been proposed and are still arousing interest 
among researchers around the world. These special technologies, expanding the 
application field of ED and promoting the development of system components and 
the optimization of devices, are discussed in this section. 

1.4.1 Electrodialysis with bipolar membranes 

Electrodialysis with BiPolar Membranes (EBPM) is a process based on the use of 
special IEMs, namely bipolar membranes (BPM, see Section 1.2.2) constituted by a 
double layer of adhering anion and cation exchange membranes, mostly used for the 
production of acids and bases from salt solutions. An EBPM stack is composed by 
alternating an AEM, a BPM and a CEM. These three membranes together with three 
channels represent the repeating unit of the EBPM stack (Figure 10). A salt solution 
flows in between the AEM and the CEM, while an acid and a basic solution flow in 
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the other two channels respectively [10]. When an electrical potential is applied to 
the electrodes, water trapped inside bipolar membranes is induced to split 
catalytically into H+ and OH- ions, which will pass through the cationic and anionic 
layer of the BPM, reaching the acidic and alkaline compartment, respectively. At the 
same time, anions and cations from the salt solution migrate through IEMs, 
electrically balancing the passage of H+ and OH-, thus restoring electroneutrality 
and generating the acid and base solutions. Although the three cells compartment is 
the most diffused configuration, sometimes a two compartment scheme is used, in 
which only one type of product (either acid or base solution) is obtained, while the 
salt solution absorbs also the excess H+ or OH- generated. This can happen especially 
when it is not possible or convenient to obtain a high purity for both acid and base 
[258]. 

EBPM is an industrial competitor of electrolysis for the production of acid and base 
compounds. Several works in the literature show how EBPM can reach very low 
energy consumptions, especially assuming ideally conductive and permselective 
membranes. Nevertheless, in practical applications energy consumption is 
considerably increased by the actual stack Ohmic resistance, diffusional losses and 
non-ideal permselectivity of homopolar and bipolar membranes [258]. 

A particularly interesting application of EBPM is the treatment and valorisation of 
waste brines from desalination plants [259–266]. The process is used to convert very 
concentrated NaCl (plus a number of additional minor elements) solutions into HCl 
and NaOH products. Through this novel application of EBPM, brine can be diluted 
to attenuate disposal issues and, at the same time, valuable products are obtained. 
Despite the clear environmental advantage, this application has to face a number of 
technical and economic barriers mainly related to membrane cost and performance 
(i.e. limited permselectivity and electroosmosis) and to the purity of the product 
streams due to the presence of minor elements in the feed brine. More details on 
potentials and limitations of this application can be found in [267]. 

 

Figure 10. Electrodialysis with bipolar membranes in a conventional three 
cell compartment configuration [258]. 
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1.4.2 Continuous electrodeionisation 

Continuous ElectroDeIonisation (CEDI) can be considered a hybrid process merging 
ion exchange deionisation and ED [268]. A typical CEDI unit has a similar 
configuration to ED, with alternating IEMs, concentrate and diluate compartments 
where feed solutions flow. Differently from ED, in CEDI at least one channel is filled 
with ion exchange resins.  

CEDI has two possible layouts. In the first the diluate channel is filled with mixed 
anion and cation exchange resins (Figure 11 (a)), while in the second anionic and 
cationic resins are placed in two different channels separated by a bipolar membrane 
(Figure 11 (b)) [10]. The presence of ion exchange resin particles inside the diluate 
compartment allows for a fast migration of ions through the channel from one 
membrane to the other, avoiding the limitation of low conductivity of dilute 
solutions [269]. This makes CEDI also useful for the production of extremely dilute 
water solutions in small and medium scale applications. For example, CEDI is often 
adopted for the production of ultra-pure water in food, pharmaceutical and 
electronics industry [10,268,269]. Another proposed application of CEDI is the 
removal of heavy metals in wastewater treatment trains [269]. 

The main advantage of the mixed resins bed is that anions and cations are 
simultaneously removed, thus avoiding the need for a double passage of the solution 
(as in case b) and minimising its residence time inside the CEDI unit. However, two 
separated beds are much more efficient when the solution contains weakly 
dissociated electrolytes [10]; in this case, the feed solution undergoes the cation 
exchange step first, where cations are exchanged with the protons generated and 
released by the bipolar membrane. The resulting acidic solution then flows through 
the anion exchange channel where anions are exchanged with hydroxide ions from 
the bipolar membrane, restoring solution neutrality. Nowadays, both layouts (a) and 
(b) are widely used in the industry. 

Interestingly, also novel configurations of CEDI have recently been proposed, based 
on the use of electrostatic shielding zones instead of membranes [270,271], though 
these have not yet reached an industrial applicability scale. 
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Figure 11. Schematics of the two different layouts of continuous 
electrodeionisation stacks (from [10]). (a) Conventional stack with diluate 
channel filled with mixed cation and anion exchange resins, (b) stack with 
anion and cation exchange resins in two different channels with a bipolar 
membrane in between. 

 

1.4.3 Capacitive deionisation 

Capacitive DeIonistation (CDI) is a desalination and ion transfer process based on 
the use of capacitive materials to remove/release ions from/into solutions in a cyclic 
way [10]. In CDI, a salt solution flows through a channel between the two capacitive 
electrodes, which are usually covered with an IEM (or, more generally, an ion 
selective layer) in order to enhance the current efficiency, thus increasing process 
performance [272]. Applying an electrical potential difference between the 
electrodes, ions move according to the generated electric field and are eventually 
absorbed on the capacitive electrodes surface (often consisting in a modified carbon-
based matrix), removing salts from the feed water and producing desalinated water. 
When electrodes reach the saturation condition, polarity is reversed and ions are 
discharged from the electrodes into a purge stream flowing through the channel, 
thus regenerating the electrodes and producing a concentrated brine to be disposed. 
CDI is not yet a fully mature technology, but some commercial manufacturers 
already exist and some examples of real applications have been reported [273]. 
Nowadays, CDI suffers from market penetration issues mainly due to upscaling 
difficulties related to the large quantity and cost of the electrode material needed for 
large capacity plants [274]. 

 

 

1.4.4 Electrodialysis metathesis and selectrodialysis 

Since the early ‘80s the possibility of using an ED stack to carry out a metathesis 
reaction has been assessed [30–33]. The metathesis reaction allows two salts to be 
produced by interchanging the anions and cations of two different initial salts: 

(a)

(b)
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 𝑀𝑋 + 𝑀′𝑋′ →  𝑀𝑋′ + 𝑀′𝑋 (19) 

Differently from conventional ED, the repetitive unit of electrodialysis metathesis 
(EDM) is composed by 2 dilute compartments, 2 concentrate compartments, 2 
CEMs and 2 AEMs (Figure 12) [33]. Feed channels are alternatively fed with two 
streams, one containing the first reactant (𝑀𝑋) and the other containing the second 
(𝑀′𝑋′), while a “sink” solution flows through the other two channels. The presence 
of the applied electrical field and of the selective IEMs leads to the passage of ions 
from feed to compartments containing sink solution and, as a result of this ion shift, 
product streams are generated in the sink channels. As an example, assuming that 
the feed solutions contain magnesium chloride and sodium sulphate, the product 
outlets will contain magnesium sulphate and sodium chloride, which may reach an 
over-saturation condition and precipitate out of the channel to form solid product 
salt [33]. In the past years, the possibility of using EDM for the production of 
different salts such as potassium carbonate, magnesium sulphate and potassium 
sulphate from more soluble and less valuable salts has been studied [30,275]. 
Recently, EDM was also used for the production of ionic liquids precursors [276]. 
Another important application of the EDM process is the treatment of RO 
concentrated brines in zero liquid discharge desalination [31]. In this case, the 
repeating cell is characterised by a conventional AEM, a conventional CEM, a 
monovalent selective AEM and a monovalent selective CEM. By feeding the unit with 
desalination brine and artificial NaCl solution two concentrate product streams are 
obtained: the first containing sodium with anions and the other containing chloride 
with cations [31,33]. In both cases, concentration in the outlet brines can be 
significantly increased thanks to the high solubility of the salts generated by the 
metathesis process, thus overtaking the main limitation of RO being the risk of 
scaling (mainly due to calcium and magnesium carbonates and sulphates) when a 
recovery ratio of 40-50% is exceeded. 

 

Figure 12. Schematic representation of the electrodialysis metathesis 
process. 

Similarly to EDM in zero liquid discharge applications, selectrodialysis (SED) is a 
particular technology that makes use of monovalent selective IEMs. A typical SED 
repeating unit is constituted by 3 compartments with a central monovalent selective 
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IEM (MVA or MVC) between a conventional CEM and an AEM [277]. This 
configuration allows monovalent and divalent ions to be selectively separated from 
feed solutions. The scheme reported in Figure 13 refers to the case of separating 
monovalent and bivalent anions from a feed solution by adopting a monovalent 
selective anion membrane (MVA) in the centre of the SED repeating unit. 

SED is a relatively novel process for which ion fractionation capabilities have 
generally been claimed [27], but have been practically demonstrated only in a few 
applications. Examples are the recovery of phosphate from waste streams [28,278] 
or the separation of chloride and sulphate compounds from a NaCl and Na2SO4 
mixture to simulate the application of SED in brine treatment processes [26].  

 

Figure 13. Scheme of a selectrodialysis stack for the separation of salts 
containing mono- and bi-valent anions (e.g. Cl- and SO4

2-) showing the 
functioning principle (adapted from [26]). 

 

1.4.5 Shock electrodialysis 

Limiting and overlimiting currents are possible operating conditions in ED, though 
they are generally avoided in standard operation [50]. However, the shock 
electrodialysis concept, recently proposed for water desalination purposes, operates 
under overlimiting current conditions [279–281]. A shock ED repeating unit is 
composed by a weakly charged porous medium placed in a channel between two 
equally-charged ion exchange membranes, such as two CEMs or AEMs (Figure 14). 
As in conventional ED, electrodes are placed at both ends of a pile comprising a 
number of repeating units, next to the IEMs. While salted water flows through the 
channel, a potential is applied at the electrodes. This causes a flux of anions and 
cations in the two opposite directions. If CEMs are chosen as selective layers (as 
shown in the example of Figure 14), sodium ions are removed from the channel, 
creating a depletion zone at one side of the compartment and a salt enriched zone at 
the opposite side. Conversely, anions move from the depletion to the enriched zone, 
being blocked in the upper part of the compartment by the CEM. As in ED, when the 
ion concentration at the membrane interface reaches zero, the limiting current is 
reached. However, applying an overlimiting current in the presence of the weakly 
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charged porous medium results in a transport of ions much faster than diffusion. 
The overlimiting current makes the edge of the depletion zone propagate through 
the pores as a shock wave creating a sharp boundary between the depleted and 
undepleted zones. Solutions flowing through the two zones are finally separated by 
a splitter placed in the last part of the channel so that a desalinated water and a brine 
streams are obtained [281]. Phenomena occurring in shock-ED at overlimiting 
current condition are still under debate [282–284]. So far, two main phenomena are 
believed to occur: surface migration and surface convection [282]. The first is typical 
of sub-micropores; the second is due to electroosmotic flow and is dominant in 
larger pores. 

Shock ED is a very recent technology, still in an early development stage. Although 
there are no industrial applications, Schlumpberger et al. in 2015 showed a small 
scalable prototype able to remove over 99% of salt from a feed water with a salt 
concentration up to 100 mM [279]. Also, Deng et al. developed a small unit 
demonstrating the possibility to use shock ED in filtration, separation and 
disinfection [281]. 

 

 

Figure 14. Schematic representation of the shock electrodialysis process 
with indication of the system repeating unit. 

 

1.4.6 Reverse electrodialysis 

Reverse ElectroDialysis (RED) can be considered as the opposite process of 
electrodialysis. The latter makes use of electric energy to remove salts from a 
solution: energy is used to generate a salinity difference between a dilute stream (i.e. 
the produced fresh water) and a concentrate stream (i.e. the generated brine). 
Conversely, RED is able to convert the salinity difference, i.e. the chemical potential 
difference existing between two solutions at different concentrations, into electric 
energy. RED is one of the most important among the so called Salinity Gradient 
Power (SGP) technologies, recently arousing the interest of scientists and 
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technologists in the field of water and energy generation from non-conventional 
sources. 

As depicted in Figure 15, the repeating unit of a RED stack (called “cell pair”) consists 
of a CEM, a dilute compartment, an AEM, and a concentrate compartment. As in 
ED, anion and cation exchange membranes are also alternatively arranged, and the 
dilute and concentrate feed solutions flow within channels arranged in an alternate 
way. Under open circuit conditions (i.e. when the end electrodes are not connected 
to an external circuit) and assuming ideal membranes, nothing passes through the 
membranes and the chemical potential difference existing between two adjacent 
channels is counterbalanced by the electric potential difference generated in each 
membrane by the Donnan equilibrium (see Section 1.2.1). This potential difference 
is typically addressed as the open circuit voltage and represents the electromotive 
force of the RED generator. When the circuit is closed, ions start to move from the 
concentrate channels to the dilute ones oriented by the presence of selective IEMs. 
Thus, positive ions will move towards the cathode passing through CEMs and 
negative ions will move in the opposite direction, thus generating a net ionic current 
through the cell pairs. In analogy with ED, the net flux of charges is eventually 
converted into a flux of electrons in the final compartments of the stack, where 
electrodes are placed and redox reactions occur. The current of electrons generated 
at the electrodes can be used to supply an external load [285–288]. As in standard 
electric energy generators, also in a RED stack the increase in electric current 
(related to a reduction in the external load resistance) leads to internal voltage 
drops, which reduce the available voltage at the stack electrodes, leading to the 
extreme condition in which a short-cut circuit between electrodes generates the 
maximum current depleting completely the electromotive force generated in the 
pile. 

It can be demonstrated that the maximum power density can be obtained when the 
resistance of the external load matches the internal resistance of the stack. Under 
this condition, only 50% of the available Gibbs free energy of mixing can be 
theoretically harvested. 
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Figure 15. Scheme of Reverse Electrodialysis process. 

It is worth mentioning that, under practical conditions, only a portion of this energy 
can actually be converted into electric energy. Thus, since the amount of electricity 
producible is not high, all detrimental effects as Ohmic and non-Ohmic resistances 
and pumping losses due to pressure drops represent matters of crucial importance. 
In particular, a maximum in the net power density (i.e. gross power density minus 
pumping power density) is typically found for streams velocity around or below 1 
cm/s [289]. At these flow rates, the power output reduction due to pumping power 
normally amounts to about 10-20% for spacer-filled channels RED units [290] and 
to about 3-25% in RED systems where profiled membranes are used [4,252,253]]. 
The channel thickness is usually in the order of a few hundred microns to keep the 
channels’ electrical resistance low. These aspects mark a difference from ED where 
thicker channels and larger stream velocities are adopted. 

The performance of RED units has rapidly increased during the last years, moving 
from generated power densities of 0.05 W/m2 reported in the early ‘50s by Pattle 
[291], who first conceptualised the RED process, to values of 1-2 W/m2 recently 
obtained by Veerman et al. [292] and Veermaas et al. [3] mixing solutions 
simulating river and sea water (see Table 1). The highest values of power density, 
however, were recently achieved by mixing solutions simulating fresh or brackish 
water and concentrated brines at temperatures of 40 or 60°C, reaching values up to 
~6.70 W/m2 [5,293,294]. A more detailed chronology of the RED technology 
development is reported in Table 1. 
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Table 1: Chronological trend of increasing power densities achieved in 
laboratory scale RED systems. Experimental conditions are also reported 
(adapted from [294]).  

Year Authors Power 
density 

(W/m2) 

 

Spacer 
Thickness 

(µm) 

Solution 
concentrations 

(M) 

Temperature 

(°C) 

1955 Pattle [291] 0.05  1000 Not specified 39 

1976 Weinstein 
and Leitz 
[295] 

0.17  
1000 

0.02–0.57 Ambient 

1983 Audinos 
[296] 

0.40  
1000 

4.3 Ambient 

1986 Jagur-
Grodzinski 
and Kramer 
[297] 

0.41  

250 

tap water and 
seawater 

Ambient 

2007 Turek and 
Bandura 
[298] 

0.46  
190 

0.01–0.5 Ambient 

2008 Turek et al. 
[299] 

0.87  
190 

0.01–1.9 Ambient 

2008 Veerman et 
al. [292] 

0.93 
200 

0.017–0.5 Ambient 

2011 Vermaas et 
al. [3] 

2.20 
60 

0.017–0.5 Ambient 

2014 Daniilidis et 
al. [5] 

5.30 
100 

0.01–5 40 

2015 Tedesco et al. 
[294] 

6.04 
270 

0.1–5 40 

2014 Daniilidis et 
al. [5] 

6.70 
100 

0.01–5 60 

 

During the last years, research achievements have pushed up the RED Technological 
Readiness Level (TRL), allowing the shift from lab-scale units to the first prototypes 
and pilot plants. Two different pilot plants have been built so far as outcomes of two 
different projects: Blue Energy and REAPower. Both plants are located in Europe.  

The Blue Energy pilot plant is located in Breezanddijk at the Afsluitdijk closure dam 
(the Netherlands) where seawater and river water are available with an intake 
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capacity of 200 m3/h. Assuming a technical potential of 1 MJ per m3 of sea and river 
water [300], this flow rate has a potential for energy generation of 50 kW [301]. 

The REAPower pilot plant was installed in Marsala (Sicily, Italy) in 2014 within a 
saltworks area where solutions at different salinities were available such as: a 
concentrated brine from evaporating basins, seawater and brackish water from a 
shoreline well [293,302]. The concentration of the brine changes during the year 
ranging between 3 and 5 M (in terms of NaClequivalent concentration), while the 
concentration of brackish water is quite constant and equal to 0.03 M (in terms of 
NaClequivalent concentration). The pilot plant, consisting of 3 different RED stacks, 
had a nominal capacity of about 1 kW, reaching under real operation a power output 
of almost 700 W with artificial solutions and about 330 W with real brackish water 
and brine [8]. Interestingly, the plant was tested for several months without 
encountering any performance reduction [302]. 

Very recently, the RED technology has been also proposed in a closed loop 
arrangement as a promising way to convert low-temperature waste heat (below 100 
°C) into electric energy [303–306]. Two artificial solutions at different salinities are 
used in a RED unit to produce electricity, exiting as partially mixed streams. These 
are fed to a regeneration unit powered with low-grade heat where the initial salinity 
gradient is restored, thereby closing the cycle. Perspective analyses have recently 
shown that conversion efficiencies up to 10-15% can potentially be achieved in these 
systems [307]. Closed-loop RED/ED systems have also been proposed for SGP-
based energy storage applications, in which energy is stored in the form of salinity 
gradients. These are converted into electricity in peak demand hours, while, when 
surplus energy is available, this is used to regenerate the depleted salinity gradient 
[308,309]. 

 

1.4.7 RED-ED coupling for low-energy desalination 

A very recent development in the field of ED for desalination is represented by the 
coupling with salinity gradient power or osmotic dilution devices for low-energy 
desalination [310]. 

Among the different alternatives that have been theorised, the coupling of RED with 
ED (or, more in general, with a desalination unit such as RO or even CDI [311]) may 
result in a technological breakthrough, especially for seawater desalination [9,312–
316]. Figure 16 shows the two main coupling possibilities. 

In the first configuration (coupling of unit I and II in the scheme) the RED unit is 
used as pre-treatment step. When a low-salinity solution (that, at least according to 
current regulations and due to the opposing public opinion, is not per se suitable for 
drinking water production [317]) is available (e.g. impaired water from a waste water 
treatment plant) this can be used as the dilute feed of a RED unit, while seawater 
can be used as the concentrate. In this way, energy is generated from the salinity 
gradient and seawater exiting the RED device is diluted thanks to the passage of salt 
into the impaired water, without directly mixing with it. Pre-diluted seawater can 
thus be fed to a desalination unit in which the energy required to reach the target 
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concentration will be significantly reduced. Additionally, the RED energy generation 
can be used further to reduce the overall process consumption.  

In the second configuration (coupling of unit II and III), the RED unit can be used 
as a post-treatment in order to mix the brine with impaired water, mitigating 
disposal issues and recovering energy from the two waste streams. The two 
configurations can also be used together resulting in the complete scheme of Figure 
16. 

 

Figure 16. Possibilities of RED/ED integration. Unit I represents RED (or 
short-circuited RED or assisted RED) used as dilution pre-treatment before 
feeding the seawater inlet to ED (Unit II). Unit III represents RED used as 
post-treatment for the recovery of energy from waste brine and relevant 
dilution with impaired water stream. Coupling Unit I, II and III represents 
the most complete integration possibility. 

Besides the classical SGP operation mode, the RED unit can be operated in two other 
different modes, thus serving as an enhanced osmotic dilution device [310]: 

 Short-circuited Reverse Electrodialysis (scRED) 

 Assisted Reverse Electrodialysis (ARED) 

In scRED mode the RED unit external load is short-circuited, thus renouncing to 
energy production in order to maximise the salt transfer rate from the concentrate 
to the dilute compartment, thus enhancing the dilution effect.  

In ARED mode the ionic current inside the scRED unit is further increased by 
applying an additional external electrical potential to the RED unit, consuming 
energy in order to “assist” the dilution process, exceeding the maximum achievable 
current in scRED. 

In both cases, the arising benefits are more suitable for the first coupling 
configuration, where dilution plays a fundamental role in reducing the overall 



44 

 

energy consumption, rather than in the second, where dilution is considered 
beneficial only for environmental reasons. 

Due to the complex nature of such processes, it is not possible to determine a priori 
which of the configurations or RED operation mode is the most convenient to 
achieve the overall minimum energy consumption. In addition to that, pushing the 
dilution process to high levels will significantly increase the capital costs, mainly 
depending on the amount of membrane area required. For this reason, optimisation 
studies are crucial for the development of such hybrid schemes.  

In the current literature, the RED-RO coupling has been investigated by several 
authors, although still at a conceptual level [312–315,318]. In particular, Li et al. 
[312] explored the RED-RO process through a simple mathematical model, showing 
that the process can potentially achieve a ~50% lower energy consumption 
compared to state-of-the-art seawater RO. Vanoppen et al. [310] performed a 
comparative analysis of all RED operational modes coupled to RO, exploring the 
operational ranges and identifying the benefits in energy consumption reduction. 
Specific energy consumption below 1 kWh/m3 were theoretically demonstrated to 
be feasible, although an important increase of overall membrane area required 
(including RED membranes) was found in these scenarios. 

The RED-ED process has been much less studied, with only few recent publications 
as the one by Wang et al. [316] who focused on the very specific case of desalination 
of high salinity waste brine containing phenols. They demonstrated an overall 
reduction of energy consumption of about 30% compared to the stand-alone ED 
case, though such figures cannot be compared with RO, due to the much higher 
energy consumption of the base case (above 20 kWh/m3). The RED-ED process was 
further analysed as possible scheme for SW desalination in section 5.2. 

It should be noted that, as an alternative to the reverse electrodialysis dilution 
process, other osmotically-driven processes such as Pressure Retarded Osmosis 
[315,319] have been proposed in the literature. Similarly to the RED case, forward 
osmosis [320–323] and pressure-assisted osmosis [320] have also been proposed 
for further enhancing the dilution process in order to reduce the overall desalination 
energy consumption. 
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2 Electrodialysis steady-state process modelling 
 

In this chapter, a new hierarchical model for the electrodialysis (ED) process is 
presented. The model has been implemented into gPROMs Modelbuilder (PSE, 
UK), allowing the development of a distributed-parameters simulation tool that 
combines the effectiveness of a semi-empirical modelling approach to the flexibility 
of a layered arrangement of modelling scales. Thanks to its structure, the tool makes 
possible the simulation of many different and complex layouts, requiring only 
membrane properties as input parameters (e.g. membrane resistance or salt and 
water permeability). The model has been validated against original experimental 
data obtained from a lab scale ED test rig. Simulation results concerning a 4-stage 
treatment of seawater and dynamic batch operations of brackish water desalination 
are presented, showing how the model can be effectively used for predictive 
purposes and for providing useful insights on design and optimisation. 

 

2.1 State of the art of modelling of ED process 

In order accurately to describe the ED process and develop effective process 
simulation tools it is necessary to implement mathematical models able to take into 
account a number of complex phenomena. These include solution-membrane 
equilibria, concentration polarisation and fluid flow behaviour along channels, mass 
transport phenomena and mass balances in the compartments, electrical 
phenomena, etc. Several different modelling approaches have been presented so far 
in the literature, each one addressing in a different way and to a different extent all 
these aspects. In most cases, the aim was to develop effective design and 
optimisation tools for ED processes. It is worth noting that the classification 
presented here is not intended as a strict rule. In fact, each model has unique 
properties that may place it in between two categories. Nevertheless, this 
classification can be taken as a general guideline for a systematic understanding of 
the possible modelling approaches, in order to be aware of the advantages and 
disadvantages of each one. 

The first category includes all the simplified models, which are usually developed 
with the aim of performing preliminary design [224] or to study a very specific 
system relying on experimentally fitted parameters [324].  In this case, several 
assumptions are generally used and lumped parameters are considered. Typically, 
overall quantities, such as the required membrane area to perform a certain 
desalination or the total power consumption, can be estimated. 

The second category is represented by the advanced models, which, differently 
from the previous ones, take into account several phenomena causing deviations 
from the ideal behaviour. Advanced models can be sub-classified in theoretical and 
semi-empirical.  

Theoretical models for (reverse) electrodialysis are based on the solution of 
rigorous equations (i.e. Nernst-Planck [185,325–330], or even the more complex 
Stefan-Maxwell equations [331–333]) that mathematically describe local transport 
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phenomena. However, these models require a number of thermodynamic and 
electrochemical parameters that cannot always be easily determined. In addition, 
the large amount of computational power required to solve this kind of models 
makes them suitable only for simplified geometries [39]. 

 Semi-empirical models for (reverse) electrodialysis are based on the use of mass 
balances and detailed transport equations accounting for salt and water fluxes 
through the membranes and on the calculation of the voltage drop by the 
segmentation approach (see section 1.3.3). They require (i) empirical information 
such as membrane properties, being available from manufacturers or easily 
measured by experiments (transport numbers, ohmic resistance, salt permeability, 
osmotic permeability, etc.), and (ii) a lower computational power. These features 
make this modelling approach suitable for faster and more reliable predictions than 
the theoretical models, especially in the simulation of realistic geometries of 
channels and stacks, which are more complicated than the simplified configurations 
typically assumed in theoretical models [39]. Semi-empirical models can be based 
on lumped parameters [178,203,334–339]. However, in this case they have limited 
prediction capabilities, providing accurate results only under some conditions [338]. 
On the contrary, distributed parameters models [6,145,237,242,340–343] are more 
accurate, but at the cost of a larger implementation effort. In summary, with respect 
to the theoretical models, 1-D semi-empirical models are preferable as process 
simulators thanks to their features of versatility, robustness and effectiveness. 

Some advanced semi-empirical models use a “practical” current density calculated 
as a fraction of an experimentally determined limiting current density [336–338]. 
Many other models of this category, instead, adopt a multi-scale approach treating 
the lower scale mass transfer phenomena (Sherwood number and, thus, 
concentration polarization) for calculating the voltage drop with different 
approaches. In particular, the majority makes use of either empirical information 
[178,203,242,335,339,343,344] (e.g. limiting current density) or 3-D computational 
fluid dynamics (CFD) simulations [6,145,237,342]. Numerical simulations can also 
predict pressure drops and ohmic resistance [6]. 

Tedesco et al. [137,145]presented one of the first examples of 1-D semi-empirical 
process models (although it was developed for RED) that makes use of CFD 
simulation results to predict concentration polarisation and pressure drops. The 
approach adopted by Tedesco et al. is similar to what is reported  in section 2.2. Salt 
transport across the IEMs is described considering both conductive as well as 
diffusive flux. However, conductive flux of co-ions (i.e. the term 1 − 𝑡𝐴𝐸𝑀

𝑐𝑜𝑢𝑛𝑡𝑒𝑟 from 
eq. (20)) was not considered. Apart from this, the model contains a comprehensive 
collection of the most important phenomena [145]. Water transport across the 
membranes considers both electroosmosis and osmosis, including the presence of 
osmotic coefficients (as per eq. (23)). Electrical variables include both non-ohmic 
and ohmic voltage drops, accounting also for concentration polarisation 
phenomena. Finally, an electrical model for the estimation of parasitic currents 
through manifolds (particularly relevant for large RED stacks) was also 
incorporated. 

The model recently proposed by Chehayeb and co-workers [334,340,341] represents 
a practical example of how the different approaches (i.e. theoretical and semi-
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empirical) can be actually mixed together. In fact, the diffusion boundary layer 
thickness was calculated by experimental data on the Sherwood number, voltage 
drop is calculated according to eq. (31) (although membranes’ ohmic resistance is 
not taken into account), while mass transport in the boundary layer was simulated 
by the Maxwell-Stefan approach in order to predict concentration and electrical 
potential profiles and ionic and water fluxes. With Maxwell-Stefan approach 
transport equations can be seen as force balances where the driving force is equated 
to the friction that is applied by one species to the others. These equations are thus 
defined for both the DBL as well as inside the membranes, where the equations are 
formally the same although a different value of the characterisation parameters is 
required [334]. As pointed out by the authors themselves [334], it is worth noting 
that this model was originally developed to perform entropy generation calculations, 
that are not affected by the difficult determination of fitting parameters typical of 
Maxwell-Stefan approach. 

In a different work, Chehayeb et al. proposed the use of the aforementioned model 
to perform energy and cost optimisation for brackish water desalination, while using 
a simplified model for brine concentration (due to the lack of fitting parameters for 
this system) [340]. Interestingly, a comprehensive analysis of the main process 
parameters such as spacers’ dimensions and channel velocity was provided, 
highlighting how the pumping energy becomes negligible compared to ED power 
consumption in the brine concentration scenario. More recently [341], the same 
models where used to analyse the effect of 2-stage ED for 3 different applications: 
brackish water desalination (from 3 to 0.35 g/kg), partial seawater desalination 
(from 35 to 1 g/kg) and brine concentration (from 70 to 200 g/kg). Moreover, 
counterflow arrangement was simulated. As a result, two-stage operations were 
shown to be effective in energy saving in all cases, while counterflow arrangement 
did not provide a significant reduction in the energy consumption.  

Wright et al. [343] proposed another simple semi-empirical ED model, applicable to 
brackish water desalination and used it for a cost analysis for domestic applications 
of groundwater treatment [344]. Similarly to the model presented in section 2.2, 
channels are discretised in the direction of the flow (i.e. the model is 1-D). Salt 
transport across the membranes takes into account both conduction and diffusion, 
while water transport in the same direction was generally neglected in the 
simulations. Electrical variables are described according to eq. (45), including the 
contribution of the electrodes’ voltage drop. Moreover, LCD and concentration 
polarisation are taken into account by means of empirical correlations, while 
pressure drops are estimated by means of the Darcy equation (eq. (47)), where the 
friction factor can be estimated by different correlations [343]. A series of 
assumptions characterises the model, such as counter-ion transport number in the 
IEMs considered equal to 1 (i.e. membranes are assumed perfectly selective). This 
assumption has implications in transport equations (i.e. the equivalent of eq. (20) 
does not contain any transport number), interfacial phenomena (i.e. the term 
𝑡𝐼𝐸𝑀
𝑐𝑜𝑢𝑛𝑡𝑒𝑟 in eq. (43) is absent) and membrane potential (i.e. the permselectivity has a 

value of 1). In addition, membrane resistance was considered constant, neglecting 
the increase that can be experienced at low solution concentration (see section 
2.2.1). 
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The model of Wright and co-workers was used to simulate batch systems via a quasi-
steady state approach [343]. A sensitivity analysis accompanied by a comparison 
with experimental data on ED units operated in batch mode showed that the 
aforementioned simplifying assumptions are certainly acceptable when using the 
model under “conventional” operations and low feed concentrations (up to 3.5 g/l). 
However, in the case of high salinity feed solutions (e.g. seawater or concentrated 
brine) such assumptions are not valid and would lead to erroneous predictions.  

More recently, an interesting application for this same model was presented by Shah 
and co-workers [345]. In this work, the authors proposed the use of simulations as 
a mean of improving brackish water batch ED performances. In particular, a 
feedforward controller was designed and experimentally applied with the aim of 
providing a variable voltage over time to the batch unit. The result was an increase 
of 37% in the production rate compared to the constant voltage case (i.e. the 
common practice in industrial applications). 

The number of recently published works shows the current significant interest of the 
scientific community in the development of effective and reliable modelling tools for 
(reverse) electrodialysis. On the other hand, 1-D process simulators have been 
poorly devoted to study non-conventional ED applications, such as seawater 
desalination and multistage configurations. In this study, we propose a 1-D semi-
empirical hierarchical model of the ED process, based on a robust and generalised 
approach developed for a wide range of operating conditions (from brackish to sea 
water feed solutions), and of any scale of application, spanning from bench stacks to 
industrial plants, and for both single and multistage configurations. The model takes 
into account the main phenomena involved in determining the process performance, 
with the aim to achieve reliable simulation results in different scenarios, thus 
providing a useful tool for process design and optimization. The model was validated 
against experimental data, and was used to study some specific applications, 
focusing on a 4-stage system of seawater desalination and on single-stage batch 
operations of brackish water desalination. 

 

2.2  Model description 

The process model is based on a hierarchical semi-empirical approach, 
schematically represented in Figure 17. The lowest scale is represented by the cell 
pair (I), the repeating unit of an ED unit composed by an AEM, a CEM and two 
adjacent channels. The higher scale of the stack (II) is modelled by considering a 
series of cell pairs and the electrodes. Finally, the stack model can be used in the 
highest scale of the overall plant (III), where the stacks can be variously arranged, 
thus simulating different process layouts (i.e. single stage, multistage, batch, feed 
and bleed etc.).  

A number of assumptions characterises the model, in particular: 

 A one-dimensional approach is adopted, in order to simulate distribution 
profiles along the channels, thus co- and counter-current arrangements can 
be simulated, while changes along the direction of the channel width are 
neglected: 
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 The presence of salt other than NaCl is neglected, thus a single salt solution 
is simulated; 

 The unit operates below the limiting current; 

 The effect of parasitic currents via manifolds is not taken into account; 

 Transport numbers inside IEMs (and thus membrane permselectivity) are 
assumed independent of salt concentration in the solutions; 

 The flow distribution is homogeneous among all cell pairs. 

 

 

Figure 17. Schematic description of the hierarchical approach showing I) 
Cell pair, with the main transport mechanisms, II) Stack, III) Overall plant 
(i.e. multistage system).  

 

2.2.1 Cell pair 

At the scale of the cell pair (Figure 17 I), mass balances, transport phenomena, 
solutions thermodynamics and electrical parameters are described. 

Different transport phenomena take place inside the cell pair, causing both salt and 
water to move through membranes. The main salt transport mechanism is the 
conductive flux, which is proportional to the generated ionic current and is 
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associated to the external applied voltage.  In a general position along the length of 
the cell pair, it can be calculated as: 

𝐽𝑐𝑜𝑛𝑑(𝑥) =  [𝑡𝐶𝐸𝑀
𝑐𝑜𝑢𝑛𝑡𝑒𝑟 − (1 − 𝑡𝐴𝐸𝑀

𝑐𝑜𝑢𝑛𝑡𝑒𝑟)]  
𝑖 (𝑥)

𝐹
 

(20) 

where 𝑖 is the current density, 𝐹 is the Faraday constant, and 𝑡𝐶𝐸𝑀
𝑐𝑜𝑢𝑛𝑡𝑒𝑟 and  𝑡𝐴𝐸𝑀

𝑐𝑜𝑢𝑛𝑡𝑒𝑟 
are the transport numbers of the counter-ions inside the IEMs, directly linked with 
the membrane permselectivity according to eq. (6). 

 It is worth noting that the term [𝑡𝐶𝐸𝑀
𝑐𝑜𝑢𝑛𝑡𝑒𝑟 − (1 − 𝑡𝐴𝐸𝑀

𝑐𝑜𝑢𝑛𝑡𝑒𝑟)]  in eq. (20) is 
representative of the non-ideal permselectivity of the membranes, as it accounts for 
the conductive co-ion transport through IEMs that in practice results in a drop of 
the salt removal efficiency of the system. 

In addition to the effects on the conductive flux, another consequence of the non-
perfect membrane selectivity is the occurrence of a back-diffusive salt flux driven by 
the salt concentration difference between the channels, which, for a single 
membrane, can be written as:  

𝐽𝑑𝑖𝑓𝑓
𝐼𝐸𝑀 (𝑥) = − 

𝐷𝑠𝑎 𝑡
𝐼𝐸𝑀

𝛿𝐼𝐸𝑀
(𝐶𝐶

𝑖𝑛𝑡,𝐼𝐸𝑀(𝑥) − 𝐶𝐷 
𝑖𝑛𝑡,𝐼𝐸𝑀(𝑥)) 

(21) 

where 𝐷𝑠𝑎 𝑡  is the salt permeability coefficient through the IEMs, 𝛿𝐼𝐸𝑀  is the 

thickness of IEMs and 𝐶𝑖𝑛𝑡 is the salt concentration in solution at the interface with 
the membrane. Subscripts 𝐶 and 𝐷 refer to concentrate and diluate respectively  and 
the superscript 𝐼𝐸𝑀 indicates that, using the relevant values, the expression is valid 
for both AEM and CEM. The overall diffusive flux can be written as the sum of the 
fluxes through the two membranes. 

Also water molecules can move through the membranes.  Water transport can be 
attributed to two phenomena: osmosis and electroosmosis. The first transport 
mechanism is caused by the interfacial concentration gradient between concentrate 
and diluate and can be expressed as: 

𝑞𝑜𝑠𝑚
𝐼𝐸𝑀(𝑥) =  𝐿𝑝

𝐼𝐸𝑀(𝜋𝐶
𝐼𝐸𝑀 − 𝜋𝐷

𝐼𝐸𝑀) (22) 

 

𝑞𝑜𝑠𝑚
𝐼𝐸𝑀(𝑥) =  𝐿𝑝 

𝐼𝐸𝑀  [𝜈 𝑅𝐺𝑇 (𝜑𝐶
𝐼𝐸𝑀𝐶𝐶

𝑖𝑛𝑡,𝐼𝐸𝑀(𝑥) − 𝜑𝐶
𝐼𝐸𝑀𝐶𝐷 

𝑖𝑛𝑡,𝐼𝐸𝑀(𝑥))] (23) 

where  𝐿𝑝 is the water permeability coefficient of IEMs and 𝜋 is the osmotic pressure 

that can be related to the van ’t Hoff coefficient (𝜈), the osmotic coefficient (𝜑) and 
the solution concentration. Pitzer’s correlation is used to estimate osmotic 
coefficients [346,347]: 

𝜑 − 1 =  − 𝐴1 

√𝑚

1 + 𝑏′√𝑚
+ 𝑚𝐵𝜑 + 𝑚2𝐶𝜑 

(24) 

𝐵𝜑 = 𝛽(0) + 𝛽(1)𝑒−𝛼√𝑚 (25) 

where 𝐴1 is the modified Debye-Huckel constant (0.3915 at 25 °C), 𝑏′is a correlation 
constant equal to 1.2, 𝑚 is the molality of the electrolyte, 𝛼 is a fixed constant with a 

value of 2 (kg/mol)1/2, 𝛽(0), 𝛽(1), 𝐶𝜑are functions of the nature of the electrolyte and 
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amount to 0.06743, 0.3301 and 0.00263, respectively, for NaCl. As for the diffusive 
flux, the total osmotic flux is the sum of the fluxes on the two membranes. 

The second transport mechanism, electroosmosis, is the water flux coupled with the 
ions movement due to two main contributions: the water molecules of the solvation 
shell and the water flux dragged by the momentum arising on the slip-plane between 
the solvation shell and the solvent [348,349]. Generally, electroosmosis can be 
expressed as a function of the overall salt flux: 

𝑞𝑒𝑜𝑠𝑚(𝑥) =  
𝑤 𝐽𝑡𝑜𝑡(𝑥)𝑀𝑤

𝜌𝑤

 
(26) 

where  𝐽𝑡𝑜𝑡(𝑥) is the sum of the diffusive (of both AEM and CEM) and the migrative 
salt flux and 𝑤 is the total water transport number, defined as the sum of the water 
transport number relative to each ion. In [348], Wilson reports that for most 
membranes the ionic transport numbers are close to the primary hydration 
numbers. Thus, the simplifying assumption of a constant value of 12 moles per 
equivalent of transported salt was made. However, it should be noted that this 
parameter can change with the type of membrane and salt concentration [64].  

The model computes distributions over the dimension of the channel length. Bulk 
concentration and flowrate distributions inside the channels are described through 
differential mass balance equations that, in the case of co-current flow and negligible 
changes in the solutions density, are: 

𝑑 𝑄𝐷(𝑥) 𝐶𝐷(𝑥) 

𝑑𝑥
=  −𝑏 𝐽𝑡𝑜𝑡(𝑥) 

(27) 𝑑 𝑄𝐶(𝑥) 𝐶𝐶(𝑥) 

𝑑𝑥
=  𝑏 𝐽𝑡𝑜𝑡(𝑥) 

(28) 

𝑑 𝑄𝐷(𝑥) 

𝑑𝑥
= − 𝑏 𝑞𝑤(𝑥) 

(29) 𝑑 𝑄𝐶(𝑥) 

𝑑𝑥
=   𝑏 𝑞𝑤(𝑥) 

(30) 

where 𝑄(𝑥)  represents the local volumetric flow rate, 𝑏  the channel width and 
 𝑞𝑤(𝑥)  the local overall volumetric water flux (i.e. the sum of osmotic and 
electroosmotic fluxes). 

A crucial aspect of ED process modelling is to relate the ionic current to the applied 
voltage. The voltage drop over a cell pair (𝑉𝑐𝑝) is calculated as: 

 𝑉𝑐𝑝 =  휂 (𝑥) + 𝑅𝑡𝑜𝑡(𝑥)𝑖(𝑥) (31)  

where 휂 is the non-ohmic voltage drop associated to the back electromotive force 
(diffusion potentials are not taken into account), 𝑖 is the current density, 𝑅𝑡𝑜𝑡 is the 
total areal ohmic resistance of cell pair that can be calculated as the sum of the four 
components in series 

𝑅𝑡𝑜𝑡(𝑥) =  𝑅𝐶𝐸𝑀(𝑥) + 𝑅𝐴𝐸𝑀(𝑥) + 𝑅𝐶(𝑥) + 𝑅𝐷(𝑥)  (32) 

where 𝑅𝐶𝐸𝑀  and 𝑅𝐴𝐸𝑀  represents the resistance of IEMs. 𝑅𝐶  and 𝑅𝐷  are the 
resistance of concentrate and diluate respectively, and, neglecting the ohmic (thus 
assuming to work in conditions far from the limiting current) contribution of the 
diffusion boundary layers, can be generally expressed as: 

𝑅𝑆𝑂𝐿(𝑥) = 𝑓𝑠𝑆𝑂𝐿
 

𝛿𝑆𝑂𝐿

Λ𝑆𝑂𝐿(𝑥) 𝐶𝑆𝑂𝐿(𝑥)
 

(33) 
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with 𝛿 being the compartment thickness, 𝑓𝑠 the shadow factor, which accounts for 
the resistance increase due to the presence of a non-conductive spacer [145] and Λ 
the equivalent conductivity. The subscript 𝑆𝑂𝐿 refers to the generic solution, thus 
making the equation valid for both concentrate and diluate resistances by using the 
relevant parameters. For a NaCl salt solution, the equivalent conductivity can be 
estimated by the correlation of Islam et al. [350]: 

Λ(𝑥) =  [Λ0 − 
𝐵′

1(𝐶)√𝐶

1 + 𝐵′(𝐶) 𝑎1√𝐶
] [1 −

𝐵′
2(𝐶)√𝐶

1 + 𝐵′(𝐶) 𝑎1√𝐶
𝐹′(𝐶)] 

(34) 

𝐵′(𝐶) = 50.29 ∙ 108/(휀𝑇)1/2 (35) 

𝐵′
1(𝐶) = 82.5/[𝜓(휀𝑇)1/2 ] (36) 

𝐵′
2(𝐶) = 8.204 ∙ 105/(휀𝑇)3/2 (37) 

𝐹′(𝐶) =  
[𝑒𝑥𝑝(0.2929 𝐵′ 𝐶1/2𝑎1) − 1]

(0.2929 𝐵′ 𝐶1/2𝑎1)
 

(38) 

where Λ0  is the equivalent conductivity at infinite dilution, 𝐶  is the molar 
concentration, 휂  is the viscosity, 휀  the dielectric constant and 𝑇  the electrolyte 
solution temperature and 𝑎1 = 3.79 𝐴𝑜  for NaCl. The main advantage of using this 
correlation is that it can reliably predict the conductivity even at high ionic strength 
(i.e. with concentrated brines). 

The shadow factor is generally a function of the geometrical characteristics of the 
spacer. Therefore, it is usually calculated as a function of the channel porosity 
[242,342], open area [145], or both [292,351]. The porosity represents the fraction 
of channel volume occupied by the liquid, while the open area represents the free 
fraction of membrane area projected in the direction perpendicular to membranes. 
Values for the open area typically range between 40-60% [145].  In this study, the 
shadow factor for the simulated spacer has been calculated by finite-volume 
simulations (solving the Laplace equation for the electric potential), resulting in a 
value that is close to the reciprocal of the average of porosity and open area, and is 
in agreement with experimental findings [352]. 

It is known that membrane resistance is influenced by solution concentration 
[146,353,354]. According to the experimental data by Galama et al. [146], membrane 
resistance appears to be generally influenced by diluate solution concentration. 
Based on those findings, the following trend can be attributed to membrane 
resistance: 

𝑅𝐼𝐸𝑀 (𝑥) =  𝑅𝐼𝐸𝑀
𝐻𝐼𝐺𝐻 + 

𝑛1

𝐶 (𝑥)𝑛2
 (39) 

where 𝑅𝐼𝐸𝑀
𝐻𝐼𝐺𝐻, 𝑛1 and 𝑛2 and are constants o value 7×10-3 and 1.25 respectively. In 

this specific case, 𝑅𝐼𝐸𝑀
𝐻𝐼𝐺𝐻 has been taken equal to the value of the resistance measured 

at the standard concentration of 0.5 M NaCl (see Table 2). The values of the other 
constants are obtained by assuming the same trend of membrane resistance against 
the diluate concentration reported in Galama’s work [146]. 

The non-ohmic contribution of the voltage drop (휂) is the sum of the membrane 
potentials that are established within all cell pairs due to the different salt 
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concentration between flowing solutions. As was discussed in section 1.3.3, taking 
also into account concentration polarisation effects, the non-ohmic drop at each 
IEM can be calculated as in eq. (16) with 휂 being the sum of the two membranes’ 
potential. Similarly to osmotic coefficients, in eq. (16) the Pitzer model can be used 
to estimate the  average activity coefficient of salt in solution (𝛾±) [346,347]: 

𝑙𝑛𝛾± = − 𝐴1 [
√𝑚

1 + 𝑏′√𝑚
+

2

𝑏′
ln(1 + 𝑏′ √𝑚)] + 𝑚𝐵𝛾 + 𝑚2𝐶𝛾 

(40) 

𝐵𝛾 = 2𝛽(0) + 2𝛽(1) [1 − (1 + 𝛼 𝑚
1
2 −

𝛼2𝑚

2
)  𝑒𝑥𝑝 (−𝛼 𝑚

1
2)] /𝛼2𝑚 

(41) 

𝐶𝛾 =
3

2
 𝐶𝜑 

(42) 

The salt concentrations at the solution-membrane interfaces are estimated as 
functions of the current density and the Sherwood number, the latter being 
calculated by CFD correlations. In particular, neglecting the salt back-diffusion, eq. 
(21), the interface salt concentrations (solution side) appearing in eq. (16) can be 
estimated by the following relations [6,39]: 

𝐶𝐶
𝑖𝑛𝑡,𝐼𝐸𝑀(𝑥) = 𝐶𝐶(𝑥) +

( 𝑡𝐼𝐸𝑀
𝑐𝑜𝑢𝑛𝑡𝑒𝑟 − 𝑡𝑖𝑜𝑛) 𝑖(𝑥)

𝐹 𝑆ℎ𝐶
𝐼𝐸𝑀(𝑥)

𝑑𝐶
𝑒𝑞

𝐷𝐶

 
(43) 

𝐶𝐷
𝑖𝑛𝑡,𝐼𝐸𝑀(𝑥) = 𝐶𝐷(𝑥) −

( 𝑡𝐼𝐸𝑀
𝑐𝑜𝑢𝑛𝑡𝑒𝑟 − 𝑡𝑖𝑜𝑛) 𝑖(𝑥)

𝐹𝑆ℎ𝐷
𝐼𝐸𝑀(𝑥)

𝑑𝐷
𝑒𝑞

𝐷𝐷

 
(44) 

where 𝑆ℎ is the Sherwood number, 𝐷 is the salt diffusion in solution and 𝑑
𝑒𝑞

 is the 

equivalent diameter, here assumed equal to two times the channel thickness. 
Sherwood numbers, in turn, are computed through correlations obtained by 3-D 
CFD simulations for various spacer or profiled membrane geometries  
[197,290,355]. 

 

2.2.2 Stack 

At the higher hierarchy level, overall quantities are estimated and the voltage drop 
within the electrode compartments is taken into account. Therefore, the overall 
voltage applied to the stack is calculated as: 

 

𝑉𝑡𝑜𝑡 =
𝑅  𝑎𝑛 𝐼

𝐴
+ ∑∆𝑉𝑐𝑝𝑖

𝑁𝑐𝑝

𝑖=1

 

(45)  

where 𝑉𝑡𝑜𝑡 is the overall applied voltage, 𝐴 is the area of a single membrane,  𝑅  𝑎𝑛  
is the blank resistance, accounting for electrode compartments, 𝐼  is the overall 
current, calculated as the integral of the current density over the active area, and 𝑁𝑐𝑝 

is the number of cell pairs in the stack. 

In the stack model, most of the energetic parameters are also computed. The total 
power required to desalinate a certain amount of water is the sum of the electric 
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energy supplied to the stack, plus the energy needed for pumping the solutions. The 
total power consumption is: 

 𝑃 = 𝑉𝑡𝑜𝑡 𝐼 +  𝛥𝑝𝐶
𝑡𝑜𝑡𝑄𝐷

𝑎𝑣 +  𝛥𝑝𝐶
𝑡𝑜𝑡𝑄𝐷

𝑎𝑣  (46)  

where 𝑄𝑎𝑣  is the average solution flowrate and 𝛥𝑝𝑡𝑜𝑡 is the overall pressure drop 
through the stack, i.e. including hydraulic losses in the manifolds and in the 
channels. Pumping power is usually negligible compared to electric power 
consumed directly by the stack (𝑉𝑡𝑜𝑡 𝐼), especially when high salinity feeds (e.g. 
seawater) are treated. However, it may play a significant role, depending on stack 
features and operating conditions. CFD correlations are also used in order to 
calculate the pressure drop distributed along the channels [289] and, thus, the 
pumping power consumption in eq. (46). In particular: 

∆𝑝𝑆𝑂𝐿 =
1

2
𝑓𝑆𝑂𝐿

𝜌𝑆𝑂𝐿𝑢𝑆𝑂𝐿
𝑎𝑣 2

𝑑𝑆𝑂𝐿
𝑒𝑞 𝐿 

(47) 

where ∆𝑝 is the pressure drop, 𝜌 is the density of solution, 𝑓 is the Darcy friction 
coefficient that it is correlated to the Reynolds number [6,290] and 𝑢𝑎𝑣  is the 
average superficial velocity, with the local superficial velocity being defined as: 

 𝑢𝑆𝑂𝐿(𝑥) =  
𝑄𝑆𝑂𝐿(𝑥)

𝑏 𝛿𝑆𝑂𝐿 
 

(48) 

In the calculation of the total pressure drop, the hydraulic losses through the 
manifolds may be included using empirical data or, again, simulation results. It is 
worth noting that, as the stack geometrical features vary, the relevance of this 
contribution on the total pressure drop may change significantly [39]. 

In addition, the energy consumption per unit volume of product (here represented 
by the diluate) can be defined as: 

 
𝐸𝑠𝑝𝑒𝑐 = 

𝑃 

𝑄𝐷
𝑂𝑈𝑇,𝑡𝑜𝑡 

(49)  

where 𝑄𝐷
𝑂𝑈𝑇,𝑡𝑜𝑡 is the overall outlet diluate flowrate and 𝐸𝑠𝑝𝑒𝑐 is the specific energy 

consumption expressed in kWh/m3. Moreover, the salt-specific energy consumption 
can be defined as: 

𝐸𝑠𝑝𝑒𝑐
𝑠𝑎 𝑡 =

𝑃

𝐶𝐷
𝐼𝑁𝑄𝐷

𝐼𝑁,𝑡𝑜𝑡 − 𝐶𝐷
𝑂𝑈𝑇𝑄𝐷

𝑂𝑈𝑇,𝑡𝑜𝑡 =
𝑃

𝐶𝐶
𝑂𝑈𝑇𝑄𝐶

𝑂𝑈𝑇,𝑡𝑜𝑡−𝐶𝐶
𝐼𝑁𝑄𝐶

𝐼𝑁,𝑡𝑜𝑡 
(50) 

where superscripts IN and OUT refer to inlet and outlet conditions. Eq. (17) is 
particularly useful when the separation target is related to salt removal rather than 
to the volume of diluate produced. 

Other two figures of merit have been defined to analyse the process performance. 
The first one is the current efficiency, which can be expressed as: 

ξ =  
(𝐶𝐷

𝐼𝑁𝑄𝐷
𝐼𝑁,𝑡𝑜𝑡 − 𝐶𝐷

𝑂𝑈𝑇𝑄𝐷
𝑂𝑈𝑇,𝑡𝑜𝑡) ∙ 𝐹

𝐼 ∙  𝑁𝑐𝑝

  
(51) 
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The current efficiency represents the amount of current that is actually converted 
into useful salt flux, thus expressing the efficiency of current utilisation of the 
process [348] . 

The second parameter is the apparent product flux (or water productivity [356]) and 
it is defined as: 

𝐽𝑃 = 
𝑄𝐷

𝑂𝑈𝑇,𝑡𝑜𝑡

2𝐴 𝑁𝑐𝑝

  
(52) 

This variable gives an indication of the area required to obtain a certain flowrate of 
desalinated water. This is very useful for comparison with other desalination 
processes such as reverse osmosis, where the flux is often used as performance 
indicator. 

 

2.2.3 Overall plant 

The main advantage of using a hierarchical approach is that the stack model can be 
inserted into higher hierarchy models in order to simulate complex plant layouts. In 
this work, multistage and batch operations have been analysed as examples of 
articulated flowsheeting. 
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Figure 18. Block diagrams of multistage ED processes in series in the case of 
a) co-current, b) counter-current, c) stages with independent feed, useful in 
seawater desalination to reduce the concentration difference inside the 
stacks by feeding the concentrate compartments of each stage with fresh 
seawater. d) Concentrate and diluate feed & bleed, useful to either control 
the system recovery ratio or to increase the velocity inside the unit to reduce 
limiting current issues. e) Interstage recycles. Each stage can recirculate its 
outlet concentrate back to the feed concentrate of one previous stage, while 
the diluate in each stage is fed to both concentrate and diluate 
compartments of the next stage. In this way, it is possible to control and 
reduce the concentration difference inside each unit. 

a)

b)

c)

d)

e)
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A multistage configuration requires a number of stacks that can be connected 
according to different schemes, some of which are reported as example schemes in 
Figure 18.  As case study, a co-current multistage operation (Figure 18 a) was taken 
into account. 

In a multistage system, it is more convenient to define the specific energy 
consumption of the overall system as follows: 

 
𝐸𝑠𝑝𝑒𝑐

𝑇𝑂𝑇 = 
∑ 𝑃𝑖  

𝑁𝑠
𝑖=1

𝑄𝐷,𝑁𝑠

𝑂𝑈𝑇,𝑡𝑜𝑡 
(53)  

where Ns is the number of stages and 𝑄𝐷,𝑁𝑠

𝑂𝑈𝑇,𝑡𝑜𝑡 is the diluate flowrate coming out from 

the last stack.  

In the same way, the water productivity for the overall system will contain the diluate 
flowrate coming out from the last stack 

𝐽𝑃 = 
𝑄𝐷,𝑁𝑠

𝑂𝑈𝑇,𝑡𝑜𝑡

 ∑ 𝑁𝑐𝑝,𝑖  2𝐴𝑖  
𝑁𝑠
𝑖=1

  
(54) 

Generally, a multistage system has the advantage to reduce the energy requirements 
of a certain desalination operations (e.g. seawater desalination) compared to a single 
stage operating at the same conditions. On the other hand, the system design and 
optimisation complexity increases with the number of stages, as it becomes 
necessary to deal with more variables. Therefore, it becomes crucial to support such 
design operations with simulations. A common issue can be the optimisation of the 
applied voltage per each stage in order to minimise the energy consumption. In 
addition, it is also possible to test the stages with more complex arrangements that 
may include recycles or splitting of the streams. 

 

Figure 19. Batch ED block scheme including the ED unit and the 
recirculation tanks. 

The model can also deal with the simulation of transient operations of batch ED 
systems (Figure 19). In this case, an additional model of lower hierarchy describing 
the tanks is defined, thus predicting the time variation of solutions concentration 
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and volume within the tanks. Assuming that the tanks are perfectly mixed, this 
model is characterised by time dependent differential equations (eqs. (55)-(56)): 

 𝑑(𝑉𝑡𝑎𝑛 ∙ 𝐶𝑡𝑎𝑛 )

𝑑𝑡
= 𝑄𝑡𝑎𝑛 

𝐼𝑁 𝐶𝑡𝑎𝑛 
𝐼𝑁 (𝑡) −  𝑄𝑡𝑎𝑛 

𝑂𝑈𝑇  𝐶𝑡𝑎𝑛  (𝑡) 

 

(55)  

 𝑑𝑉𝑡𝑎𝑛 

𝑑𝑡
=  𝑄𝐼𝑁𝑡𝑎𝑛 

𝐼𝑁 (𝑡) −   𝑄𝑡𝑎𝑛 
𝑂𝑈𝑇  (𝑡) 

(56)  

where 𝑉𝑡𝑎𝑛  is the solution volume inside the tank, 𝐶𝑡𝑎𝑛  is the salt concentration in 
the solution inside the tank (i.e. entering the stack), 𝑄𝑡𝑎𝑛 

𝐼𝑁  and 𝐶𝑡𝑎𝑛 
𝐼𝑁  are the flowrate 

and salt concentration of the solution going into the tank (i.e. coming out from the 
stack) and  𝑄𝑡𝑎𝑛 

𝑂𝑈𝑇  is the solution flowrate exiting the circulation tank. In addition, 
two initial conditions are required for volume and concentration. Using the relevant 
initial conditions, the aforementioned model is indistinctly applicable to the diluate 
and concentrate tanks. Assuming that stack dynamics is negligible compared to the 
time variation of concentrations in the tanks, a quasi-steady state approach can be 
adopted to combine the dynamic tank model to the steady state ED stack model. 

 

2.3 Experimental model validation 

An experimental campaign was carried out in order to validate the model. All the 
experiments were conducted in a single ED stack (Deukum GmbH, Germany). The 
ED unit was equipped with 10 cell pairs, with an active membrane area of 10×79 cm2 
and woven spacers 270 µm thick (Deukum GmbH, Germany). Homogeneous ion 
exchange membranes (FUJIFILM Manufacturing Europe B.V., The Netherlands) 
were used for all the tests. The relevant properties of both AEMs and CEMs (as 
provided by the membrane manufacturer) are reported in Table 2. The 
electrodialysis tests were performed under galvanostatic mode, using a power 
supply (Elektro-Automatic GmbH, Germany). 

Table 2. Properties of the Fujifilm membranes (provided by the 
manufacturer). 

Membrane δ      
(µm) 

α* Lp             
(ml/(bar h m2)) 

R                
(Ω cm2)** 

AEM 130 0.969 6.29 1.77 

CEM 130 0.975 7.79 1.89 

*Permselectivity measured in between 0.05M/0.5M KCl solutions 

**Membrane resistance measured with 0.5 M NaCl solution 

 

Artificial salt water at different concentrations was prepared by using re-crystallised 
NaCl with purity >99.5% (Saline di Volterra s.r.l., Italy), and demineralized water. 
The electrode rinse solution was a 10 g/l Na2SO4 aqueous solution, operating at 700 
ml/min. Feed and electrode rinse solutions were pumped by three peristaltic pumps 
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(Lead Fluid Technology Co., Ltd., China). Single pass experiments were performed. 
Conductivity measurements were performed at the concentrate and diluate outlets 
by conductivity meters (XS instruments, Italy), while glycerin-filled pressure gauges 
(Cewal S.p.a., Italy) were placed at the inlets to measure pressure drops. 

 

Figure 20. Schematic representation of the experimental set-up. 

A schematic representation of the set-up is presented in Figure 20. For every 
experiment, the stack was operated with feed water (at the given flowrate and 
concentration) for at least 5 minutes, to ensure proper membrane conditioning and 
steady state conditions. Then, a constant current was applied, until a stable value of 
the outlet conductivity was reached. A summary of the main process conditions (i.e., 
inlet concentrations, velocities, and currents) is given in Table 3. 

Table 3. Summary of the main process conditions of the experimental tests. 

CIN (g/l) u (cm/s) I (A) iav (A/m2) 

1 0.7-2.5 0.2-0.5 2.5 - 6.25 

3 0.7-2.5 0.2-1.5 2.5 - 18.75 

6 0.5-2.2 0.2-4 2.5 - 50 

10 0.5-2.25 0.2-7 2.5 - 87.5 

30 0.45-2.25 0.2-10 2.5 - 125 

 

Model predictions were compared with experimental results over a wide range of 
inlet concentrations (i.e. from 1 to 30 g/l), electrical currents and flow velocities.  A 
representative part of the experimental points is depicted in Figure 21, reporting the 
comparison between model predictions and experimental values of outlet 
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conductivities for both concentrate and diluate. Model results fit very well 
experimental data of conductivities as functions of the current for all the 
investigated inlet concentration and flow velocity. 
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Figure 21. Comparison between model predictions (lines) and experimental 
data (symbols), for both concentrate and diluate outlet conductivity at 
different currents, velocities, and feed concentrations: a) 3 g/l, b) 6 g/l, c) 
10 g/l, d) 30 g/l. Stack area:10×79 cm2, spacer thickness: 270 μm. 

A comprehensive overview on the model prediction accuracy for all experiments 
performed is reported in Figure 22, showing the parity plot for streams conductivity, 
i.e. the experimental outlet conductivity versus the conductivity calculated by the 
model for diluate and concentrate. Again, the model reliability is confirmed as most 
of the points are very close to the reference line 𝑦 = 𝑥. 

On this basis, it is worth noting that, compared to other literature works, the 
developed model has been validated in a much wider range of feed concentration 
(i.e., ranging from brackish water to seawater conditions), and is therefore suitable 
for a variety of possible applications. In the following sections, two examples of 
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application of the model predictive capability to complex operating schemes are 
reported. 

 

Figure 22. Predicted vs. experimental outlet conductivities for a) diluate and 
b) concentrate for all performed experiments (symbols). Stack area:10×79 
cm2, spacer thickness: 270μm. 

 

2.4 Simulation analysis of alternative schemes 

In this section, the model predictions for two representative cases (i.e. multistage 
ED for seawater and single-stage batch ED for brackish water) are presented and 
discussed. 

 

2.4.1 Case I: Seawater multistage desalination 

The model has been used to simulate a multistage ED system for seawater 
desalination, as this is a relatively newly explored application [9]. In fact, 
electrodialysis is not used nowadays for seawater desalination, mainly due to the 
high energy consumption compared to state-of-the-art desalination processes (e.g. 
reverse osmosis). However, the use of staging in ED is of importance, as this could 
lead to a reduction of the overall energy consumption.  In this regard, the developed 
model has been used to assess the effect of different current/voltage distributions 
on the specific energy consumption, simulating a series of 4 ED stacks with fixed 
geometrical properties (active area, number of cell pairs, spacer type), and arranged 
in co-current mode (Figure 18a). Table 4 summarises the process conditions and 
geometric parameters simulated for the 4-stage ED system. 
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Table 4. Simulated geometric parameters and process conditions of a 4-
stage ED system for seawater desalination. The flowrate refers to both the 
diluate and the concentrate separately. The co-current configuration is 
simulated and Fujifilm membranes are considered. 

L  
(cm) 

b  
(cm) 

Ncp 
δSOL 

(µm) 
u 

(cm/s) 
𝑪𝑺𝑶𝑳

𝑰𝑵  
(mol/m3) 

 𝑪𝑫
𝑶𝑼𝑻 

(mol/m3) 

43 10 500 155 1.5 500 8.5 

 

The model has been used to evaluate the effect of staging to desalinate seawater (500 

mol/m3 NaCl, i.e. 30 g/l) to drinking water (500 ppm NaCl, i.e., ~8.5 mol/m3 
NaCl). In particular, two benchmark scenarios have been simulated: in the first 
scenario (i.e., “equal voltage”), the target diluate concentration is reached by 
applying the same voltage to the 4 stacks (i.e., 0.23 V per cell pair). Notably, this 
scenario corresponds to the case of a single stack with a flow path length equal to the 
sum of all stack lengths, and it can be considered as a reference case in the 
assessment of multistage operations. The second scenario (“equal current”) 
accounts for the effect of multiple stages operating under the same overall current 
(2.43 A), in order to reach the target diluate concentration. 

Figure 23 shows the main model results for a single cell pair along the length of the 
4 stages, for both the “equal voltage” and the “equal current” cases. In particular, 
Figure 23 shows the cell pair voltage (Figure 23 A), current density and current 
efficiency (Figure 23 B), concentrations (Figure 23 C), flow rate distribution and 
apparent flux (Figure 23 D). Both the spatial distribution of current density (Figure 
23 B) and the concentration (Figure 23 C) clearly show how the “equal voltage” case 
is highly inefficient compared to the “equal current” case. In the “equal voltage” 
scenario most of the desalination takes place in the first stage, leading to a poor ion 
removal in the following stages. As a consequence, the system is subjected to a large 
concentration difference over the membranes along most of the flow path length 
(i.e., after the first stage), thus causing larger water flux and salt back diffusion 
through the membranes, resulting in very low current efficiencies (Figure 23 B). The 
negative effect of water transport can be seen from the decreasing concentration of 
the concentrate stream (Figure 23 C), as well as from the reduced diluate flowrate 
(Figure 23 D). 

The “equal current” scenario, instead, shows a more homogenous ion removal along 
the four stacks, leading to lower water transport and higher current efficiency 
(Figure 23 B), which decreases significantly only in the last stage, especially close to 
the outlet. Figure 23 B clearly shows the benefits of staging with different voltage 
values (“equal current”) to enhance the overall current efficiency, resulting in a 
significant reduction of the total specific energy consumption (i.e., 1.94 kWh/m3 of 
product instead of 4.59 kWh/m3 required by the “equal voltage” scenario). 

These results also highlight that the large concentration difference arising between 
diluate and concentrate is one of the main issues for desalination of concentrated 
streams (i.e. seawater). It is worth noting that this preliminary analysis did not 
include other possible scenarios, such as the use of different current, stack geometry, 
or membranes per stage. All of these options need to be taken into account to 
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properly optimise a multistage system. A more detailed analysis of the optimisation 
potential of multistage systems is given in chapter 0. 

 

Figure 23. Model predictions for a 4-stage 10×43 cm2 ED co-current system 
equipped with 155 µm woven spacer, Fujifilm membranes and 500 cell pairs 
with 5.5 l/min flowrate. Solid lines: same voltage per stage (0.23 V per cell 
pair). Dashed lines: same current per stage (2.43 A). A: cell pair voltage, B: 
current density distribution (main axis) and local current efficiency 
(secondary axis), C: diluate and concentrate concentration, D: flowrate 
(main axis) and apparent product flux per single channel (secondary axis).  
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2.4.2 Case II: Brackish water batch desalination 

Another representative system simulated in this work is the batch ED operation for 

brackish water desalination (i.e., 𝑪𝑺𝑶𝑳
𝑰𝑵 =5 g/l). In particular, a small lab scale unit has 

been simulated adopting the time-dependent formulation of the hierarchical model 
(see section 2.2). Stack features and operating conditions are reported in Table 5. 

Table 5. Geometric parameters of the ED unit equipped with Fujifilm 
membranes simulated in batch operation. 

L (cm) b (cm) Ncp 
δSOL 

(µm) 
u 

(cm/s) 
𝑪𝑺𝑶𝑳

𝑰𝑵       (g/l) 
𝑪𝑫

𝑶𝑼𝑻          
(g/l) 

10 10 10 270 2 5 0.25 

 

Fixed voltage simulations have been performed (i.e. 3, 5 or 8 V, neglecting the 
voltage drop at the electrodes, Rblank) by assuming a 2 cm/s inlet flow velocity inside 
each channel. Then, the solution inside the diluate tank (initially filled with a volume 
of 0.5 l, as for the concentrate) has been processed until its concentration reaches 
250 ppm, thus accounting for a safety margin on the outlet concentration compared 
to the standard 500 ppm. 

In Figure 24, the predicted trends of concentrations, volumes in the tanks, current 
and current efficiency for the three different applied voltages are reported. As 
expected, increasing the applied voltage reduces the time to reach the target 
concentration (~ 40% reduction from 3 to 8 V) as for each single pass a higher 
amount of salt is removed (i.e. the distance between the dashed and the continuous 
line is largest at the highest voltage). Reducing the operation time (i.e., the number 
of the recirculation cycles of the solution through the stack) decreases the impact of 
water transport and salt back diffusion in the system. As a result, the overall current 
efficiency is slightly higher at 8 V, so that ~4% less current is required to reach the 
target concentration compared to the 3 V case. Despite this, the overall energy 
consumption increases from 1 kWh/m3 (at the minimum voltage) up to 3.6 kWh/m3 

(at the maximum voltage value). Therefore, it is clear how the voltage increase has 
some beneficial effects such as higher current efficiency and lower desalination 
times, although, from an energetic perspective, those advantages are overcome by 
the increase of the ohmic and non-ohmic energy dissipation, which result in a larger 
overall energy consumption. The competition of transport and energetic (voltage 
drop) phenomena suggests that, as well as for the multistage system, the batch 
process is particularly suitable for process optimisation. In particular, it is possible 
to design an optimal process where voltage (or current) changes through time, 
mimicking the effect of staging in time rather than in space. 

Finally, it is worth noting that, in principle, a batch operation exhibits a lower energy 
efficiency compared to an equivalent single pass continuous operation, due to the 
effect of the tanks where the dilute stream exiting from the stack is concentrated 
again. However, the batch operation can still be considered advantageous for 
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specific lab experiments, in small scale productions or when an accurate control of 
the desalination steps is required (e.g. to minimise limiting current issues). 

 

Figure 24. Results as a function of time of batch ED simulations at different 
applied voltage. a) Diluate and b) concentrate concentration inside the 
tanks and at the stack outlet. c) Diluate and concentrate volumes in the 
tanks, d) Current density and current efficiency. 10×10 cm2 stack with 270 
μm spacers, 10 cell pairs (Fujifilm membranes) and 2 cm/s inlet flow 
velocity. 

 

  



66 

 

3 Dynamic process modelling of electrodialysis 
and capacitive electrodialysis 

 

In chapter 2, the problem of simulating a dynamic system (i.e. batch ED) was 
assessed by adopting a quasi-steady state approach. However, there are some cases 
in which is essential to capture the system dynamics. An effective example of the 
latter is represented by process control or by startup/shutdown operations. 
Therefore, in such cases it is necessary to consider the development of dynamic 
process models. 

Dynamic models can be of both lumped and distributed parameter form. In the first 
case, a general assumption of “well mixed” system can be made, so that there are no 
variables with spatial distribution. Ordinary differential equations can then be 
written to describe the model and, once they are coupled with the algebraic 
constraints, a system of differential-algebraic equations is obtained. In distributed 
models, (as for the steady-state model presented in chapter 2) variables are also 
considered as a function of space. Here, the final system to be solved can be either 
made of parabolic or hyperbolic partial differential equations. Each of the two type 
of models requires different solving strategies and techniques [357] but is outside 
the scope of this thesis to discuss them. 

From the model development perspective, a fundamental implication of considering 
dynamics models is the need to define the proper initial conditions for the dynamic 
variables. In many cases, steady state initial conditions are the most suitable for 
process modelling, as the transition from two different stable conditions are usually 
of practical interest. Nevertheless, this is not always the case and in some modelling 
applications the definition of initial conditions can actually be a difficult issue [357]. 

 In the following subsections, the problem of dynamic modelling will be explored in 
the case of (i) ED with capacitive electrodes, where charge accumulation and 
rejection takes place over time and (ii) ED coupled with a dynamic power source, 
where the change in the available power causes the unit to go through a series of 
changes in process conditions. 

 

3.1   Capacitive electrodialysis 

The first example of dynamic system, namely capacitive electrodialysis (CED) 
process has been studied through experiments and modelling. CED couples the 
standard ED with capacitive electrodes and has a number of advantages such as 
removal of toxic products and system simplification. A novel model for this process 
is here presented. With a simple calibration based on macroscopic membrane 
properties and the characterisation of electrode behaviour, the model is able to 
simulate the dynamics of simple as well as more complex layouts. An original 
experimental characterisation of electrodes is presented, showing how the collected 
data can be implemented into the model. After a successful validation with 
experimental data, dynamic simulations of a single pass CED unit have been 
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performed with the aim of assessing the effect of different capacitive electrode 
properties on process performance.  

 

3.1.1 Capacitive electrodes 

As discussed in section 1.1.2, the ED process usually involves standard electrodes 
where faradic reactions occur. However, capacitive electrodes represent a promising 
alternative to conventional electrode systems and have been recently proposed in 
applications for ED and reverse ED [53,358,359]. Porous capacitive electrodes act 
as a means of current transport by physico-chemical mechanisms of adsorption and 
desorption of ions (thus ejecting/capturing electrons) instead promoting 
electrochemical reactions (Figure 25). There are a number of advantages associated 
with the use of capacitive electrodes such as the absence of unstable or toxic products 
(i.e. Cl2, O2 and acids or bases, depending on the electrode solution adopted) and the 
reduction of the electrode potential drop. In addition, system complexity is reduced 
due to the absence of the hydraulic circuit that in standard ED is used to recirculate 
the electrode rinse solution [53,358]. On the other hand, capacitive electrodes suffer 
from saturation of the carbon layer due to charge accumulation, so that the electrical 
polarity (as well as concentrate and diluate compartments) needs to be periodically 
switched in order to operate the desalination process for a long time. However, this 
drawback is compensated by the fact that ED plants usually operates in EDR mode, 
where a periodical polarity switch is already adopted to address membrane fouling 
issues. Therefore, such systems are already potentially suitable for the use of 
capacitive electrodes.  



68 

 

 

Figure 25. a) Schematic representation of the electrodialysis process with 
capacitive electrodes (CED), b) detail on the porous structure of the 
capacitive electrode. 

Although a lot of complex phenomena can be involved [360,361], in principle a 
capacitive electrode is able to store charges in the form of ions through formation of 
the electric double layer (EDL) upon electrical polarisation [360,362]. As the EDL is 
formed on the pores’ surface, the higher the specific area, the higher the amount of 
ions that can be stored or released. Therefore, it is imperative to use materials with 
high surface area in order to avoid too frequent polarity switches. Good conductivity 
is also desirable, in order to limit the Ohmic losses at the electrodes. For this reason, 
capacitive electrodes are mainly made from carbon materials [360], although 
alternatives such as conductive polymers have been also investigated [363]. Among 
the carbon materials, different authors  have reported the use of graphene with 
various structures such as aerogels [364] multi-layer nanoribbons [365,366], 
nanotubes [364,367–370] and carbon onions [370,371]. In particular, Portet et al. 
[370] showed how carbon onions are specifically suitable for energy storage 
applications, due to their ability to rapidly deliver charges. Another good material is 
carbon black, which is able to provide a high surface area (> 1500 m2/g) through 
agglomeration of nanoparticles [360,372]. However, the most common electrodes 
are usually made from activated carbons, characterised by randomly oriented and 
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highly cross-linked graphene layers [373–380]. Activated carbons are particularly 
attractive as they combine high surface area with low production costs, as they can 
be produced by natural precursors such as fruit stones [380], leaves [373] and pitch 
[381]. 

The ability of capacitive electrodes for storing and delivering ionic charges make 
them suitable for two fields: conversion and storage of energy, and desalination. In 
the first one, supercapacitors represent by far the most common application 
[382,383], although there are some other processes such as Reverse electrodialysis 
(RED) with capacitive electrodes [53] or with capacitive flow electrodes [384], 
capacitive cell with CO2 solutions [385], capacitive double-layer expansion [386] 
and other CAPMIX technologies [360]. Among the desalination technologies, 
capacitive electrodes are mostly acknowledged for the capacitive deionisation (CDI) 
process [387–391], which was already discussed in section 1.4.3. An interesting 
development of CDI technology is the single module flow-electrode capacitive 
deionization (FCDI) [392], which allows the CDI to become a continuous process 
through the recirculation of an activated carbon suspension. While FCDI has the 
advantage to be a continuous process, compared to CED it requires a hydraulic 
electrode circuit.  Recently, an FCDI process model was also presented [393].  

Although carbon electrodes have been thoroughly studied and applied to many 
processes and CED is an already commercialised technology [394], the process has 
not been widely studied in the literature [358,359]. In addition, no CED modelling 
works have been published yet. In this work, the CED process has been thoroughly 
studied by means of modelling and experiments. A set of galvanostatic experiments 
on a lab scale CED stack has been performed with the aim of testing the process 
desalination capability and characterising a set of capacitive electrodes. In addition, 
a CED process model is presented. The modelling tool has been implemented by a 
hierarchical approach that simulates the main dynamic phenomena involved in the 
CED process and ensures high flexibility in simulating different scales and layouts, 
ranging from the simple single pass lab-unit up to complex multistage industrial 
installations. After a model validation by means of the aforementioned experimental 
data, simulations have been performed in order to present the predictive capability 
of the modelling tool and analyse the process performance under a variety of 
operating conditions.  

 

3.1.2 Modelling of capacitive electrodes: state of the art 

Despite the lack of published CED models, there are a lot of modelling works either 
on ED (see section 2.1) or on capacitive electrodes applied to other processes 
[272,361,395–400]. 

In particular, capacitive electrodes have been extensively modelled at different 
scales within the context of different applications. In the most basic approach, the 
electrode is represented by a simple electrical circuit composed by a capacitor and a 
resistor (RC circuit model) [272,395]. Although this approach does not take into 
account the physical structure of the carbon material, all the electrode 
characteristics are condensed into the values of the two electrical elements that are 
relatively easy to measure. Therefore, this simple yet effective approach is 
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particularly useful for process models as it requires little yet easily accessible 
information.  

A more detailed approach to the problem is represented by the transmission line 
model [362,395,401,402]. In this case, the porous electrode structure is 
approximated through a complex circuit with electrical elements (i.e. resistor, 
capacitors and impedances) arranged in series and parallel. Different degrees of 
complexity can be found based on the assumed porous structures, ranging from 
simple RC transmission lines [401,402] up to a complex arrangement of hierarchical 
impedances where a bimodal porous structure is required [362]. This type of model 
can be calibrated on a specific capacitive electrode by quantifying a set of fitting 
parameters in the form of electrical elements by means of electrical impedance 
spectroscopy measurements [362]. 

A completely different approach is based on the theoretical description of the EDL. 
Traditionally, models belonging to this category are based on the Gouy-Chapman-
Stern theory [361,397,398]. Alternatively, the Donnan  and modified Donnan 
models provide a more comprehensive description, involving the dynamics of EDL 
formation and accounting for overlapping EDLs typical of small pores 
[396,400,403,404]. The latter class of models can also be extended to account for 
non-electrostatic ion adsorption [396] and faradic reactions [400]. Theoretical 
models for capacitive electrodes can predict electric potential distributions inside 
the pores. However, complex parameters, such as the capacitance of micropores 
[396], need to be estimated. 

In the CED model developed in this work, the  semi-empirical hierarchical ED model 
of chapter 2 was properly modified and extended to account for the presence of 
capacitive electrodes which were modelled by means of a distributed RC circuit. 

 

3.1.3 CED model description 

As stated above, the starting point for the current model formulation is the steady-
state ED one-dimensional process model of chapter 2 that was adapted for the 
purpose of accounting for the peculiarities of the new process. Consequently, 
existing hierarchies were modified to take into account the intrinsic dynamic 
behaviour, allowing for all the variables to be also function of time (Figure 26). 

Starting from the lowest scale, the model simulates mass transport and electrical 
behaviour of the cell pair (i.e. the ED repeating unit) and the capacitive electrodes. 
These two elements are coupled in the second level where the whole stack is 
modelled (Figure 26 c). Finally, the stack model is implemented in the plant model, 
i.e. the highest scale that can simulate different process layouts (i.e. single stage, 
multistage, batch, feed and bleed etc.). 
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Figure 26. Schematic representation of the model hierarchies. a) Cell pair, 
b) capacitive electrode, c) stack.   

The capacitive electrode model is a distributed entity divided into a number of 
discretisation intervals in the direction of the channel length (Figure 26 b). A simple 
RC circuit was used to model the behaviour of each interval. No contributions for 
unwanted faradic reactions or non-electrostatic adsorption was considered. 
Therefore, the time-dependent distributed electrode voltage drop (indicated as 𝑉𝑒 ) 
can be written as: 

𝑉𝑒 
𝑗
(𝑥, 𝑡) =

𝜎𝑒 
𝑗
(𝑥, 𝑡)

𝑐𝑒 
𝑗
(𝑥, 𝑡)

+ 𝑅𝑒 
𝑗
𝑖(𝑥, 𝑡) 

(57) 

where 𝜎𝑒  is the amount of charge per unit of projected area collected by the 
capacitor  at a given time and position, 𝑐𝑒  is the electrode capacitance per unit of 

projected area, 𝑅𝑒  the electrode areal resistance, 𝑖 =  
𝑑𝜎𝑒𝑙

𝑑𝑡
 is the current density and 

𝑥 and 𝑡 are the space and time coordinates respectively. The superscript 𝑗 represents 
the fact that the equation is valid for both of the electrodes in the CED unit. It is 
worth noting that, considering a spatial distribution, each discretised electrode 
volume can behave differently from others, thus potentially having different values 
of charge, capacitance, resistance and, thus, voltage at every 𝑥. This assumption has 
been made in order to account for the fact that in a real unit the electrode can be 
subjected to a very different concentration and current density along the channel 
direction, thus potentially making it behave very differently from the inlet to the 
outlet of the stack. It is worth noting that in in the capacitive electrode model as well 
as in the rest of this work, the symbol V is representative of a voltage drop. 



72 

 

In this work, the value of 𝑐𝑒  was experimentally determined as a function of the 
solution concentration by means of galvanostatic methods (see section 3.1.4). 

The cell pair model was extensively described in section 2.2.1.  In contrast to the 
original steady-state model, most of the variables are now intrinsically functions of 
time (𝑡) as well as space (𝑥) and salt material balances (eqs.(27)-(28)) are written in 
the dynamic form: 

𝑏 𝛿𝑆𝑂𝐿

𝜕𝐶𝑆𝑂𝐿(𝑥, 𝑡)

𝜕𝑡
+

𝜕𝑄𝑆𝑂𝐿(𝑥, 𝑡)𝐶𝑆𝑂𝐿(𝑥, 𝑡)

𝜕𝑥
= ±𝑏 𝐽𝑡𝑜𝑡(𝑥, 𝑡) 

(58) 

 

The cell pair electrical terms are also computed at this scale. Interestingly, due to the 
discretisation of the capacitive electrodes (whose model is coupled with the cell pair 
model at the stack level), it is not possible to define a single voltage drop over a cell 
pair (𝑉𝑐𝑝) independent from the spatial coordinate. In fact, only in the stack, where 

current collectors impose an equipotential surface, is it possible to define a unique 
value of the voltage. Therefore, 𝑉𝑐𝑝  (as expressed in eq. (31)) is different for each 

single branch of the cell pair equivalent electrical circuit, thus becoming a function 
of 𝑥.  

The stack model simulates a series of cell pairs between two capacitive electrodes 
which are positively or negatively polarised. Within the stack, it is possible to 
compute power consumption, performance parameters (e.g. current efficiency) and 
overall quantities such as the applied voltage [58]. At a given time, performance 
parameters are defined as in the classical ED process (see section 2.2.2), while the 
external applied voltage (𝑉𝑡𝑜𝑡 ) can be calculated by summing up the voltage drop of 
all cell pairs and of the two electrodes at any position (according to the system 
equivalent circuit shown in Figure 27): 

𝑉𝑡𝑜𝑡 (𝑡) =  (∑𝑉𝑐𝑝𝑖
(𝑥, 𝑡)

𝑁𝑐𝑝

𝑖=1

) +  𝑉𝑒 
1(𝑥, 𝑡) + 𝑉𝑒 

2(𝑥, 𝑡) (59) 
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Figure 27. Scheme of the distributed equivalent electrical circuit 
representative of the stack model, including the cell pair circuit (in 
brackets) in series with the RC elements of the capacitive electrodes. For the 
sake of brevity, only the branches that describe the position x = 0 (channel 
inlet) as well as one for a generic x position have been explicitly represented. 

Despite the fact that the voltage of each element (i.e. cell pairs and the two 
electrodes) can be different at each 𝑥 position, the total voltage is a single parameter 
and represents the value that can be externally measured at the current collectors. 

Finally, the plant model represents the highest hierarchy of simulation where a 
number of stack models can be variously arranged together with other auxiliary 
units.  

 

3.1.4 Experimental CED unit setup 

A 10×10 cm2 bench-scale CED unit (Deukum GmbH, Germany), equipped with 
carbon capacitive electrodes with graphite current collectors (FUJIFILM 
Manufacturing Europe B.V., The Netherlands), operating in a single pass co-flow 
arrangement was tested. The stack was assembled with 10 cell pairs made by Type 
10 ion exchange membranes (FUJIFILM Manufacturing Europe B.V., The 
Netherlands) whose main properties were already listed in Table 2, and 270 µm 
woven spacers (Deukum GmbH, Germany) [289]. CEM end-membranes have been 
placed in direct contact with the electrodes, so that only cations are involved in the 
formation of EDL at the electrodes. For this reason, during the operation one 
capacitor will accumulate cations while the other will desorb them. A schematic 
representation of the stack assembly is provided in Figure 28. 
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Figure 28. Schematic representation of the CED unit used for the 

experiments. 𝐕𝐭𝐨𝐭 ,𝐕𝐞𝐥
𝟏 ,𝐕𝐞𝐥

𝟐  and 𝐕𝟏𝟎𝐜𝐩 indicates the experimentally measured 

voltage drops: overall voltage drop (𝐕𝐭𝐨𝐭 ), electrode 1 voltage drop (𝐕𝐞𝐥
𝟏), 

electrode 2 voltage drop (𝐕𝐞𝐥
𝟐), cell pairs voltage drop (𝐕𝟏𝟎𝐜𝐩). 

NaCl solutions at different concentrations (1, 3, 5 and 10 g/l) were pumped with a 
flowrate of ~ 490 ml/min (3 cm/s) through the stack using DC controlled diaphragm 
pumps controlled by flow meters (Krohne, Germany). Solution conductivities have 
been measured and continuously monitored both at the inlet and at the outlet 
through conductivity meters (LAQUA F-74, HORIBA Ltd., Japan) 

The experiments were performed under galvanostatic conditions (constant current) 
by means of a power supply (PPS-11815, Voltcraft, Germany). Platinum wires of 0.2 
mm diameter (Agar Scientific Ltd., UK) were used to measure the voltage drop over 
the membrane pile excluding the electrodes (𝑉10𝑐𝑝, as shown in Figure 28) and over 

the single electrodes (𝑉𝑒 
1  and 𝑉𝑒 

2  from Figure 28). Voltages have been continuously 
measured and recorded through an acquisition system (M300, Rigol Technologies 
Inc., U.S.).  

During a single galvanostatic test, a constant current has been maintained for a 
chosen time period in order to avoid complete saturation or desaturation of 
electrodes, and thus excessive electrode voltage and water splitting. At the end of the 
period, a polarity switch inverted the direction of the fixed current (Figure 29 a). The 
switches were repeated for a number of cycles in order to ensure the achievement of 
a regular periodic operation.  

Figure 29 a shows an example of the electrical voltages measured during a typical 
experiment.  Apart from 𝑉𝑡𝑜𝑡, the graph depicts 𝑉𝑒 

1 , 𝑉𝑒 
2  and 𝑉10𝑐𝑝. It is worth noting 

that the voltages are always represented as voltage drops (so that ∑𝑉𝑖 = 𝑉𝑡𝑜𝑡 ). 
Therefore, when a positive current (orange line) is applied, 𝑉𝑒 

1  represents the voltage 
drop of the electrode that is adsorbing cations (and thus acting as a passive charging 
element), while the negative value of 𝑉𝑒 

2  is representative of the electrode that is 
actively discharging and thus providing part of the current. The opposite happens 
when a negative current is applied. 
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From the 𝑉𝑡𝑜𝑡  vs time curves obtained from the experiments, it was possible to 
estimate the equivalent capacitance of the electrodes by means of equation (60): 

𝑑𝑉𝑡𝑜𝑡

𝑑𝑡
=

𝑖

𝑐𝑒 
𝑒𝑞 

(60) 

where 
𝑑𝑉𝑡𝑜𝑡

𝑑𝑡
 is the slope of the overall voltage vs time curve (linear parts of 𝑉𝑡𝑜𝑡 curve 

as in Figure 29 b), 𝑖 is the overall current and 𝑐𝑒 
𝑒𝑞

 is the equivalent areal electrode 
capacitance, accounting for both capacitive electrodes. If the charging (or 
discharging) voltage curve of the two electrodes is almost equivalent, it can be 
assumed that their behaviour is the same. Consequently, the capacitance of a single 
electrode can be taken as twice as the value estimated from eq.(60). In the case of 
highly asymmetric behaviour (i.e. when two completely different electrodes are used 
at each side of the CED unit), the capacitance of the each electrode can be also 

deduced directly from the slope of each 𝑉𝑒 
𝑗
 voltage curve. 

At a given feed concentration (which was assumed as the concentration inside the 
stack channels due to the high flowrate), the capacitance has been averaged over 
each value measured from positive and negative voltage curves. In addition, each 
experiment was repeated 2 to 3 times. 

 

 

Figure 29. a) Representation of a typical experimental voltage vs time 
curve showing the overall voltage drop ( 𝐕𝐭𝐨𝐭 ), electrode 1 voltage drop 

(𝐕𝐞𝐥
𝟏), cell pairs voltage drop (𝐕𝟏𝟎𝐜𝐩), electrode 2 voltage drop (𝐕𝐞𝐥

𝟐) and the 

applied current. b) Detail of a linear part of  𝐕𝐭𝐨𝐭  vs time curve used for 
the estimation of electrode capacitance. The graphs refer to a 1 g/l feed 
concentration and ±0.1 A, where positive or negative sign of the current 
indicates the two different polarities. 
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3.1.5 Experimental results and model validation 

This section focuses on the experimental results from the bench scale CED units. In 
particular, the results from the experimental capacitance measurements and the 
comparison of simulation with the experimental data are shown.  

i. In-situ experimental characterization of the capacitive electrodes 

Figure 30 shows the specific capacitance per cm2 of projected area estimated from 
the overall voltage versus time curves (𝑐𝑒 

𝑒𝑞
) as a function of solution concentration. 

Error bars have been determined from the standard deviation of the outcomes of 
each repeated experiment. The slightly increasing trend of the capacitance can be 
explained by the formation of an electric double layer at the nanoscopic scale which 
is influenced by the amount of ions in the solution, as traditionally formulated by 
the Gouy-Chapman model of the diffuse EDL [405]. Given the common nature of 
the two electrodes of this specific unit (see section 3.1.4), the capacitance of a single 
electrode has been taken as twice the value reported in Figure 30 as discussed in 
section 3.1.4.  

 

Figure 30. Measured specific overall electrodes capacitance ( 𝒄𝒆𝒍
𝒆𝒒

) as a 

function of solution concentration. 

ii. Experimental characterization of the CED unit and model validation 

The correlation of the capacitance vs the concentration obtained from the 
experimental results has been implemented into the capacitive electrode model of 
the CED process simulator in order to predict the behaviour of the experimentally 
characterised electrodes. Therefore, it was possible to assess the model reliability in 
simulating the operation of the CED unit by comparison with the experimental 
curves. gProms Modelbuilder (PSE, UK) has been used as simulation platform.  

Simulations were performed by applying the electrode open circuit voltages (i.e. 
measured when no current was flowing through the system) as initial condition. 
Those voltages are associated with the fact that a certain amount of charge is already 
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accumulated at the electrode surface. In addition, the value of the electrode ohmic 
resistance was calibrated from the instantaneous step voltage response of each 
electrode when the current is applied (Figure 31 c and Figure 32 c) and ranged from 
50 to 100 Ω∙m2, based on solution concentration. 

 Figure 31 shows simulation results in comparison with the experimental data for 
the case of 10 g/l feed and ±0.15 A current. As shown, the process is actively 
desalinating one feed stream while concentrating the other (Figure 31 d). At a given 
polarity, the cell pair voltage stays constant as the desalination rate is kept constant 
by the applied current. On the other hand, the absolute value of 𝑉𝑒 

1  and 𝑉𝑒 
2  (Figure 

31 c) grows in order to maintain the desired current. Interestingly, after the first two 
cycles the operation is quite stable and able to maintain the same performances for 
multiple cycles. Therefore, it seems realistic to imagine wider CED stacks (i.e. with 
larger active area) that can steadily desalinate a feed stream down to the drinking 
water concentration target. 

 

Figure 31. Model predictions compared with experimental data of a bench-
scale 10×10 cm2 CED stack equipped with 270 µm woven spacers and Type 
10 FUJIFILM membranes. Inlet concentration of 10 g/l flowrate of 486 
ml/min and applied current of ±0.15 A with polarity switches every ~280 s. 
a) Overall voltage drop, b) Cell pairs voltage drop, c) Electrodes voltage 
drop, d) outlet conductivity of the two compartments. 
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Other operating conditions have been tested through both experiments and 
simulations. For example, Figure 32 shows the case of 1 g/l of salt concentration and 
±0.1 A current. Similarly to the previous case, the desalination capability has also 
been demonstrated for lower concentration feeds. The main difference is that in this 
case the cell pair voltage drop (Figure 32 b) is much higher compared to the one in 
Figure 31 b due to the lower solution conductivity. Consequently, shorter cycles have 
been performed in this case, despite the fact that the slope of the total voltage curve 
(Figure 32 a) is flatter due to the lower applied current.  

 

Figure 32. Model predictions compared with experimental data of a 10×10 
cm2 CED stack equipped with 270 µm woven spacers and Type 10 FUJIFILM 
membranes. Inlet concentration of 1 g/l, flowrate of 486 ml/min and applied 
current of  ±0.1 A with polarity switches every ~180 s. a) Overall voltage 
drop, b) average cell pairs voltage drop, c) electrodes voltage drop, d) outlet 
conductivity of the two compartments. 

In general, Figure 31 and Figure 32 demonstrate that the model has a good 
prediction capability at different operating conditions both for the voltage vs time 
curves, as well as for the outlet conductivities. However, the model shows a slight 
overestimation of the average cell pair voltage drop (Figure 32 b). This discrepancy 
can be attributed to the stack assembly. According to the scheme of Figure 28, the 
dimensions of the carbon electrodes are limited to the 10×10 cm2 active area and no 
external gaskets are used to compensate for the localized increase of thickness that 

-0,8

-0,6

-0,4

-0,2

0

0,2

0,4

0,6

0,8

0 200 400 600 800

Δ
V

 (
V

)

Vtot Model Vtot Exp.

-0,8

-0,6

-0,4

-0,2

0

0,2

0,4

0,6

0,8

0 200 400 600 800

Δ
V

 (
V

)

V10cp Exp. V10cp Model

0

0,5

1

1,5

2

2,5

3

0 200 400 600 800

σ
(m

S/
cm

)

t (s)

#1 Model #2 Model

#1 Exp. #2 Exp.

-0,8

-0,6

-0,4

-0,2

0

0,2

0,4

0,6

0,8

0 200 400 600 800

Δ
V

 (
V

)

t (s)

Vel1 Model Vel1 Exp.

Vel2 Model Vel2 Exp.

a) b)

c) d)



79 

 

takes place in the central part of the stack. Therefore, when the stack is closed, the 
electrodes apply a localized pressure on the active area of the membranes that are 
directly compressed over the spacer netting, reducing the real thickness of the 
channels and thus the channel Ohmic resistance. For low feed concentrations (as for 
the 1 g/l case) the resistance is higher and the difference between the real and the 
nominal value of the resistance increases the differences between the predicted and 
the measured voltage values. 

 

3.1.6 Simulation of industrial scale CED 

In this section, simulation results related to an industrial scale stack are reported. 
The aim of these simulations was to assess the influence of capacitive electrode 
capacitance, capacitive electrode resistance and number of cell pairs on the process 
performance. 

i. Effect of electrode capacitance on single pass CED 

In real scenarios, salty water feeds need to be desalted down to drinking water salt 
concentration. In order to apply the CED technology to those cases, larger units must 
be considered. In this context, the model is a suitable tool to analyse the process in 
wider and more industrially-relevant conditions. 

Following the model validation, a single pass CED operation was simulated for a 
scaled-up configuration with 12 cell pairs and an active area of 12.5 (width) × 80 
(length) cm2. A resistance of 50 Ω·cm2 has been attributed to the electrodes (see 
section ii). Starting from a reference case, the CED model has been used to assess 
the effect of the electrode features on the process performance. 

The CED unit had to desalt a 2 g/l NaCl feed solution flowing with a linear velocity 
of 2 cm/s. This time, potentiostatic operations with a constant voltage of ±2 V have 
been simulated as this mode of operation is the most common in commercial 
applications. Multiple polarity switches were performed every 10 minutes (600 s). 
It is worth noting that the chosen switching time is not too far from the usual 
switching time of EDR plants (between 15 and 30 minutes). In order to simulate the 
CEM end membrane scheme, the electrode that is accumulating charge during the 
first cycle has a zero charge initial condition, while the opposite electrode is assumed 
to be pre-charged with a 𝑄𝑒  of 1 C/cm2. 
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Figure 33. Simulation results of a single pass CED unit 12.5 cm wide and 80 
cm long equipped with 270 µm woven spacers and FUJIFILM capacitive 
electrodes (RC circuit properties taken from experimental results). Inlet 
concentration of 2 g/l, linear velocity of 2 cm/s, and ±2 V of applied voltage 
with polarity switches every 600 s (10 min). a) Overall, electrodes and cell 
pair voltage drop and current vs time, b) outlet concentrations of the two 
streams vs time. 



81 

 

Simulation results are reported in Figure 33. In particular, Figure 33 a depicts the 
electrical variables as a function of time. At the beginning of a cycle, electrode 2 (i.e. 
the pre-charged one that is rejecting cations) is actively providing a voltage in 
addition to the external applied voltage (of 2V) that is higher than the actual 
electrode 1 voltage drop. Therefore, a voltage higher than 2 V is really applied to the 
cell pairs. However, during constant voltage operation, the electrodes’ voltage 
changes, thus causing a decrease of (the absolute value of) the cell pairs’ voltage. 
Because of this phenomenon, the overall current decreases, negatively affecting the 
desalination rate during a cycle and thus causing the diluate outlet concentration to 
increase up to 0.8 g/l at the end of the cycle, as shown in Figure 33 b. 

The simulated reference case of CED operation would likely present some critical 
issues when replicated in a real unit. Firstly, the electrode voltage goes above 1 V in 
the last part of each cycle, meaning that unwanted faradic reactions (i.e. water 
splitting) may occur at to a large degree and damage at the electrodes may occur. In 
addition, the diluate outlet concentration increases well above the freshwater limit 
(set to 0.5 g/l, but usually taken even lower as a safety precaution). Therefore, with 
these electrodes shorter switching intervals would be required. 

In order to avoid the aforementioned critical issues, maintaining the set switching 
interval or even extending it, the electrode should have an enhanced capacity. In this 
way, the electrodes’ voltage would grow less through time, causing a slower drop in 
the overall current. The latter effect would also make an impact on the diluate outlet 
concentration slowing down its increase. In order to numerically evaluate the 
improvements, the effect of electrode capacitance on process performance has been 
assessed via simulations. In particular, the specific capacitance per electrode was 
increased from ~ 1.2 F/cm2 for the reference case to 2 and 3.3 F/cm2. In this 
sensitivity study, the two latter values of capacitance are taken as constant values 
(i.e. independent from solution concentration) for the sake of simplicity. 

 Simulation results are reported in Figure 34. Comparing the reference capacitance 
with 2 F/cm2, the slope of the capacitive electrodes’ voltage over time is already 
strongly reduced, thus not reaching the undesired 1 V threshold through the 600 s 
of constant polarity (Figure 34 a). In addition, desalination performances are also 
enhanced (Figure 34 b). At 2 F/cm2, the diluate concentration goes only slightly over 
0.5 g/l, achieving an acceptable result, as the outlet solution produced in the earliest 
part of the cycle (whose concentration was well below the limit) will be in the end 
mixed with the more concentrated solution exiting at the end of the cycle. 
Interestingly, a further increase in the capacitance up to 3.3 F/cm2 does not provide 
a significant improvement to the voltage even though it still makes an impact on the 
outlet concentration. 
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Figure 34. Simulation results for the comparison of different electrode 
capacitances (~ 1.2, 2 and 3.3 F/cm2) in a single pass CED unit 12.5 cm wide 
and 80 cm long equipped with 270 µm woven spacers and FUJIFILM 
capacitive electrodes (RC circuit properties taken from experimental 
results). Inlet concentration of 2 g/l, linear velocity of 2 cm/s, and ±2 V of 
applied voltage with polarity switches every 600 s (10 min). a) Electrodes 
voltage drop vs time, b) outlet concentrations of the two streams vs time. 
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ii. Effect of electrode resistance on single pass CED 

The specific electrode resistance is another interesting parameter to analyse. The 
reference value of 50 Ω*cm2 from the previous section has been compared with a 
doubled resistance (100 Ω*cm2) as well as with a halved one (25 Ω*cm2), 
maintaining the reference value of capacitance. Figure 35 shows the results in terms 
of electrode voltage and outlet concentration vs time. The increase in resistance 
causes a slight increase in the voltage as well as in the diluate concentration (due to 
a reduction in the stack current density). The reduction of the electrode resistance 
has the opposite effect. Nevertheless, the influence of the electrode resistance is 
almost negligible, as it is relatively small compared to the average Ohmic resistance 
of the 12 cell pairs amounting to ~ 500 Ω*cm2. Consequently, a reduction in 
resistance does not lead to appreciable improvements of the process performance as 
an increase of capacitance does. 
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Figure 35. Simulation results for the comparison of different electrode 
resistances (25,50 and 100  Ω*cm2) in a single pass CED unit 12.5 cm wide 
and 80 cm long equipped with 270 µm woven spacers and FUJIFILM 
capacitive electrodes (RC circuit properties taken from experimental 
results). Inlet concentration of 2 g/l, linear velocity of 2 cm/s, and ±2 V of 
applied voltage with polarity switches every 600 s (10 min). a) Electrodes 
voltage drop vs time, b) outlet concentrations of the two streams vs time. 
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Figure 36. Simulation results showing the effect of a different number of cell 
pairs (12 and 60) in a single pass CED unit 12.5 cm wide and 80 cm long 
equipped with 270 µm woven spacers and FUJIFILM capacitive electrodes 
(RC circuit properties taken from experimental results). Inlet 
concentration of 2 g/l, linear velocity of 2 cm/s, and fixed voltage (±2 V for 
12 cp, ± 9.45 V for 60 cp) with polarity switches every 600 s (10 min). a) 
Electrode1  and single cell pair voltage drop vs time and current vs time, b) 
outlet concentrations of the two streams vs time. 
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i. Effect of the number of cell pairs 

The dynamic effects of capacitive electrodes on process performance (i.e. voltage, 
current and concentration vs time) shown in the previous subsections are also 
affected by the low number of cell pairs that have been simulated. In fact, an increase 
in the number of cell pairs can modify the impact that electrode properties have on 
the overall process. For this reason, the reference case has been replicated with a 
higher number of cell pairs. 

Figure 36 shows the comparison between the reference case and a case where 60 cell 
pairs have been simulated. In order to set a comparable scenario, the total voltage 
has been fixed in a way that, at the initial condition (i.e. at 0 s), the voltage applied 
at each cell pair was equal for the two cases. As can be seen, the main effect of 
increasing the number of cell pairs is a reduction of the slope of the outlet 
concentration vs time (Figure 36 b). This trend can be explained by the fact that the 
more the cell pairs the smaller the electrode voltage compared to the voltage of the 
cell pairs. Consequently, with 60 cell pairs the electrode voltage changes through 
time almost does not affect the current curve that becomes flatter (orange curve from 
Figure 36 a) and also does the voltage drop of each cell pair (green curve from Figure 
36 a). Of course, current and concentration curves would be perfectly flat for an 
infinite number of cell pairs. Another interesting consequence of the reduction of 
the current slope is the increase of the electrodes’ voltage slope (only 𝑉𝑒 

1  is depicted 

in Figure 36 a as 𝑉𝑒 
2  is qualitatively the same) as they are subjected to a higher 

average current. As can be deduced from previous discussions, the two limiting 
factors that cause the need to reverse polarity in CED operations are the excessive 
salinity of the dilute stream and the reach of the threshold value of the electrode 
voltage. Considering the effects on the outlet concentration and on the electrode 
voltage it can be observed that with increasing number of cell pairs, a progressive 
shift from the concentration limiting condition to the voltage limiting condition 
occurs. 

 

3.2 Electrodialysis as energy buffer in polygeneration systems 

The second case of dynamic modelling is presented in this chapter. The presence of 
desalination systems in polygeneration facilities has been usually limited to either 
thermal processes or reverse osmosis, characterised by important difficulties in 
operating under non-stationary regimes. As an alternative, the possibility of using 
electrodialysis coupled with a hybrid photovoltaic/wind energy source was 
investigated in this work. In particular, while solar energy is mainly available in 
summer and during central hours of the day, wind energy is mainly available during 
night hours and winter. Therefore, the combination of photovoltaic and wind energy 
is very attractive in order to achieve a more stable energy production. Dynamic 
scenarios were analysed by means of a process model, looking at two different time 
scales. Quasi-steady state simulations were used to study the yearly operation, 
demonstrating process flexibility over a power input variation of one order of 
magnitude (5-45 kW). Dynamic simulations were adopted to study the daily time 
scale of the process, where the desalination unit control system was able to maintain 
a stable target value (± 10% of the outlet concentration) in the presence of 
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disturbances in power availability. Simulation results show how the process is 
particularly suitable for the integration within polygeneration systems as energy-
buffer. 

 

3.2.1 State of the art 

Desalination units can generally be part of polygeneration facilities. Waste heat from 
thermal power plants has been used to successfully run thermal desalination plants 
[406] or to preheat salt water feeds [407]. In this context, polygeneration systems 
that use renewable sources such as photovoltaic (PV) or wind turbines represent a 
promising scenario [408]. In these cases, desalination technologies can be 
particularly attractive as means of using the excess energy that renewable sources 
produce during peak periods, producing drinking water instead of using energy 
storage devices such as batteries [409]. 

One of the main issues related to the use of renewable polygeneration systems 
consists in the unpredictability of the energy source. The unavoidable fluctuations 
of many renewable energy sources (wind, solar, etc.) make extremely difficult to 
suitably couple these systems with the cooling, heating and electrical demands of the 
users [410]. In this framework, many researchers investigated several storage 
technologies (both thermal and electrical) in order to achieve a more stable power 
supply profile [411]. However, such storage technologies are still too expensive for a 
good economic profitability. Therefore, some researchers are focusing on innovative 
solutions such as coupling renewables and desalination systems [412–418]. 
Simultaneously, many authors are focusing on specific combinations of renewable 
energy sources in order to mitigate the fluctuations typical of using individual 
renewable energy sources. For example, the combination of solar and wind energy 
is extremely promising. In fact, solar energy is mainly available during the summer 
and in the central hours of the day. Conversely, according to the weather data, wind 
velocity increases in winter and during the night. Therefore, combining photovoltaic 
solar energy and wind energy the stability of power production profile can be 
increased. 

The possibility to couple desalination systems with renewable energy sources has 
been already demonstrated in the literature. Given the wider commercial diffusion 
of reverse osmosis (RO) among desalination technologies, a lot of works focus on 
this process. In particular, process feasibility has been studied and proven for PV-
RO [419–427], wind-RO [428,429] and combined PV and wind-RO systems [430]. 
A number of these works highlight how the economic feasibility of such processes 
can be enhanced using battery-less power sources, as batteries are associated to a 
number of disadvantages such as increased capital costs, limited lifetime and 
increased maintenance [422,429]. Nevertheless, when desalination units are 
coupled with battery-less systems they are directly subjected to the fluctuation of 
power generation, requiring real-time adjusting. Thomson et al. [426,427] 
demonstrated the possibility to apply such systems to RO from both modelling and 
experimental perspective. However, the authors (as well as Manolakos et al. in 
another work [419]) highlighted that long term reliability of the system is not 
guaranteed due to the continuous high pressure fluctuation experienced by 
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membranes. An alternative to compensate for the power fluctuation, by modifying 
the production capacity without significantly affect the pressure, is the use a number 
of parallel RO plants that are switched on or off based on the amount of energy 
available [428]. Nevertheless, this generally implies a system oversizing and an 
increase in capital costs. Besides the aforementioned issues, RO systems also suffer 
from relatively slow and critical start-ups and shutdowns where a gradual 
increase/decrease in system pressure is required before reaching the steady-state 
[428]. 

On the other hand, experimental investigation on ED systems working with 
renewable energy sources is ongoing since few decades ago [431,432]. In general, 
ED can overcome most of the drawbacks that result from dynamic RO operations. A 
change in the available power input can be easily adjusted by changing the applied 
voltage and by changing the feed flowrate without the need for particular 
adjustments, as low pressures (usually < 1 barg) are involved in the process. Another 
advantage is that transient phases during start-ups and shutdowns are much 
shorter. Conversely, the main issue that has been highlighted refers to an increased 
energy consumption due to the presence of harmonic disturbances that can be 
mitigated through filters [428]. For these reasons, ED is particularly suitable for 
battery-less systems. In this context, Malek et al. [433] showed a successful 
experimental coupling of batch ED with direct wind energy, demonstrating how the 
system is insignificantly affected by moderate wind fluctuations. Similarly, Ortiz et 
al. [434–436] proved the operation of a batch PV-ED system through experiments 
and simulations in the scale of hours. In addition, from cost estimations, PV-ED 
resulted more convenient than PV-RO in presence of low salinity feeds [420].  

As already highlighted, most of the works on ED coupled with renewable sources 
focus on the experimental proof of concept, on coupled process design or on 
economic analysis. In fact, attention to the detailed process dynamics is mostly paid 
only in the case of batch ED, where the effect of power fluctuations on the product 
quality are strongly dampened by the presence of recirculation tanks. Therefore, the 
aim of the present work was to study the dynamics of a single pass ED unit powered 
by a hybrid PV/wind power source in order to prove the flexibility of ED in 
maintaining drinking water specifications while changing process conditions, 
assessing the suitability for integration within poly-generation systems as energy-
buffer. In particular, the analysis was performed by means of process simulations, 
focusing on two different time-scales. The first one is the yearly operational time 
scale, where quasi-stationary operation of ED allows for a step by step re-adaptation 
of working parameters in order to generate a stable output target with the available 
energy input. The other one is the short time scale of transient regimes of the 
desalination unit, where the intrinsically dynamic behaviour of the unit was 
modelled to predict the response to fast disturbances in energy availability. At this 
scale, a control system was also designed and implemented. 
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3.2.2 Model description 

The overall simulation model was implemented by a hybrid approach combining a 
well-known dynamic simulation tool, TRNSYS [437] , and a user-developed model. 
In particular, the model for the solar/wind system is developed in TRNSYS by using 
weather data from Pantelleria, and conventional components included in TRNSYS 
library (PV panels, wind turbine, inverter, controllers, etc). The overall electrical 
production calculated by TRNSYS is subsequently provided as an input data to the 
user-developed model, simulating the ED subsystem implemented into gPROMS 
Modelbuilder. In the followings, the main algorithms of the models are briefly 
presented 

 

i. PV Panels 

In order to simulate the PV panels, the four parameter model was used. It assumes 
that the slope of the IV curve is zero at the short-circuit condition:  

(
𝑑𝐼

𝑑𝑉
)
𝑣=0

= 0  
(61) 

The four parameters included in the model are: IL,ref (module photocurrent at 
reference conditions), Io,ref (diode reverse saturation current at reference 
conditions), γ (empirical PV curve-fitting parameter), Rs (module series resistance). 
The software uses parameters values from manufacturers’ data in order to generate 
an IV curve at each time step.  

The current-voltage equation of the circuit is: 

𝐼 = 𝐼𝐿,𝑟𝑒𝑓

𝐺𝑇

𝐺𝑇,𝑟𝑒𝑓
− 𝐼𝑜 [exp(

𝑞

𝛾𝑃𝑉𝑘𝑇𝑐

(𝑉 + 𝐼𝑅𝑠)) − 1] 
(62) 

The diode reverse saturation current Io is a temperature dependent function, such 
as: 

𝐼𝑜
𝐼𝑜,𝑟𝑒𝑓

= (
𝑇𝑐

𝑇𝑐,𝑟𝑒𝑓
)

3

 
(63) 

Once Io is obtained, the Newton’s method is employed to calculate the PV current, 
whereas an iterative search routine finds the current (Imp) and voltage (Vmp) at the 
point of maximum power along the IV curve. To solve the four equivalent circuit 
characteristics, current and voltage at open-circuit, short circuit, and maximum 
power conditions are substituted into eq.(62), yielding, after some rearrangement, 
to equations (64)-(66), related to IL,ref, Io,ref, γPV: 

𝐼𝐿,𝑟𝑒𝑓 ≈ 𝐼𝑠𝑐,𝑟𝑒𝑓 (64) 

𝛾𝑃𝑉 =
𝑞(𝑉𝑚𝑝,𝑟𝑒𝑓 − 𝑉𝑜𝑐,𝑟𝑒𝑓 + 𝐼𝑚𝑝,𝑟𝑒𝑓𝑅𝑠)

𝑘𝑇𝑐,𝑟𝑒𝑓ln (1 −
𝐼𝑚𝑝,𝑟𝑒𝑓

𝐼𝑠𝑐,𝑟𝑒𝑓
)

 
(65) 
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𝐼𝑜,𝑟𝑒𝑓 =
𝐼𝑠𝑐,𝑟𝑒𝑓

exp (
𝑞𝑉𝑜𝑐,𝑟𝑒𝑓

𝛾𝑃𝑉𝑘𝑇𝑐,𝑟𝑒𝑓
)

 
(66) 

A fourth equation, derived by taking the analytical derivative of voltage with respect 
to temperature at the reference open-circuit condition, is needed in order to 
determine the last unknown parameter:  

𝜕𝑉𝑜𝑐

𝜕𝑇𝑐
= 𝜇𝑣𝑜𝑐 =

𝛾𝑃𝑉𝑘

𝑞
 [𝑙𝑛 (

𝐼𝑠𝑐,𝑟𝑒𝑓

𝐼𝑜,𝑟𝑒𝑓
) +

𝑇𝑐𝜇𝑖𝑠𝑐

𝐼𝑠𝑐,𝑟𝑒𝑓
− (3 +

𝑞휀𝐺
𝛾𝑃𝑉
𝑁𝑀

𝑘𝑇𝑐,𝑟𝑒𝑓

)] 

(67) 

This analytical value is matched to the open circuit temperature coefficient 
(manufactures’ specification). Finally, an iterative search routine is followed to 
calculate the equivalent circuit characteristics. 

 

ii. Wind turbine 

The model calculates the power output P of the WT through the power coefficient of 
WT, cp, multiplied by the area of the rotor and the wind power, as reported in 
eq.(68): 

𝑃 = 𝜌𝑐𝑝𝐴𝑟𝑣𝑤𝑖𝑛𝑑
3 = 𝜌4𝑎(1 − 𝑎)2𝐴𝑟𝑣𝑤𝑖𝑛𝑑

3 (68) 

here, vwind is the wind speed (m/s), Ar is the rotor area (m2) and ρ is the air density 
(kg/m3). The cp is a function of the axial induction factor, a, and its maximum value 
of 59.3%, obtained for a = 1/3, was first derived by Betz in 1919 (known as Betz's 
limit). 

The WT power calculation is based on a power versus wind speed characteristic 
(Figure 37), provided by the manufacturer. 

 

Figure 37. Power (left) and cp (right) versus wind speed characteristic curve.  

This model takes into account the air density changes and wind speed increases with 
height above the ground (elevation). Air density at a certain elevation is a function 
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of the combined effects of pressure and temperature, according to the ideal gas law, 
and it is calculated as: 

𝜌𝑒 𝑒𝑣 =
𝑝𝑒 𝑒𝑣

𝑅𝑇
 (69) 

Regarding the variability of the temperature as a function of the elevation, the 
temperature "lapse rate" is also considered as shown in eq.(70): 

𝑇(𝑧) = 𝑇0 − 𝐵𝑧  (70) 

where B = 6.5 K/km of altitude and T0= 288K. 

The change in wind speed per change in height above the ground is based on the 
theoretical work of Von Karman [438]. Here, the relation between the elevation and 
the wind speed is formulated as follows: 

𝑣𝑤𝑖𝑛𝑑,1

𝑣𝑤𝑖𝑛𝑑,2
= (

𝑧1

𝑧2
)
𝛼𝑤

 
(71) 

 

A single parameter, αw, determines the rate of wind speed increase as a function of 
height. Under ideal boundary layer conditions, the value of αw is 1/7 (0.14). 
However, under actual conditions, the value of αw constantly varies, and depends on 
a plurality of factors, affecting vertical turbulence intensity (surface roughness, 
mountains, buildings, atmospheric stability, etc.). 
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Table 6. Main design parameters of wind turbine and PV panels. 

 Parameter Description Value Unit 

P
V

 P
A

N
E

L
S

 

Amodule,PV PV module area 1.609 m2 

Pmodule,PV Unit peak power  260 W 

Isc,ref 
Module short-circuit current at reference 
conditions 

6.50 A 

Voc, ref 
Module open-circuit voltage at reference 
conditions 

21.6 V 

Tc, ref Reference temperature 298 K 

GT,ref Reference insolation 1000 W/m2 

Vmp,ref 
Module voltage at max power point and 
reference conditions 

17 V 

Imp,ref 
Module current at max power point and 
reference conditions 

5.9 A 

μIsc 
Temperature coefficient of Isc at (ref. 
condition) 

0.02 A/K 

μvoc Temperature coefficient of Voc (ref. condition) -0.079 V/K 

Tc, NOCT Module temperature at NOCT 313 K 

Tc, ref Ambient temperature at NOCT 293 K 

 
W

IN
D

 T
U

R
B

IN
E

 

z Site elevation 205 m 

H Data collection Height 18 m 

Hhub Hub height 10.2 m 

NWT Number of turbines 1 - 

PWT Wind turbine rated power 10 kW 

vrated Wind turbine rated speed 6.5 m/s 

vcut,in Cut-in speed 2.6 m/s 

vcut,off Cut-off speed 16 m/s 

 

iii. Electrodialysis 

The ED model is the same presented in chapter 2, properly modified in its lowest 
hierarchy to account for process dynamics. Therefore, eqs. (27)-(28) are substituted 
with the dynamic mass balance (eq. (58)) that was already discussed in section 3.1.3. 
For the sake of this work, the overall plant model is characterised by the stack model  
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coupled with a variable power source and a control unit (Figure 38). The details of 
the controller equation, as well as its design and tuning are discussed in the control 
design section (3.2.4). 

 

 

Figure 38. Block diagram of the highest hierarchy of the model (the plant) 
representing an ED unit powered by the PV/wind power delivery system. 
The concentration control system that operates on the feed flowrate is 
included. 

 

3.2.3 Long timescale simulations 

 

The aim of this work was to simulate an ED unit powered by a hybrid PV/Wind 
energy source. In particular, the energy system includes a 20 kW wind turbine and 
a PV array with a peak of power production of about 25 kW, for a total peak power 
production of about 45 kW. The energy supply system was simulated over an entire 
year. 

The ED plant is composed by 4 equal stacks operating in parallel that have to 
desalinate a feed stream of 5g/l NaCl concentration down to 0.25 g/l with 67% 
recovery (i.e. the diluate to concentrate feed flowrate ratio is always kept constant to 
2:1, as indicated in Figure 38) . Stacks’ specifications are listed in Table 7.  
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CTCC
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Table 7.List of the main characteristics of each simulated stack. 

𝐿 

(cm) 

𝑏 

(cm) 

𝑁𝑐𝑝 𝛿𝑆𝑂𝐿 

(μm) 

Type of 
membranes 

𝑅  𝑎𝑛  
(Ωcm2) 

50 50 500 270 
FUJIFILM 

Type 10 
3 

 

At nominal conditions, the plant works with ~80% of the peak power (34 kW), 
producing 800 m3/d (200 per stack) of drinking water. However, the actual diluate 
flowrate changes according to the available power, in order to keep a constant outlet 
concentration. Based on feasibility conditions, upper and lower limits were set in 
each stack for the diluate flowrate. In particular, the maximum diluate feed flowrate 
was set according to the maximum allowable pressure drop that has been set to 1.2 
bar, corresponding to 920 m3/d (230 m3/d per stack) and 43 kW of absorbed power. 
Conversely, the minimum allowable flowrate was set to ~ 230 m3/d (58 m3/d per 
stack) and 5 kW of absorbed power, where the current required to reach 0.25 g/l is 
already 90% of the estimated limiting current [237]. Further reduction in the diluate 
feed flowrate would cause limiting current issues and thus an impossibility to reach 
the target concentration. 

According to the aforementioned limits, the ED system was simulated assuming that 
the applied voltage was changing depending on the power produced by the energy 
system over the entire year. The boundaries were taken into account, so that if the 
available power is higher than the upper limit the plant does not use all of it. 
Conversely, when the power is lower than the minimum the system is switched off. 
Given the long time scale, a quasi-steady state approach was adopted for these 
simulations. 

 



95 

 

 

 

Figure 39. a) Simulated yearly power production for the coupled PV/Wind 
energy source, b) Simulated inlet diluate flowrate fed to 4 ED units 
operating in parallel. ED units specifications: 50x50 cm2, 500 cell pairs, 270 
μm spacers and FUJIFILM Type 10 membranes. 

Figure 39 a, shows how much the overall power can be different during the year 
(according to weather data from Pantelleria). In particular, peaks are clearly more 
frequent in summer months, when the PV system has more solar radiation available. 
Produced power goes slightly down in the other periods of the year, even though the 
wind turbine partially compensates the reduction of solar radiation. 

Figure 39 b, shows the diluate feed flowrate of the ED plant (𝑄𝐷
 𝑁𝑠). As expected, the 

plant can adapt the feed flowrate to the produced power, and thus generating 
different amounts of drinking water. Interestingly, the set maximum and minimum 
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flowrate boundaries do not excessively influence the power utilisation on the yearly 
time scale. In fact, the plant never goes off for long periods except for few phases 
during winter months, while only very few power peaks are not entirely used during 
the summer. Figure 4 also shows cumulative curves (black continuous lines) that 
gives an estimation of the total amount of hours in which power or flowrate were 
maintained above a certain value. From these curves it can be seen how the plant 
stays on for more than 5500 (non-continuous) hours during the entire year. In 
addition, it is interesting to note that the specific energy consumption decreases 
while reducing the feed flowrate. This is to be attributed to the operating conditions 
that are closer to reversibility when the applied voltage is small. 

 

3.2.4 Control system design and tuning 

 

As the ED unit is powered by a variable power source (i.e. the coupled PV/Wind 
plant) the actual energy that is available for the desalination process and, thus, the 
external applied voltage will change over time. The desalination unit has to maintain 
the outlet concentration of the drinking water at the target value. Therefore, a 
control system is required in order to adapt continuously the feed flowrate to ensure 
that the outlet specifications are met. For this reason, the system dynamics was first 
studied with the aim of defining transfer functions, which link the inlet variables (i.e. 
feed flow rate and applied voltage) to the outlet variables (i.e. the product 
concentration) and can be assumed as simplified mathematical descriptions of the 
nonlinear process. The results of this analysis was then used to define the control 
strategies and tune the controller. For the sake of simplicity, the control loop takes 
into account only process dynamics, neglecting other contributions such as the 
regulation valve. 

 

i. Uncontrolled process dynamics 

In order to study the process dynamics, it is necessary to characterise the behaviour 
of the process under transient regime when the manipulation variable (i.e. the 
flowrate) shifts from the stationary value. Given the nature of the process under 
study, it is not possible to define a unique reference stationary value, as this will 
depend on the available power. Therefore, three reference scenarios were chosen, so 
that it was also possible to assess how the dynamics changes with the starting 
condition. In particular, the maximum and the minimum allowable flowrates (as 
discussed in the long time scale simulation section) as well as the average flowrate 
have been taken as a reference. In each scenario, the flowrate has been either 
increased or decreased by 20% through a step change.  
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Figure 40. a) Outlet diluate concentration vs. time for a 20% step change in 
the feed flowrate at different initial diluate flowrates, b) Spatial profile of 
the outlet diluate concentration at different times for a 20% flowrate step 
increase starting from 144 m3/d. Results refer to a 50x50 cm2 ED unit 
equipped with 500 cell pairs, 270 μm spacers and FUJIFILM Type 10 
membranes. 

Figure 40 a shows time profiles of the diluate outlet concentration after the step 
change. At each steady state flowrate, the voltage is set in order to reach 0.25 g/l. 
Therefore, when the flowrate increases or decreases, the concentration will reach a 
new steady state with a higher or lower concentration respectively, requiring a 
certain time that depends on the flowrate itself. When the flowrate is suddenly 
changed, the spatial concentration profile in each channel will have to adapt to the 
new situation (see Figure 40 b), requiring a mutual interaction between each 
adjacent discretisation interval, through which a certain volume of solution is 
flowing. Therefore, the resulting dynamic is given by a number of “virtual” processes 
that occur in sequence and results in a high-order behaviour. However, for the sake 
of simplicity, each of the curves of Figure 40 a was fitted with a second-order transfer 
function with a zero that, in the Laplace domain is expressed as: 

𝐺(𝑠) =
𝐾 𝜏0𝑠 + 𝐾

𝑠 + 2휁𝜏𝑠 + 1
 

(72) 

where 𝐾  is the process gain, 𝜏0  is the time constant of the transfer function 
numerator, 𝜏 is the process time constant, 휁 is the damping coefficient and 𝑠 is the 
independent variable in the Laplace domain. Each fitting curve from Figure 40 a was 
characterised by its own parameters according to eq. (72). 

 

ii. Feedback control design 

The aim of the feedback control is to keep the target concentration by adjusting the 
feed flowrate, according to equation (73): 
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(73) 

where 𝐾𝐶  is the control gain, 휀  is the error (i.e. the difference between the 

concentration set point and the actual concentration), 𝑄𝐷
𝑖𝑛,𝑡𝑜𝑡  and 𝑄𝐷,𝑠𝑠

𝑖𝑛,𝑡𝑜𝑡  are the 

actual and the steady state diluate flowrate (i.e. the bias) entering inside a stack  and  
𝜏𝐼  and 𝜏𝐷  are the integral and derivative time constants of the controller. The 
controller equation written in this form includes proportional, integral and 
derivative actions. 

 

In order to design an effective and robust controller for the process under study, it 
is required to identify the best set of parameters (i.e. 𝐾𝐶 , 𝜏𝐼  and 𝜏𝐷 ). Among the 
different design methods, the internal model control (IMC) was used to estimate 
controller parameters [439]. With the IMC method, it was possible to estimate a first 
set of control parameters for each reference scenario from the fitted process transfer 
functions previously identified (Figure 40 a). These parameters were then averaged 
and finely tuned with a trial and error procedure by simulating the response of the 
controlled system to step voltage changes on gPROMS Modelbuilder. The final 
values are reported in Table 8. 

 

Table 8. Final values of control parameters. 

 

𝐾𝐶 (m3 l/ g s) 𝜏𝐼 (s) 𝜏𝐷 (s) 

0.01 30 15 
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Figure 41. Dynamic ED response of the controlled and the manipulated 
variables (PID feedback controller) for a voltage step change at different 
initial diluate feed flowrates. a) 230 m3/d, 20% voltage decrease, b) 144 
m3/d, 20% voltage increase, c) 144 m3/d, 20% voltage decrease, d) 58 m3/d, 
20% voltage increase. Unit specifications: 50x50 cm2, 500 cell pairs, 270 μm 
spacers and FUJIFILM Type 10 membranes. 

Figure 41 shows simulation results for the controlled ED stack for each reference 
flowrate. At the maximum flowrate, the system is subjected to a 20% step decrease 
of the applied voltage (Figure 41 a), the opposite happens for the minimum flowrate 
(Figure 41 d), while at 144 m3/d both an increase and a decrease of the applied 
voltage were analysed (Figure 41 b and c). As can be observed, going from the highest 
to the lowest flowrate (and thus decreasing the channel velocity), the oscillations of 
the outlet concentration around the stationary value become more persistent and 
take more time to settle, even though they are still at an acceptable value. This can 
be explained by the transient behaviour of the system that changes significantly from 
high to low flowrates, according to the dynamic responses already shown in Figure 
40 a. Besides, a slower response is expected at lower residence times as the process 
itself needs more time to adapt to the disturbance. It is worth noting that the 
derivative term was included in the controller in order to dampen the oscillations of 
the outlet concentration generated by the proportional-integral action of the 
controller. In particular, excessive decrease in the concentration may cause limiting 
current issues.  
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iii. Feed Forward control design 

Given the measurable nature of the main disturbance to the process, namely the 
available power/voltage at the ED unit, also a Feed Forward (FF) and a hybrid FB-
FF controller were designed and tested via simulations. In order to adapt the 
controller to the strong non-linear behaviour of the process, average gain and time 
constants were adopted for the design of the controller, leading to a unified law for 
the FF controller.  

The same scenarios adopted for the analysis of the FB controller performance were 
chosen in this case and results are reported in Figure 42 for the stand-alone FF 
controller and in Figure 43 for the hybrid FB-FF one. 

 

 

Figure 42.  Dynamic ED response of the controlled and the manipulated 
variables in the case of a stand-alone Feed Forward controller for a voltage 
step change at different initial diluate feed flowrates. a) 230 m3/d, 20% 
voltage decrease, b) 144 m3/d, 20% voltage increase, c) 144 m3/d, 20% 
voltage decrease, d) 58 m3/d, 20% voltage increase. ED unit specifications: 
50x50 cm2, 500 cell pairs, 270 μm spacers and FUJIFILM Type 10 
membranes 
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Figure 43. Dynamic ED response of the controlled and the manipulated 
variables in the case of a hybrid FB-FF controller for a voltage step change 
at different initial diluate feed flowrates. a) 230 m3/d, 20% voltage decrease, 
b) 144 m3/d, 20% voltage increase, c) 144 m3/d, 20% voltage decrease, d) 58 
m3/d, 20% voltage increase. ED unit specifications: 50x50 cm2, 500 cell 
pairs, 270 μm spacers and FUJIFILM Type 10 membranes. 

 

 

The implementation of the stand-alone FF controller helps in minimizing the off-set 
restoring a concentration value close to the target. However, the control is not ideal 
and some transient deviation from the steady-state value of product concentration 
is observed.  

Looking at the mostly common case of hybrid controller, the response of the system 
shows several small improvements compared to the simple case of FB controller, 
both in terms of system stability and amplitude of oscillations. 

 

However, such improvements may have a limited interest in the real cases analysed 
hereafter due to the smaller and slower disturbances occurring in real operation of 
solar/wind-powered ED systems. Therefore, the simple FB controller has been 
adopted for the simulations of short-time-scale scenarios. 
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3.2.5 Short time scale simulations 

The controlled dynamic ED model was used to simulate the operation of the 
controlled ED plant in 4 typical days (from 00:00 to 23:59), that were chosen as 
representative of the four seasons. At this scale, it is possible to observe the dynamic 
effect of the control system. For this reason, the voltage applied to the ED units was 
changed with a 3 minutes step, in order to observe discrete power changes that  
significantly challenge the stability of the control system. 

Simulation results for the daily operations are shown in Figure 44. For each day, the 
available power, the voltage applied to each ED unit, the plant diluate flowrate and 
the outlet diluate concentration are reported. During the sample winter day (Figure 
44 a), power production is very low in the very first hours (i.e. before the sunset and 
with almost no wind). Then, some small power peaks are observed during light hours 
while the power grows up to 20 kW (i.e. the maximum capacity of the wind turbine) 
during the night due to an increased wind speed. This means that for the first hours 
of the days the unit is not able to operate as the power is below the power limit, while 
it keeps running for the rest of the day, except for an additional short period, 
reaching its maximum daily production in the last quarter of the day. 

On the other hand, spring and autumn days (Figure 44 b and d) present a more 
unstable behaviour, characterised by a similar non-operational period of about 6 
hours in between the first 2 quarters of the day and a power peak in the third quarter. 
The main differences between the two days is that the spring day shows a higher 
peak power production and higher peaks in the controlled concentration.  

The summer reference day (Figure 44 c) is the only one in which plant operation is 
never interrupted, as the power produced by the PV/Wind hybrid system is always 
above the minimum threshold. Despite this, the day is characterised by a high 
number of steep variations, especially during light hours when solar irradiation 
keeps changing according to weather conditions. For this reason, the highest 
concentration peaks are observed during this day. 

In addition to the overall daily data, some dynamic details of the control system 
action are also shown in Figure 44. For each day, a response to a positive and a 
negative step disturbance as well as to a ramp are highlighted. Relatively small peaks 
and fast responses are found for step disturbances (as discussed in the controller 
tuning section). Even in the summer day, characterised by the highest peaks, the 
outlet concentration stays below ± 10% of the set point value. In the same way, the 
oscillatory responses to ramp changes shows very limited oscillations around the set 
point. 
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Figure 44. Results for daily simulations of the 4 ED stacks powered by a 
PV/Wind source. Graphs show available power, applied voltage, inlet 
flowrate and diluate outlet concentration (overall and dynamic details) for 
4 days representative of a) Winter, b) Spring, c) Summer, d) Autumn. Units’ 
specifications: 50x50 cm2, 500 cell pairs, 270 μm spacers and FUJIFILM 
Type 10 membranes. 
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4 Electrodialysis with multi-ionic mixtures 
 

This chapter presents the description of a hierarchical model for ED that takes into 
account multi-ionic feeds (here referred as multi-ionic or multicomponent ED). The 
model was developed following a semiempirical approach, resulting in a set of 
parameters that need to be experimentally determined. The nature of these 
parameters and their determination is discussed, identifying membrane resistance 
and ion membrane diffusivity as the main ones. A set of experiments for the 
estimation of membrane resistance in presence of different ion mixtures is 
presented. Finally, the model was validated against original experimental data 
obtained from a lab scale ED test rig with multi-ionic solutions, demonstrating that 
this approach can be used to mimic the behaviour of and ED stack that desalinates 
real seawater. 

 

4.1 Multi-ionic ED: state of the art 

As already discussed in chapter 2, in the literature is possible to find a wide number 
of models that describes the ED process. However, most of these models assumes 
that the unit is desalting a solution containing only NaCl dissolved in water. In fact, 
real feeds are usually characterised by the presence of additional components, such 
as Mg2+and Ca2+. 

In general, the presence of additional ions in the feed affects the process in multiple 
ways. In particular, the properties of IEMs can change significantly. Membrane 
resistance has been found to grow in presence of divalent ions, as described in the 
work of Moreno et al. [440], where the stack resistance of a RED unit was compared 
in presence of either NaCl or MgCl2 for different IEMs. In addition, uphill transport 
(i.e. the transport of ions against their concentration gradient) is another 
phenomenon typical of the presence of many ions [441], even though it is more 
relevant for RED than ED as in the latter the direction of the current is imposed from 
the outside.  

All of the aforementioned changes affect the overall effectiveness of the desalination 
process that in the end will result less efficient (i.e. the current is used to move more 
ions), more troublesome (i.e. the presence of some ions can be the cause of scaling, 
see section 1.2.4) and more energy consuming. Hayes and Severin [442,443] 
experimentally investigated the effect of calcium and other cations in the treatment 
of concentrated brines, highlighting different practical issues such as the loss in 
efficiency due to scaling and the risk of suppression of sodium flux when using 
membranes that allow a preferential transport of other ions. 

Another important phenomenon to take into account is the LCD. When there is more 
than one counterion in solution, the value of the LCD can change dramatically, as 
the limiting current is formally reached when all the ions’ concentration reaches zero 
at the solution/membrane interface. This usually results in an increase of the LCD 
in presence of multi-ionic mixtures. Geraldes et al. explored the problem of 
concentration polarisation (and LCD) of multi-ion solutions in both RO [444] and 
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ED [229].  In particular, the authors developed a model for the estimation of the 
LCD in ED with multi-ionic solutions using a linearised form of the Nernst-Planck 
(NP). Model predictions matched experimental results for MgCl2 + MgSO4 solution 
successfully. 

Besides the aforementioned modelling works focusing on LCD, there are only few 
other works that reports a partial or complete description of multicomponent ED. 
Firdaous et al. developed a model for multicomponent ED based on Stefan-Maxwell 
approach [445]. Nevertheless, this model was only used for the simulation of NaCl 
solutions, as it already involved 6 unknown parameters per membrane to be 
estimated or experimentally determined. Another attempt to describe 
multicomponent ion transport was made by  Kodym, Filà et al. [446,447] that used 
the Nernst-Plank approach to model chlor-alkali electrolysis. Again, the model 
resulted in a set of parameters (i.e. ion diffusivities inside the membranes) that need 
to be estimated. Interestingly, the authors also compared the classical Donnan-NP 
model with the Poisson-NP model, where there is no assumption of electrochemical 
equilibrium, demonstrating that, at low currents, the two models predict 
comparable outcomes. 

One of the main issues when studying multi-ionic solutions is the characterisation 
of the ion-membrane properties that, as was already explained in chapter 2, usually 
are the characterisation variables of the models.  Among them, transport numbers 
play an important role as they indicate how much current is carried by a certain ion. 
As already discussed in section 1.2.3, there are different ways to estimate this 
quantity for membranes immersed in single salt solutions. However, it is much more 
complex when more than two ions are involved. Manzanares et al. [448] highlighted 
that the simple potentiometric method is not suitable even for a ternary system, as 
a single measurement of the membrane potential cannot estimate 3 transport 
numbers. According to this study, in some cases is possible to consider apparent 
transport numbers by assuming that the ternary system behaves as a binary one. 
However, this method generally results in erroneous predictions [448]. Another way 
of estimating transport numbers is through ion diffusivities inside the membranes. 
According to the NP approach, those two parameters are connected, as discussed in 
section 4.2.1. However, the estimation of IEM diffusivities presents some 
criticalities. While it is relatively easy to estimate the external salt permeability 
[449], the ionic diffusivity can only be estimated through indirect measurement that 
are subjected to the interpretation of the chosen approach. The main issue is related 
to the fact that internal membrane characteristics such as the ion concentration 
profile inside the membrane are required. Kamcev et al. [450] proposed a method 
for the estimation of the IEM diffusivities, that interprets the diffusion experiments 
combining the NP approach with ion sorption measurements for the estimation of 
the membrane side concentration and membrane resistance measurement to close 
the system. The disadvantage of this choice is that the result depends on membrane 
resistance tests, which are acknowledged to be controversial. 

All the issues that have been mentioned so far makes the development and 
characterisation of multi-ionic ED models a difficult task that rarely results in tools 
of practical usefulness. For this reason, this work aims at presenting a relatively 
simple yet effective approach that combines the advantages of semiempirical models 
with the simple description of multi-ionic system given by the NP. An experimental 
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estimation of membrane resistance with different ions was also carried out with the 
aim of characterising the model. Finally, the model was validated against original 
experimental data using a first estimation of ion diffusivities. 

 

4.2 Model description 

The multi-ionic model was developed with the same hierarchical structure of the 
single salt model described in section 2.2, going from the lowest scale of the cell pair 
up to the plant model. In addition, the same assumptions are made, with two 
exceptions: 

 The presence of more than two ions is now considered; 
 Ion concentration is considered in the calculation of transport numbers. 

In addition, as this model also involves the ion concentration at the membrane side, 
a linear distribution of this variable is assumed across the IEMs. 

In the following text, cell pair and stack model will be discussed, while for the plant 
model the same description of section 2.2.3 applies.   

4.2.1 Cell pair 

Given the nature of the model, the main implications of considering a 
multicomponent solution can be seen at the cell pair scale as transport, 
thermodynamic and electrical features are deeply affected. 

The presence of more ions does not change the type and the nature of the transport 
phenomena involved in the process. However, a different description is required. In 
order to describe the transport of each ion, it is possible to refer to a formulation of 
the NP equation in electroneutral solutions that involves the current rather than the 
electric potential [66], where the total flux of each ion across one membrane is given 
by the sum of a diffusive and a conductive flux: 

𝐽𝑡𝑜𝑡,𝑖
𝐼𝐸𝑀 = −∑𝐷𝑖,𝑗

𝐼𝐸𝑀𝛻𝐶𝑗
𝐼𝐸𝑀

𝑗

+
𝑡𝐼𝐸𝑀,𝑖  𝑖

𝑧𝑖  𝐹
 

(74) 

in which 𝑗 = 1,2,… , 𝑛 where 𝑛 is the number of ions, 𝐽𝑡𝑜𝑡,𝑖
𝐼𝐸𝑀  is the total membrane flux 

of the i-th ion, across each IEM, expressed in mol/m2/s1, 𝐷𝑖,𝑗
𝐼𝐸𝑀 is the cross-diffusion 

coefficient in m2/s1, 𝐶𝑗
𝐼𝐸𝑀is the ion concentration in the membrane phase in mol/m3, 

𝑡𝐼𝐸𝑀,𝑖 is the membrane transport number of the i-th ion, 𝑖 is the current density in 

A/m2, 𝑧𝑖 is the ion charge and 𝐹 is the Faraday constant.  

Given the assumption of the linear distribution of the ion concentration, the 
diffusive part of the flux can be expressed as 

𝐽𝑑𝑖𝑓𝑓,𝑖
𝐼𝐸𝑀 = −∑

𝐷𝑖,𝑗
𝐼𝐸𝑀

𝛿𝐼𝐸𝑀
(𝐶𝑗

𝐼𝐸𝑀,𝛿𝐼𝐸𝑀
− 𝐶𝑗

𝐼𝐸𝑀,0)

𝑗

 
(75) 

with the cross diffusion coefficients that are representative of the mutual interaction 
among the various ions: 
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𝐷𝑖,𝑗
𝐼𝐸𝑀 ≡  𝐷𝑖

𝐼𝐸𝑀𝛿𝑖𝑗 +
𝑡𝐼𝐸𝑀,𝑖

𝑧𝑖

𝑧𝑗(𝐷𝑖
𝐼𝐸𝑀 − 𝐷𝑗

𝐼𝐸𝑀) 
(76) 

where 𝐷𝑖
𝐼𝐸𝑀  is the diffusion coefficient of the single ion and 𝛿𝑖𝑗  is the Kronecker 

delta. The transport number can be related to the diffusion coefficient [66]: 

𝑡𝐼𝐸𝑀,𝑖 =
𝑧𝑖

2𝐷𝑖
𝐼𝐸𝑀𝐶𝑖

𝐼𝐸𝑀̅̅ ̅̅ ̅̅

∑ 𝑧𝑗
2𝐷𝑗

𝐼𝐸𝑀𝐶𝑗
𝐼𝐸𝑀̅̅ ̅̅ ̅̅

𝑗

 
(77) 

where 𝐶𝑖
𝐼𝐸𝑀̅̅ ̅̅ ̅̅  is the average concentration of the i-th ion inside the IEM. 

The main advantage of this approach is that, assuming to know the ions’ 
concentration inside the membrane, it is possible to describe the ion transport by 
only knowing the single ion diffusion coefficients. 

In order to estimate the concentration at each side of the membrane, it is possible to 
make use of the Donnan equilibrium (see section 1.2.1) where the osmotic pressure 
term is neglected: 

휂𝐷𝑜𝑛 = 
𝑅𝐺𝑇

𝑧𝑖𝐹
 ln (

𝑎𝑖
𝑆𝑂𝐿

𝑎𝑖
𝑖𝑒𝑚

) 
(78) 

It is important to note that this equation stands for each ion that is present in the 
system. In addition, the electroneutrality condition is applied: 

𝐶𝑓𝑖𝑥 + ∑𝐶𝑐𝑜
𝐼𝐸𝑀 = ∑𝐶𝑐𝑡

𝐼𝐸𝑀
 (79) 

where 𝐶𝑓𝑖𝑥 is the fixed charge group concentration of the IEM, 𝐶𝑐𝑜
𝐼𝐸𝑀 and 𝐶𝑐𝑡

𝐼𝐸𝑀 are 

the co-ion and counter-ion concentrations respectively. 

Water transport is also taken into account in the multicomponent model, expressing 
osmotic and electroosmotic fluxes as follows: 

𝑞𝑜𝑠𝑚
𝐼𝐸𝑀 = 𝐿𝑝 

𝐼𝐸𝑀  [𝜈 𝑅𝐺𝑇 (𝜑𝐶
𝐼𝐸𝑀 ∑ 𝐶𝐶,𝑖

𝑖𝑛𝑡,𝐼𝐸𝑀

𝑖

− 𝜑𝐶
𝐼𝐸𝑀 ∑𝐶𝐷,𝑖

𝑖𝑛𝑡,𝐼𝐸𝑀

𝑖

)] 
(80) 

𝑞𝑒𝑜𝑠𝑚 = ∑  
𝑤𝑖  𝐽𝑡𝑜𝑡,𝑖𝑀𝑤,𝑖

𝜌𝑤,𝑖
𝑖

 
(81) 

 

𝑞𝑤 = 𝑞𝑜𝑠𝑚
𝐴𝐸𝑀 + 𝑞𝑜𝑠𝑚

𝐶𝐸𝑀 + 𝑞𝑒𝑜𝑠𝑚   (82) 

where 𝑖 refers to the i-th ion in solution and  𝐽𝑡𝑜𝑡,𝑖 = 𝐽𝑡𝑜𝑡,𝑖
𝐶𝐸𝑀 − 𝐽𝑡𝑜𝑡,𝑖

𝐴𝐸𝑀, while the other 

symbols have the same meaning as in eq. (23) and (26) of section 2.2.1. The value 
of the osmotic coefficient is determined by using an external thermodynamic 
database (PHREEQC, USGS, US.) whose implementation will be discussed in 
section 4.2.3. 

As for the single salt model distributions over the dimension of the channel length 
are computed. Bulk concentration and flowrate distributions inside the channels are 
described through the differential mass balance equations of section 2.2.1 (eqs. (27)-
(30)). The only difference is that eq. (27) and (28) are now representative of the 
moles changes of the i-th ion in the system. 
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The electrical part of the model can be formally defined in the same way as for the 
single salt model. In particular, eqs. (31)-(33) are still valid. Therefore, the cell pair 
voltage drop is the sum of a non-ohmic and an ohmic contribution, with the latter 
being characterised by solution and membrane resistance.  

Solution resistance can be calculated by means of eq. (33), with the solution 
conductivity that is estimated using the correlations by McCleskey et al. [451,452]. 
On the other hand, membrane resistance is highly affected by the type and the 
mutual amount of ions adsorbed [440]. Therefore, experimental data are used to 
determine the value of IEM resistance in different conditions (see section 4.4.1). 

In order to estimate the membrane potential (i.e. the non ohmic contribution) a 
generalization of eq. (16) can be considered [453]: 

휂𝐼𝐸𝑀 =  [
𝑅𝐺𝑇

𝐹
∑−

𝑡𝐼𝐸𝑀,𝑖

𝑧𝑖

𝑙𝑛 (
𝑎𝐶,𝑖

𝑖𝑛𝑡,𝐼𝐸𝑀

𝑎𝐷,𝑖
𝑖𝑛𝑡,𝐼𝐸𝑀

)] 
(83) 

where 𝑎𝑖 = 𝛾𝑖  𝐶𝑖 . The same thermodynamic database used for the osmotic 
coefficient was used to determine the activity coefficients. Also in this case, 
interfacial concentrations are used in order to include the effect of concentration 
polarisation. 

4.2.2 Stack 

In principle, all of the eqs. (45)-(52) from section 2.2.2 are still valid for the 
multicomponent model. However, the salt-specific energy consumption (eq. (50)) 
and the current efficiency (eq. (51)) tend to lose their original meaning. In a multi-
ion system, it is not possible to talk about salts as each cation could be potentially 
coupled with each anion in solution. Therefore, those performance parameters can 
now refer to a single ion, determining the energy required to move a kg of a certain 
ion or the amount of current actively used to move an ion in the desired direction. 

 

4.2.3 Thermodynamic database implementation 

In order to deal with the complex thermodynamics that regulates ion-ion 
interaction, an open source geochemical database was involved in the model 
development (PHREEQC, USGS, US.). The main advantage of this tool is that it 
contains correlations for a wide range of ions. In addition, it is possible to choose 
a number of different thermodynamic methods. In particular, Pitzer’s method 
was chosen for this model, as it is also particularly suited for high concentration 
solutions [346,454–456]. 

Given that the PHREEQC database is a standalone platform while the ED model 
is implemented in gPROMS Modelbuilder a problem of automating the process 
of sending thermodynamic data to the model arose. For this reason, a specific 
communication routine was implemented through Microsoft Excel as both 
PHREEQC and gPROMS can interact with it. The geochemical database has a 
specific COM module that allows the Excel interaction through the VBA 
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interface. Figure 45 shows the VBA script through which the database takes 
inputs from Excel and then prints the output.  

 

Figure 45. VBA script of the macro used for connecting PHREEQC and 
Microsoft Excel. 

On the other hand, gPROMS has a specific port to use Excel as a foreign object, 
for input/output communication. Figure 46 shows how the connection is made 
in both gPROMS (Figure 46 a) and Excel (Figure 46 b). The final result is that, 
during a simulation, gPROMS communicates solution composition and state 
variables to PHREEQC through Excel. Then, the thermodynamic database gives 
back to gPROMS activity coefficients, the osmotic coefficient and ionic strength 
(used for the estimation of conductivities). This procedure is automatically 
repeated for each discretization interval and for each iteration. In addition, the 
database gives information on saturation indexes and complex ionic species that 
can appear in specific situations. 

 

 



110 

 

 

Figure 46. a) gPROMS script to recall the Microsoft Excel foreign object. 

b) Microsoft Excel sheet that is connected to gPROMS. 

 

a)

b)
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4.3 Experimental setup for membrane resistance ad ED tests 

Two types of experiments were performed: Estimation of Type 10 membrane 
resistance and ED tests for model validation. Both experiments were done in a 10×10 
cm2 lab-scale ED unit (REDstack, The Netherlands) operating in a single pass co-
flow. For testing the resistance of the CEMs the stack was assembled with 13 CEMs, 
4 of which were used as double shielding membranes to separate the electrode 
compartment from the working channels (Figure 47 a) To test the AEMs, 10 anionic 
membranes are placed into the stack, while maintaining the CEMs as shielding 
membranes (Figure 47 b). Finally, for the ED experiments 10 cell pairs were formed 
alternating CEMs and AEMs and using again double CEMs shielding membranes. 
In all cases, 270 µm woven spacers (Deukum GmbH, Germany) were used [289]. 
The tests were carried out with solutions of NaCl, MgCl2 and CaCl2, while a solution 
with 0.3 M K3Fe(CN)6, 0.3M K4Fe(CN)6·3H2O and 0.25 M NaCl was used in the 
electrode compartment.  Solutions under study were pumped into the system via 
peristaltic pumps (Cole palmer, US), while the system was subjected to a constant 
current by means of a power supply (ES 030-10, Delta elektronika, The 
Netherlands). Current and external voltage were constantly measured with digital 
multimeters (87V, Fluke, US), while the voltage of the membrane pile was measured 
with Ag/AgCl reference electrodes placed in the electrode compartments and a 
digital multimeter (34461A, Keysight, US). Inlet and outlet concentrations of single 
salt solutions were estimated through conductivity measurements (Ph/cond 3320 
WTW, US), while the composition of the mixtures was estimated via ion 
chromatography (Compact IC Flex 930, Metrohm, Switzerland). 

 

Figure 47. Scheme of the single membrane stack layout adopted to measure 

membrane resistance for a) CEMs and b) AEMs. It is worth noting that in 
the AEM configuration CEMs are still used as shielding membranes due to 
the characteristics of the electrode solution. 

 

+ -

Na+- Mg2+- Ca2+

CEMs

+ -

Cl-

AEMs

a)

b)
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The membrane resistance was estimated for membranes subjected to equal 
solutions of 1, 2 and 3 salts, exploring concentrations from brines to almost drinking 
water. In the mixtures, the ratio of Na+ to other ions was kept constant to a value 
typical of seawaters (43.5:1 for Ca2+ and 9.6:1 for Mg2+, expressed in moles). The 
experiment aimed at measuring the stack resistance at different currents (in the 10-
200 mA range) in order to measure an average resistance from the resulting curve. 
From the overall stack resistance, it was possible to indirectly estimate the 
membrane resistance by subtracting the contributions related to the channels’ 
resistance (as from eq. (33)) and the blank resistance (i.e. the experimentally 
measured contribution related to electrodes, electrode compartments and shielding 
membranes). The stack configuration (i.e. assembled with a single type of 
membrane, either AEM or CEM) ensured that the concentration did not change 
through the channels, while a relatively high velocity of 3 cm/s (540 ml/min of feed 
flowrate) ensured the minimisation of polarisation phenomena. It is worth noting 
that, prior to the tests, IEMs were conditioned with the solution that was about to 
be studied imposing a constant current to the stack for about 1 hour, ensuring that a 
stable value of the voltage had been reached. 

The ED tests for model validation were performed at a flow velocity of 0.5 cm/s 
(90 ml/min of feed flowrate). Two different type of test were performed. The first 
one was a classic single stage, constant current experiment, performed at different 
feed concentrations (5,10,20 and 30 g/l of TDS), using the same ion ratio of the 
membrane resistance. Different currents were applied, ranging from 20 to 80% of 
the LCD. The second type of test was a discontinuous multistage experiment, where 
the feed was consecutively processed inside the unit (i.e. concentrate and diluate 
exiting from the unit were fed back to the unit multiple times). 20 and 30 g/l TDS 
were used as initial feed concentrations. The final aim of ED tests was to measure 
the voltage of the unit as well as the composition of the outlet solutions in order to 
compare them with simulation results. 

 

4.4 Membrane resistance results and model validation 

In this section, the experimental results related to the measurement of AEM and 

CEM ohmic resistance are presented. In addition, the comparison between model 

predictions and the results of the ED tests are shown. 

 

4.4.1 Experimental determination of membrane resistance 

In Figure 48 the results of the experiments performed on the CEMs are reported 
both in terms of membrane resistance per unit area (Figure 48 a and b) and 
membrane conductivity (Figure 48 c and d). Results concerning single salt solutions 
as well as mixtures are reported. In general, membrane resistance is almost constant 
at higher concentration, while an increase can be observed in the low current range 
(for concentrations lower than 100 meq/l). Single salt measurements (Figure 48 a) 
show that CEMs are strongly affected by the type of cation in solution, as the 
resistance increases of almost one order of magnitude when switching from Na+ to 
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divalent ions. In addition, the value of the resistance with mixtures falls slightly 
above the Na+, indicating that the presence of small amount of divalent ions in 
solution increases the membrane resistance compared with the pure NaCl case. Of 
course, this increase is more when Ca2+ and Mg2+ are present at the same time rather 
than when only one of them is mixed with Na+. 

 

 

Figure 48. Experimental results of the membrane resistance measurements 
for the Fujifilm Type 10 cation exchange membrane with NaCl, MgCl2 and 
CaCl solutions. a) Resistance per unit area of single salt and 3-salts 
solutions, b) Resistance per unit area of 2-salts and 3-salts solutions, c) 
Membrane conductivity of single salt and 3-salts solutions, d) Membrane 
conductivity of 2-salts and 3-salts solutions. 

By expressing the results in terms of membrane conductivity, it was possible to 
rearrange the data in order to find a correlation that expresses the ion conductivity 
of the mixture (𝜎𝑀𝐼𝑋) as a function of the single salt IEM conductivities (𝜎𝑖). In 
particular, the following expression was adopted: 
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𝜎𝑀𝐼𝑋 = ∑ 𝜎𝑖(𝑐𝑖)

𝑖

+ 𝜒 (84) 

where 𝜎𝑖  is a continuous function fitted from the experiments and valid for the 
analysed range of concentrations and 𝜒 represents the ion interaction coefficient 
that accounts for the deviation from the simple additivity of the conductivities. 
According to the results, the interaction coefficient varies less than 30% over more 
than one order of magnitude of concentrations. Therefore, as a first approximation, 
the value of 𝜒 was considered constant. In particular, this value was found equal to 
-3.23 mS/cm for NaCl-MgCl2, -3.11 mS/cm for NaCl-CaCl2 and -4.56 mS/cm for 
NaCl- MgCl2-CaCl2. 

Figure 49 shows membrane resistance and conductivity results for the AEM in 
presence of the 3 different cations. Differently from what was previously observed 
with the CEM, lower values for the resistance (and thus higher for the conductivity) 
were generally found. In addition, the change in conductivity in presence of different 
cations is much lower. This can be explained by the fact that the AEM is mainly 
crossed by anions (which in this case are always Cl-) while only a small amount of 
cations is able to pass through due to the non-ideal selectivity. Another critical 
aspect of the AEM’s results is that, due to the lower values of the resistance, the 
values estimated at low concentrations are characterised by large error bars. This is 
because in the low current range the channel resistance is particularly high 
compared to the residual membrane resistance that, according to the procedure 
described in section 4.3, is indirectly calculated by subtracting the channels’ 
resistance. 

The same correlation adopted for the CEM conductivity (eq. (85)) was used for the 
AEM case. However, given the high uncertainty related to the values estimated at 
low concentrations, the first points of the single salt conductivity (Figure 49 c) were 
ignored and concentration-independent single salt membrane conductivity was 
assumed. In this case, the value of 𝜒 was -8.33 mS/cm for NaCl-MgCl2, -7.06 mS/cm 
for NaCl-CaCl2 and -13.86 mS/cm for NaCl- MgCl2-CaCl2. 
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Figure 49. Experimental results of the membrane resistance measurements 
for the Fujifilm Type 10 anion exchange membrane with NaCl, MgCl2 and 
CaCl solutions. a) Resistance per unit area of single salt and 3-salts 
solutions, b) Resistance per unit area of 2-salts and 3-salts solutions, c) 
Membrane conductivity of single salt and 3-salts solutions, d) Membrane 
conductivity of 2-salts and 3-salts solutions. 

 

4.4.2 Model validation 

In order to test the reliability of the model, simulation results were compared with 
the experimental data of the ED tests. For the sake of brevity, only the results from 
single and multistage operations with 30 g/l TDS feed were reported. 

It is worth noting that for all the simulations, the correlations mentioned in section 
4.4.1 were used for the estimation of membrane resistance, while a first estimation 
of single ion diffusivities (reported in Table 9) was used. 
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Table 9. Values of the single ion IEM diffusivities used to perform the 
simulations. 

𝐷𝑖
𝐼𝐸𝑀 

(m2/s) 

Na+ Mg2+ Ca2+ Cl- 

AEM 4E-12 2E-13 2E-13 4E-12 

CEM 4E-12 2E-13 2E-13 4E-12 

 

Figure 50 shows the model validation for the single stage case. In particular, the 
outlet concentration of the three cations (Figure 50 a, b and c) as well as the voltage 
at different currents (Figure 50 d) are depicted. The comparison shows a very good 
agreement for the concentrations and in particular for Na+ and Mg2+, while a slightly 
higher discrepancy is observed for Ca2+, mainly due to the lower concentration 
values that are intrinsically more sensitive to the mismatch. On the other hand, 
higher errors are observed in the prediction of the voltage, with the discrepancy that 
increases with the current, and thus becomes higher when getting closer to the 
limiting current. This indicates that the model slightly underestimates the stack 
resistance for a reason that still needs to be identified. An explanation can be 
attributed to a change in the behaviour of the membrane at higher currents, 
although this still needs to be demonstrated. 
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Figure 50. Comparison of experimental data with model predictions for a 
single stage ED process. a) Na+ outlet concentration, b) Mg2+ outlet 
concentration, c) Ca2+ outlet concentration and d) applied voltage at 
different currents. 30 g/l TDS feed, 0.5 cm/s flow velocity, 270 µm woven 
spacers, 10x10 cm2 stack area, Fujifilm Type 10 membranes. 

Figure 51 shows the model validation for the multistage case. Here, outlet cations’ 
concentration are reported per each stage. As for the single stage case, a very good 
match of simulative results with experimental data was observed for the outlet 
concentrations for the 3 cations. Again, the model shows an underestimation of the 
voltage. However, the qualitative trend is well replicated as, at each stage, the points 
were taken at 80% of the LCD. This indicates again that the underestimation of the 
voltage is related to how close to the LCD the unit is operating. 
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Figure 51. Comparison of experimental data with model predictions for a 
three-stages ED process. a) Na+ outlet concentration, b) Mg2+ outlet 
concentration, c) Ca2+ outlet concentration and d) applied voltage per stage. 
30 g/l TDS feed, 0.5 cm/s flow velocity, 270 µm woven spacers, 10x10 cm2 
stack area, Fujifilm Type 10 membranes. 

  

Na+

Ca2+

Mg2+

0

100

200

300

400

500

600

700

800

0 1 2 3

C 
(m

eq
/l

)

Stage

0

20

40

60

80

100

120

140

160

180

0 1 2 3

C 
(m

eq
/l

)

Stage

0

5

10

15

20

25

30

35

40

0 1 2 3

C
 l(

m
e

q
/l

)

Stage

0

1

2

3

4

5

6

7

8

9

10

0 1 2 3

V
 (

V
)

Stage

a) b)

c) d)



119 

 

5 Optimisation of hybrid schemes for low 
energy seawater desalination 

 

In this section, the steady state ED model presented in chapter 2 was used to analyse 
possible process schemes for the treatment of seawater feeds. In this context, 
articulated layouts such as multistage and RED-ED integrated process are of 
particular interest. 

The advantages of a multistage configuration were already discussed in sections 1.1.2 
and 2.4.1, where the possibility of lowering the energy consumption was 
demonstrated. On the other hand, RED-ED process was shown in section 1.4.7, 
where the need for optimisation studies was highlighted. In particular, in this 
section the RED process as pre-treatment step was taken into account (coupling of 
unit I and II with reference to Figure 16). 

Therefore, an optimisation study was performed on those two process schemes with 
the aim of producing a first assessment of their potential viability in terms of cost 
and energy consumption. The optimisation tool of gPROMS Modelbuilder was used 
for these studies. 

5.1 Multistage electrodialysis 

An optimisation study of a multistage ED system was performed. In particular, the 
study was focused on a 3 stages plant with fixed dimensions (i.e. length and width) 
that has to desalt a 30 g/l feed having a fixed production capacity of 200 m3/d and 
a target concentration of the product water of 0.25 g/l. Table 10 presents a summary 
of the fixed variables of the problem under study. 
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Table 10. List of the fixed variables, control variables and constraints of the 
optimisation problem for the multistage system. Length and width are the 
same for each stage. Spacer thickness is taken as an enumerated variable 
where only 150, 270, 500 and 1000 µm can be chosen. 

 

Fixed 

variables 

𝑪𝑰𝑵 

(g/l) 

𝑪𝑫
𝑶𝑼𝑻  

(g/l) 

𝑸𝑫
𝑶𝑼𝑻,𝒕𝒐𝒕

  

(m3/d) 

𝑳  

(cm) 

𝒃  

(cm) 

Type of 
membranes 

 
30 0.25 200 50 50 

FUJIFILM 

Type 10 

Control  

variables 

𝑸𝑪
𝑰𝑵,𝒕𝒐𝒕 

(m3/d) 

𝑽𝒕𝒐𝒕,𝒊 

(V) 

𝑵𝒄𝒑,𝒊  

 

𝜹𝑪,𝒊 

(µm) 

𝜹𝑫,𝒊 

(µm) 

 
0 - 500 0 - 1000 1 - 2000 

150 - 
1000 

150 - 
1000 

Constraints 
𝑰/𝑰𝒍𝒊𝒎 

 

𝒖𝑪,𝒊 

(cm/s) 

𝒖𝑫,𝒊  

(cm/s) 

𝑸𝑪
𝑰𝑵/𝑸𝑫

𝑰𝑵 

 

 
0 - 0.9 0.5 - 5 0.5 - 5 0.5 - 2 

 

The optimisation problem aimed at minimising a simplified cost function that takes 
into account the energy of the units as well as the pumping energy (not considering 
efficiencies) in calculating the operating cost, while only a simplified parameter 
proportional to the membrane area and that accounts for IEMs, spacers and 
assembling was considered as fixed costs: 

𝑇𝑜𝑡. 𝐶𝑜𝑠𝑡 = 𝐶𝑜𝑠𝑡𝑂𝑃 + 𝐶𝑜𝑠𝑡𝐹𝐼𝑋 =  𝐸𝑛. 𝐶𝑜𝑠𝑡 ∗ 𝐸𝑠𝑝𝑒𝑐
𝑇𝑂𝑇 +

𝑆𝑡𝑎𝑐𝑘 𝐶𝑜𝑠𝑡 ∗ 2𝐴 ∗ ∑ 𝑁𝑐𝑝,𝑖
𝑁𝑠
𝑖=1

𝑄𝐷
𝑂𝑈𝑇 ∗ 𝑆𝑡𝑎𝑐𝑘 𝐿𝑖𝑓𝑒

 
(85) 

 

where 𝐸𝑛. 𝐶𝑜𝑠𝑡 is the cost of energy expressed in €/kWh, 𝑆𝑡𝑎𝑐𝑘 𝐶𝑜𝑠𝑡 is the cost of 
the stack in €/m2 and was assumed proportional to the cost of the membranes. 
𝑆𝑡𝑎𝑐𝑘 𝐿𝑖𝑓𝑒 is the expected life of the stack that, for the sake of unit consistency is 
expressed in seconds. In the analysed case, 𝐸𝑛. 𝐶𝑜𝑠𝑡  was taken as 0.1 €/kWh,  
𝑆𝑡𝑎𝑐𝑘 𝐶𝑜𝑠𝑡 as 30 €/m2 and 𝑆𝑡𝑎𝑐𝑘 𝐿𝑖𝑓𝑒 was assumed of 10 years. It is worth noting 
that the stack cost is relatively low as a future scenario with low cost IEMs is 
considered in the standard case. 

In order to achieve the desired minimisation, voltage, spacer thickness, and number 
of cell pairs per stage were taken as control variables together with the inlet 
concentrate flowrate (Table 10). It is worth noting that voltages were chosen instead 
of currents to allow an easier solving strategy. In addition, the spacers’ thickness was 
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taken as enumerated integer, so that only a limited number of choices (i.e. 150, 270, 
500, 1000 µm) were admissible. Therefore, a proper solver (already included in of 
gPROMS Modelbuilder) had to be chosen in order to deal with mixed integer 
problems. 

A set of constraints was also used in order to ensure the achievement of a feasible 
solution (Table 10). In particular, the velocity inside each channel was limited to the 
range between 0.5 and 5 cm/s and the ratio between the inlet flowrates was limited 
to the 0.5-2 range. Another essential constraint refers to the limiting current. Using 
the empirical correlation derived by La Cerva  for the same membranes used in this 
study, the allowable current in each stage was limited to a maximum of 90% of the 
limiting current.  

Stage

1 2 3

I 
(A

)

0

50

100

150
LCD
No LCD 

 

Figure 52. Current per stage with and without the LCD boundary for a 3 
stages ED system where voltages were adjusted to mimimise the energy 
consumption. Fixed variables and constraints are the same of Table 10, with 
the sole exception of LCD. 

In order to highlight the importance of using this constraint, a simple optimisation 
of the energy consumption was performed just using the voltages as control 
variables (𝑁𝑐𝑝,𝑖 = 500 and 𝛿𝐶,𝐷,𝑖 = 270 µm) both with and without accounting for the 

limiting current. Figure 52 shows the current per stage in the case of the application 
of the LCD boundary in comparison with the case in which this boundary is not 
considered. Interestingly, the aforementioned boundary results in a much higher 
current in the first 2 stages, so that only a very small part of the desalination takes 
place in the last stage, giving rise to a more inefficient (but feasible) stage. Another 
practical consequence of considering LCD is that the system requires a higher 
amount of energy, going from 5.6 to 6.8 kWh/m3. In general, the last part of the 
desalination is a very critical point, where working close to LCD is almost 
unavoidable. For this reason, in every case shown in this section the last stage always 
works at 90% of the limiting current. 
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Table 11. Summary of the main results of the cost optimisation of the 3 stage 
ED system with the conditions described in Table 10. 

𝑬𝒔𝒑𝒆𝒄
𝑻𝑶𝑻  

(kWh/m3) 
𝑻𝒐𝒕𝒂𝒍 𝑪𝒐𝒔𝒕  

(€/m3) 
𝑪𝒐𝒔𝒕𝑶𝑷 
(€/m3) 

𝑪𝒐𝒔𝒕𝑭𝑰𝑿 
(€/m3) 

𝑱𝒑  

(l/m2/h) 

𝑸𝑪
𝑰𝑵,𝒕𝒐𝒕 

(m3/d) 

2.4 0.35 0.24 0.11 3.5 467 

      

Stage 𝑰  

(A) 

𝑽 

(V) 

𝑵𝒄𝒑,𝒊 𝜹𝑪,𝒊 

(µm) 

𝜹𝑫,𝒊 

(µm) 

1 34.7 183 2000 270 150 

2 51.5 323 1979 270 150 

3 13.5 239 758 1000 150 
 

 

 

Figure 53. Voltage and current per stage of the cost optimised 3 stage ED 
system with the conditions described in Table 10. Cost of membranes 30 
€/m2, cost of energy 0.1 €/kWh. 

The results of the complete optimisation problem, where the cost function (eq.(85)) 
was minimised by using the control variables of Table 10, are summarized in Table 
11 and Figure 53. A minimum cost of 0.35 €/m3 was found for this 3 stages system. 
Of course, this would not be the final cost of water. However, it is a promising result 
that can give a good indication for comparing it with different schemes. This cost is 
associated with an energy consumption of 2.4 kWh/m3 which is a relatively low 
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energy consumption, fairly close to a typical RO consumption. Interestingly, the low 
energy consumption is also favoured by the high value of the inlet concentrate 
flowrate (corresponding to a flowrate ratio of 2), which minimises the concentration 
gradient throughout the stages. On the other hand, the water productivity is quite 
low compared to a typical value of an RO system (of about 20 l/m2/h), meaning that 
a larger amount of membrane area is required. The cell pair number decrease at each 
stage, becoming particularly low in the last one. This trend can be easily explained 
by the need to increase the flow velocity in order to avoid LCD issues. Unexpectedly, 
in the last stage the concentrate spacer thickness goes up to 1 mm. This result is a 
direct consequence of the velocity upper boundary constraint, as the thick spacer is 
used to compensate the low number of cell pairs. Finally, the diluate spacer 
thickness is the minimum allowed in each stage, in order to minimise the channel 
resistance and to increase the LCD. 

In order to identify possible ways of further improvement, the optimisation was 
repeated for different length of the stacks and for different number of stages. 

 

 

Figure 54. Cost optimisation results of the 3 stage ED system at different 
stacks’ length. a) Total cost, b) energy consumption and water productivity. 
Process conditions (except for the stack length) are the ones listed in Table 
10. Cost of membranes 30 €/m2, cost of energy 0.1 €/kWh. 

Figure 54 shows the results for the sensitivity to the stack length. The range 0.3-0.7 
m was analysed. As can be seen, having very short stacks causes a significant 
increase in the total cost due to a significant increase in the energy consumption that 
is not compensated by the lower amount of membrane area (Figure 54 b). On the 
other hand, longer stacks allow lower cost due to lower energy consumptions, even 
though the water productivity decreases. After 0.6 m the decrease in energy 
consumption becomes negligible, water productivity prevails and the total costs 
start to rise. Nevertheless, the cost difference between 0.5 and 0.6 is so small that a 
difference can be hardly seen. 
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Figure 55. Cost optimisation results of the multistage ED system at different 
number of stages. a) Total cost, b) energy consumption and water 
productivity. Process conditions (except for number of stages) are the ones 
listed in Table 10. Cost of membranes 30 €/m2, cost of energy 0.1 €/kWh. 

The results for the sensitivity to the number of stages, is presented in Figure 55. 
Similarly to what happens when changing the stack length, going from 2 to 3 stages 
causes a significant reduction of the total cost, due to the reduction in the energy 
consumption that is almost not affected by the lower water productivity. On the 
other hand, longer stacks allow lower cost due to lower energy consumptions, even 
though the water productivity decreases. However, a further increase in the number 
of stages does not seem to have any advantages. In fact, with more than 4 stages the 
total cost increases as the membrane area increases (i.e. water productivity 
decreases) while the energy consumption does not get lower. 

From the previous sensitivity analyses, it is clear how at the chosen stack cost (i.e. 
30 €/m2) the energy consumption represents the limiting factor of the cost function. 
In order to have a further proof of this, the results of the cost optimisation were 
compared with the results of the optimisation of the energy consumption. 
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Figure 56. Cost optimisation vs energy optimisation results of the 3 stage ED 
system. a) Number of cell pairs per stage, b) concentrate channel thickness 
per stage, c) current per stage, d) diluate channel thickness per stage. 
Process conditions are listed in Table 10. Cost of stack 30 €/m2, cost of 
energy 0.1 €/kWh. 

Figure 56 shows the results of the comparison between cost and energy optimisation 
in therms of number of cell pairs, current and channels’ thickness. As can be seen, 
the number of cell pairs is the same for the first stage, almost equal in the second 
one while a small different appears in the last one. The same thing applies to the 
current per stage. On the other hand, concentrate and diluate thickness are the same 
in the two scenarios. In general, a very similar optimal configuration is found when 
minimising the total cost and the energy consumption, confirming that the latter has 
the highest impact in the cost function. 

Clearly, if the cost of the stack changes, the relative impact that energy and 
membranes have in the cost function changes. This effect is represented in Figure 
57, where a sensitivity analysis on the cost of the stack was performed, analysing the 
range that goes from 15 to 120 €/m2.  
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Figure 57. Cost optimisation results of the 3 stage ED system at different cost 
of the stack per m2. a) Total cost, b) energy consumption and water 
productivity. Process conditions are the ones listed in Table 10. Cost of 
energy 0.1 €/kWh. 

Besides the straightforward conclusion indicating that, increasing the stack cost the 
total cost increases (Figure 57 a), an important conclusion can be driven by 
comparing the behaviour of  the specific energy consumption and the water 
productivity. Both of these quantities have a very similar increasing trend with the 
stack cost. Therefore, the higher is the membrane cost, the higher will be the optimal 
energy consumption. In the same way, the water productivity will also be higher, 
indicating a reduction in the IEM area. 

At a very high stack cost, one would expect the cost and the energy optimisation to 
have very different outcomes. For this reason, the same detailed comparison done 
for the 30 €/m2 case (Figure 56), was repeated for 120 €/m2 and presented in Figure 
58. 
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Figure 58. Cost optimisation vs energy optimisation results of the 3 stage ED 
system. a) Number of cell pairs per stage, b) concentrate channel thickness 
per stage, c) current per stage, d) diluate channel thickness per stage. 
Process conditions are listed in Table 10. Cost of the stack 120 €/m2, cost of 
energy 0.1 €/kWh. 

Figure 58 shows the comparison between cost and energy optimisation for the 
highest stack cost considered in the sensitivity analysis. Differently from the 30 
€/m2 case, the two optimisation have very different outcomes. Although the spacers’ 
thickness is almost the same (except for the concentrate in the first stage and for the 
diluate in the last one), the number of cell pairs and the current per stage differ 
significantly. Interestingly, in the cost optimisation the number of cell pairs is always 
lower, proving that, at this stack cost, is crucial to minimise the membrane area. 

 

5.2 RED-ED integrated process 

The optimisation study shown in the previous section was also performed for the 
RED-ED integrated system shown in Figure 59. The RED system is used as pre-
treatment step to achieve a pre-dilution of the seawater feed. In addition, the pre-
treatment unit can work as RED, scRED and ARED based on the sign of 𝑉 𝑜𝑎𝑑, which 
represent the voltage of the external load of the RED system (Figure 59). In 
particular, if 𝑉 𝑜𝑎𝑑>0  a passive element is connected to the RED unit that is working 
with its standard configuration, if 𝑉 𝑜𝑎𝑑=0 the unit is working in short-circuit and if 
𝑉 𝑜𝑎𝑑 <0  an active element (i.e. voltage generator) is connected to the unit that is 
working in ARED mode. 

For the sake of clarity, it should be noted that in order to simulate the RED unit, the 
model presented by La Cerva et al. [6,457] was used.  
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Figure 59. Schematic representation of the RED-ED plant. Symbols of 
flowrates and concentrations of the main streams as well as of the 
applied/produced voltage are reported. 

As for the multistage case, the study was focused on plant with fixed dimensions (i.e. 
length and width) that has to desalt a 30 g/l feed having a fixed production capacity 
of 200 m3/d and a target concentration of the product water of 0.25 g/l. In addition, 
a 1 g/l impaired water is used as dilute stream in the RED unit. Table 12 presents a 
summary of process conditions for the optimisation problem. 

Table 12. List of the fixed variables, control variables and constraints of the 
optimisation problem for the RED-ED system. Length and width are the 
same for each stage. Spacers’ thickness is taken as an enumerated variable 
where only 150, 270, 500 and 1000 µm can be chosen. 

Fixed 

variables 

𝑪𝒇
𝑰𝑵 

(g/l) 

𝑪𝒊𝒎𝒑
𝑰𝑵   

(g/l) 

𝑪𝑫
𝑶𝑼𝑻  

(g/l) 

𝑸𝑫
𝑶𝑼𝑻,𝒕𝒐𝒕

  

(m3/d) 

𝑳  

(cm) 

𝒃  

(cm) 

Type of 
membranes 

 
30 1 0.25 200 50 50 

FUJIFILM 

Type 10 

Control  

variables 

𝑸𝒊𝒎𝒑
𝑰𝑵,𝒕𝒐𝒕 

(m3/d) 

𝑽𝒍𝒐𝒂𝒅 

(V) 

𝑽𝒕𝒐𝒕 

(V) 

𝑸𝒊𝒎𝒑
𝑰𝑵

/𝑸𝑫
𝑰𝑵 

 

𝑵𝒄𝒑,𝒊  

 

𝜹𝑪,𝒊 

(µm) 

𝜹𝑫,𝒊 

(µm) 

 
0-500 

-300 -
300 

0 - 
1000 

0.5-2 
1 - 

2000 
150 -
1000 

150 -
1000 

Constraints 
𝑰/𝑰𝒍𝒊𝒎 

 

𝒖𝑪,𝒊 

(cm/s) 

𝒖𝑫,𝒊  

(cm/s) 

𝑸𝒇
𝑰𝑵/𝑸𝒊𝒎𝒑

𝑰𝑵  

 

 
0 - 0.9 0.5 - 5 0.5 - 5 0.5 - 2 

 

(A)RED ED



129 

 

The optimisation study aimed at minimising the cost function of eq.(85), where 𝐸𝑠𝑝𝑒𝑐
𝑇𝑂𝑇  

has the same meaning as in eq.(53). The only difference is in the sign of the power 
of RED unit that is negative (i.e. produced) when working in standard RED mode 
and positive in the other configurations (i.e. consumed power). In order to achieve 
the desired minimisation, spacer thickness and number of cell pairs where taken as 
control variables for both RED and ED. In addition, 𝑉 𝑜𝑎𝑑, ED applied voltage, the 
impaired water flowrate entering in the RED unit and the feed ration in ED were 
also considered  (Table 12). Similarly to the multistage optimisation, the spacers’ 
thickness was considered as enumerated integer, where only a limited number of 
choices (i.e. 150, 270, 500, 1000 µm) could have been taken.  

The channel velocity of both units was limited to the range between 0.5 and 5 cm/s 
and the ratio between the RED inlet flowrates was limited to the 0.5-2 range. Finally,  
the same LCD constraint described in section 5.1 was kept for the ED unit. For the 
complete list of fixed, controlled and constrained variables it is possible to refer to  
Table 12. 

Table 13. Summary of the main results of the cost optimisation of the RED-
ED system with the conditions described in Table 12. 

𝑬𝒔𝒑𝒆𝒄
𝑻𝑶𝑻  

(kWh/m3) 
𝑻𝒐𝒕𝒂𝒍 𝑪𝒐𝒔𝒕  

(€/m3) 

𝑪𝒐𝒔𝒕𝑶𝑷 
(€/m3) 

𝑪𝒐𝒔𝒕𝑭𝑰𝑿 
(€/m3) 

𝑱𝒑  

(l/m2/h) 

𝑸𝒊𝒎𝒑
𝑰𝑵,𝒕𝒐𝒕 

(m3/d) 
3.5 0.42 0.35 0.07 4.9 362 

      

Stage 𝑰  

(A) 

𝑽 

(V) 

𝑵𝒄𝒑,𝒊  

 

𝜹𝑪,𝒊 

(µm) 

𝜹𝑫,𝒊 

(µm) 

RED 53.1 -178 2000 150 150 

ED 45.3 417 1377 270 150 

 

Table 13 summarises the cost optimisation results. A minimum cost of 0.42 €/m3 
was found for this system. Despite the higher water productivity, this cost is higher 
than what was shown for the multistage system mainly due to the higher energy 
consumption of 3.5 kWh/m3. It is interesting to note that, differently from the 
multistage case, the impaired water inlet flowrate has a value close to the 
concentrate flowrate (i.e. flowrate ratio ~1). In this case, the value of the flowrate is 
a trade-off between maximising the dilution (for which the diluate flowrate should 
be as high as possible) and minimising pumping energy and channel resistance. In 
addition, the concentrate flowrate in ED is half of the diluate one, meaning that in 
this case the most advantageous thing is the maximisation of the amount of product 
rather than the minimisation of the concentration gradient. 

An important outcome of this optimisation is that, in these conditions, the most 
important role of RED unit is the dilution rather than the energy production. This 
can be seen from Table 13 that shows a negative voltage in RED, indicating that the 
unit is working in assisted mode. 
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In order to explore the system, a sensitivity analysis on the channel length was 
performed. 

 

Figure 60. Cost optimisation results of the RED-ED system at different RED 
and ED stacks’ length. a) Total cost, b) energy consumption and water 
productivity. Process conditions (except for the stack length) are the ones 
listed in Table 12. Cost of the stack 30 €/m2, cost of energy 0.1 €/kWh. 

Graphs in Figure 60 show what happens to the total cost, the energy consumption 
and the water productivity when changing the channels’ length. The total cost clearly 
follows the energy consumption trend that decreases with the length. The drop of 
the water productivity does not seem to significantly affect the cost, even though the 
length was increased up to 1 m. 

The role of the energy consumption as limiting factor in the cost function can be seen 
also comparing cost and energy optimisation that, as shown in Figure 61, lead to a 
very similar configuration. 
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Figure 61. Cost optimisation vs energy optimisation results of the RED-ED 
system. a) Number of cell pairs per stage, b) concentrate channel thickness 
per stage, c) current per stage, d) diluate channel thickness per stage. 
Process conditions are listed in Table 12. Cost of the stack 30 €/m2, cost of 
energy 0.1 €/kWh. 

In order to study the system behaviour at different stack cost, a sensitivity on this 
parameter was carried out. 

 

 

 

Figure 62. Cost optimisation results of RED-ED system at different cost of 
the stack per m2. a) Total cost, b) energy consumption and water 
productivity. Process conditions are the ones listed in Table 12. Cost of 
energy 0.1 €/kWh. 
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Results of the stack cost sensitivity (Figure 62) shows that energy consumption 
remains the limiting factor even when the cost of the stack goes up to 120 €/m2. This 
can be deduced by the fact that, although the total cost increases, the specific energy 
consumption and the water productivity have an almost flat trend. 

This particularly strong limitations given by the specific energy consumption, 
suggests that the system can further improve by adding an additional stage. 
Therefore, a RED-ED-ED system was also studied. 

The optimisation was carried out using the same process conditions as before (see 
Table 12), where the ED controls and constraints were applied to both stages. 

Table 14. Summary of the main results of the cost optimisation of the RED-
ED-ED system with the conditions described in Table 12 (same conditions 
apply to both ED units). 

𝑬𝒔𝒑𝒆𝒄
𝑻𝑶𝑻  

(kWh/m3) 
𝑻𝒐𝒕𝒂𝒍 𝑪𝒐𝒔𝒕  

(€/m3) 

𝑪𝒐𝒔𝒕𝑶𝑷 
(€/m3) 

𝑪𝒐𝒔𝒕𝑭𝑰𝑿 
(€/m3) 

𝑱𝒑  

(l/m2/h) 

𝑸𝒊𝒎𝒑
𝑰𝑵,𝒕𝒐𝒕 

(m3/d) 
2.42 0.35 0.24 0.11 3.5 372 

      

Stage 𝑰  

(A) 

𝑽 

(V) 

𝑵𝒄𝒑,𝒊  

 

𝜹𝑪,𝒊 

(µm) 

𝜹𝑫,𝒊 

(µm) 

RED 
38.9 -86.4 2000 150 150 

ED 1 
37.2 336 2000 150 150 

ED 2 
13.4 241 759 500 150 

 

Table 14 shows the results for the cost optimisation of the RED-ED-ED plant. Also 
in this case, the first unit works in ARED mode as shown by the value of the voltage. 
Adding a second ED stage, the total cost as well as the specific energy consumption 
drops significantly, reaching the same cost per m3 of produced water that was found 
in multistage ED at the same water productivity.  

Whether RED-ED is more convenient than multistage ED or not depends on 
multiple factors such as cost and availability of seawater and impaired water. The 
main difference between the two configurations is that the presence of the impaired 
water significantly reduces the total amount of seawater that is required to produce 
the desired amount of drinking water (~700 m3/d for multistage vs ~400 m3/d for 
RED-ED), thus significantly reducing the recovery rate. 
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Conclusions 
 

This thesis aimed at exploring new potentials of the electrodialysis process through 
the development of simulation tools, experimental investigations and process 
simulations, paving the way to a revival of this desalination technology by 
investigating poorly explored applications. 

A comprehensive review on the ED process was firstly reported, critically analysing 
recent developments, criticalities and literature gaps. 

Then, a novel ED hierarchical model was presented for both brackish water and 
seawater desalination. The model was validated by comparison with original 
experimental data showing a good agreement with experiments in a wide range of 
inlet concentrations, from brackish water to seawater applications. The main 
advantage of the hierarchical structure is the possibility to simulate complex 
schemes and operational strategies, allowing for higher flexibility and a wider 
applicability of the simulation tool. In particular, two representative examples have 
been presented, i.e. seawater multistage desalination and brackish water batch 
desalination. For the case of seawater multistage desalination, it was shown how the 
energy consumption could be drastically reduced by segmenting the operation, 
reducing the energy consumption from 4.59 kWh/m3 to 1.94 kWh/m3 only by 
changing the current distribution. Regarding the second example (brackish water 
batch desalination), the dynamic operation of a batch ED desalination unit was 
simulated. This has shown how to identify an optimal trade-off between desalination 
time and energy consumption and paving the way for the optimisation of the 
applied-voltage on a time-scale, similarly to what was shown for the multistage ED 
on the space-scale. 

Subsequent research activities focused on specific applications that required the 
analysis of the dynamic behaviour. 

In this context, the feasibility of the CED process has been proven with both 
experiments and modelling. A hierarchical dynamic model for the CED process has 
been presented for the first time. In particular, capacitive electrodes were modelled 
as an RC circuit distributed along the direction of the flowing solution. A set of 
experiments was performed with the aim of demonstrating the desalination 
capability of the CED system. In addition, an experimental characterisation of a set 
of capacitive electrodes was carried out and the collected data were used as input for 
the modelled RC circuit as well as to validate the CED model. Starting from a 
reference case, the model was used to assess the effect of different parameters on 
process performance in conditions closer to real desalination applications. By 
simulating the same scenario in the presence of an increased capacitance, it was 
possible to show that the presence of a high capacitance (i.e. 2 F/cm2) would ensure 
the feasibility of longer desalination cycles prior to the occurrence of a polarity 
inversion, thus maintaining the electrode voltage drop below the water splitting 
threshold and the outlet diluate concentration below the target for a longer time. 
However, it has been shown that a further increase in the capacitance would unlikely 
lead to great improvement. A sensitivity analysis for the electrode resistance has 
been also carried out, demonstrating how 50 Ω*cm2 is already a low value compared 
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to the Ohmic resistance of the membrane pile that is one order of magnitude higher. 
Finally, it has been shown how the increase in the number of cell pairs can change 
the effect of the electrodes, causing a shift in the limiting condition that controls the 
polarity switch frequency.  

Another important application in which the dynamic aspect is crucial is when the 
ED process is combined with renewable energy sources. For this reason, the 
simulated behaviour of the single pass ED process powered by a hybrid PV/Wind 
energy source was studied. Simulations were performed through the ED process 
model in both a yearly and daily time scale. In the yearly time scale, a quasi-steady 
state approach was adopted. 4 ED units working in parallel were simulated, in order 
to demonstrate how the process can work over the year within a wide range of 
flowrates (from a total diluate flowrate of 230 to 920 m3/d, corresponding to an 
absorbed power of 5 kW and 43 kW respectively, with this latter being 25% above 
the nominal operating condition), using the power produced by the simulated power 
source. The plant is able to operate for most of the year, even though it switches off 
for short periods during the winter due to the excessively low power, reaching a 
cumulative non-operational period of only 4.5 months. On the other hand, daily 
simulations aimed to study detailed process dynamics. Therefore, it was necessary 
to design a control system that is able to maintain the desired product concentration 
when the available power changes. By simulating the power variation over different 
reference days, it was shown that the controlled system works well in the entire 
range of flowrates, ensuring a stable operation and relatively short settling times of 
the outlet concentration, with maximum fluctuations of the set point lower than ± 
10%. Results indicated that, given the high flexibility and the fast and controllable 
process dynamics, ED proved its suitability in the presence of highly non-constant 
power sources. Therefore, the process could be successfully implemented in battery-
less polygeneration systems as a means of energy buffer. 

The implications of treating real multi-ionic feeds was investigated through the 
development of a more advanced ED model. The model mixes the semi-empirical 
hierarchical approach with the Nernst-Planck-Donnan theory for the description of 
microscopic transport and membrane equilibrium. The modelling approach led to 
the presence of 2 main characterisation parameters, namely the ion diffusion 
coefficient and the membrane resistance. An experimental campaign aimed at the 
identification of the latter parameter was presented together to a set of experimental 
data collected from ED experiments with multi-ionic feeds. Data on IEMs’ resistance 
showed how the membrane resistance is strongly affected by the solution 
composition, allowing the finding of an empirical correlation that was implemented 
into the model. Results from the ED experiments were involved in the model 
validation, where good prediction capabilities where shown, especially in the 
estimation of the outlet concentration of each ion. 

Finally, process optimisation was used in order to explore energetic and cost 

potential of ED for seawater desalination. In particular, multistage and RED-ED 

configurations were analysed. A 3-stages ED system was optimised with the aim of 

minimising the cost for the production of 200 m3/d of drinking water. The main 

process parameters such as stack geometry, applied voltages and feed ratio were 

modified during the optimisation. The final result indicated that it is possible to 
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reach 0.35 €/m3 when a stack cost of 30 €/m2 is considered, with the energy 

consumption being the main limiting factor. On the other hand, the RED-ED hybrid 

scheme can potentially reduce the overall consumption of seawater providing a pre-

dilution step with RED using and impaired water stream. However, the optimisation 

results (performed using the same approach as per the multistage case) showed a 

higher final cost of water that can be potentially lowered to 0.35 €/m3 adding an 

additional ED stage in the scheme. 

All the presented activities showed how ED can still nowadays make an impact in 

the field of desalination in terms of technological development (i.e. ED with 

capacitive electrodes), new applications (i.e. ED as energy buffer) and novel schemes 

for the reduction of energy consumption (i.e. RED-ED configuration).   
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List of abbreviations 
AC Alternate Current 

AEM Anion-Exchange Membrane 

BPM BiPolar Membrane 

CDI Capacitive DeIonisation 

CED Capacitive electrodialysis 

CEDI Continuous ElectroDeIonisation 

CEM Cation-Exchange Membrane 

DBL Diffusion Boundary Layer 

DC  Direct Current 

DES DESalination 

EBPM ElectroDialysis with Bipolar Membrane 

ED ElectroDialysis 

EDI Electro DeIonisation 

EDL Electrical Double Layer 

EDM ElectroDialysis Metathesis 

EDR ElectroDialysis Reversal 

EDTA EthyleneDiamineTetraAcetic 

EIS Electrical Impedance Spectroscopy 

ER Electrical Resistance 

FCDI Flow-electrode capacitive DeIonisation 

IEC Ion-Exchange Capacity 

IEM Ion-Exchange Membrane 

IMC Internal model control 

IPN InterPenetrating Network 

LCD Limiting current density 

MV MonoValent selective membrane 

NP Nernst-Planck 

PEF Pulsed Electrical Field 

PV PhotoVoltaic 

RED Reverse ElectroDialysis 

RO Reverse Osmosis 
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SED SelElectroDialyis 

SGP Salinity Gradient Power 

sIPN Semi-InterPenetrating Network 

TDS Total dissolved solids 

TMS Teorell-Meyer-Sievers 

TRL Technological Readiness Level 

WT Wind turbine 

ZLD Zero Liquid Discharge 

 

List of symbols 
𝐴  Membrane area (m2) 

𝐴𝑟 Rotor area (m2) 

𝑎1 Parameter of Islam et al.’ equation (𝐴𝑜) 

𝑎 Activity (mol/m3 ) 

𝐴1  Debye-Huckel constant 

𝐵 Constant of WT model (K/km) 

𝑏 Membrane width (m) 

𝑏′ Constant of Pitzer’s equation 

𝐵′ Parameter of Islam et al.’ equation (m1/2/mol1/2)  

𝐵′
1 Parameter of Islam et al.’ equation (S m3 / mol3/2) 

𝐵′
2 Parameter of Islam et al.’ equation (m3/2/mol1/2) 

𝐵𝛾 Second virial coefficient of Pitzer’s equation (kg/mol) 

𝐵𝜑 Second virial coefficient of Pitzer’s equation (kg/mol) 

𝐶 Concentration (mol/m3) 

𝐶𝛾 Third virial coefficient of Pitzer’s equation (kg2/mol2) 

𝐶𝜑 Third virial coefficient of Pitzer’s equation (kg2/mol2) 

𝑐𝑒  Specific capacitance (F/m2) 

𝑐𝑝 Wind turbine power coefficient 

𝐶𝑜𝑠𝑡𝐹𝐼𝑋 Stack cost (€/m3) 

𝐶𝑜𝑠𝑡𝑂𝑃 Energy cost (€/m3) 
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𝐷 Diffusion coefficient (m2/s) 

𝐷𝑠𝑎 𝑡 Salt permeability coefficient of one IEM (m2/s) 

𝑑
𝑒𝑞

 Equivalent diameter (m) 

𝐸𝑠𝑝𝑒𝑐 Specific energy consumption (J/m3) 

𝐸𝑠𝑝𝑒𝑐
𝑠𝑎 𝑡  Salt-specific energy consumption (J/mol) 

𝐸𝑛. 𝐶𝑜𝑠𝑡 Cost of the energy (€/kWh) 

𝑓 Darcy friction coefficient 

𝑓𝑆 Shadow factor 

𝐺𝑇 Insolation (W/m2 ) 

𝐼 Current (A) 

𝐼𝐿 Photocurrent (A) 

𝐼𝑜 Diode reverse saturation current (A) 

𝑖 Current density (A/m2) 

𝐽 Flux (mol/m2/s) 

𝐽𝑃 Apparent product flux (l/m2/h) 

𝐾 Process gain (g s/m3 l) 

𝑘 Boltzmann constant (J/K) 

𝑘𝑚 Mass transfer coefficient (m/s) 

𝐾𝐶 Controller gain (m3 l/g s) 

𝐿 Channel length (m) 

𝐿𝑝 Water permeability (m3/Pa/s/m2) 

𝑚 Molal concentration (mol/kg) 

𝑀𝑤 Molecular weight (g/mol) 

𝑛1 Constant of membrane resistance correlation 

𝑛2 Constant of membrane resistance correlation 

𝑁𝑐𝑝 Number of cell pairs in a stack 

𝑁𝑀 Number of PV module connected in series 

𝑁s Number of stages 

𝑃 Power consumption (W) 

∆𝑝 Pressure drop (Pa) 

𝑄 Volumetric flow rate (m3/s) 
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q Volumetric flux (m3/m2/s) 

𝑅𝐺  Universal gas constant (J/mol/K) 

𝑅 Areal electrical resistance (Ωm2) 

𝑅𝑠 PV module series resistance (Ω) 

𝑅𝑒 Reynolds number 

𝑠 Independent variable in the Laplace domain 

𝑆ℎ Sherwood number 

𝑆𝑡𝑎𝑐𝑘 𝑐𝑜𝑠𝑡 Capital cost of the stack (€/m2) 

𝑆𝑡𝑎𝑐𝑘 𝑙𝑖𝑓𝑒 Expected stack life (s) 

𝑡𝐼𝐸𝑀 Membrane transport number  

𝑡𝑆𝑂𝐿 Solution transport number 

𝑡 Time (s) 

𝑇 Temperature (K) 

𝑇𝐼𝐸𝑀 Integral transport number 

𝑇𝑜𝑡. 𝐶𝑜𝑠𝑡 Total cost (€/m3) 

𝑢 Velocity (m/s) 

𝑉 Voltage drop (V) 

�̅� Partial molar volume (m3/mol) 

𝑉𝑐𝑝 Voltage drop over a cell pair (V)  

𝑉𝑒 
𝑗 Electrode j voltage drop (V) 

𝑉𝑡𝑎𝑛  Tank volume (m3) 

𝑉𝑡𝑜𝑡 Overall voltage drop (V) 

𝑉10𝑐𝑝 Voltage drop over 10 cell pairs (V) 

𝑤 Total water transport number 

𝑥 Coordinate in the direction of the main flow (m) 

𝑦 Coordinate in the direction perpendicular to the membrane (m) 

𝑧 Altitude (km) 
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Greek letters 

𝛼 Permselectivity 

𝛼𝑤 Parameter of Von Karman correlation 

𝛽(0) Parameter of Pitzer’s equation 

𝛽(1) Parameter of Pitzer’s equation 

𝛾 Activity coefficient 

𝛾𝑃𝑉 Empirical PV curve-fitting parameter 

𝛿 Channel, DBL or membrane thickness (m) 

휀 Error (g/l) 

휀𝑮 Material bang gap energy 

휁 Damping coefficient 

휂 Non-Ohmic voltage drop (V) 

𝜇𝐼𝑠𝑐 Temperature coefficient of Isc at ref. condition (A/K) 

𝜇𝑉𝑜𝑐
 Temperature coefficient of Voc at ref. condition (V/K) 

Λ Equivalent conductivity (S m2/mol) 

Λ0 Equivalent conductivity at infinite dilution (S m2 / mol) 

𝜈 Van’t Hoff coefficient 

𝜈𝑤𝑖𝑛𝑑 Wind speed (m/s) 

𝜉 Current efficiency 

𝜋 Osmotic pressure (Pa) 

𝜌 Air density (kg/m3) 

𝜌𝑤 Density (kg/m3) 

𝜎 Conductivity (mS/cm) 

𝜎𝑒  Surface charge density (C/m2) 

𝜏𝐷 Derivative control time constant (s) 

𝜏𝐼 Integral control time constant (s) 

𝜒 Ion interaction coefficient (mS/cm) 

𝜑 Osmotic coefficient 

𝜓 Viscosity of solution (Pa s) 

 

Subscripts and superscripts 
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𝐴𝐸𝑀 Anion-exchange membrane 

𝑎𝑣 Average 

𝑏𝑙𝑎𝑛𝑘 Blank 

𝑏𝑢𝑙𝑘 Solution bulk 

𝐶 Concentrate 

𝐶𝐸𝑀 Cation-exchange membrane 

𝑐𝑜 Co-ion 

𝑐𝑜𝑛𝑑 Conductive 

𝑐𝑜𝑢𝑛𝑡𝑒𝑟 Counter-ion 

𝐷 Dilute 

𝑑𝑖𝑓𝑓 Diffusive 

𝐷𝑜𝑛 Donnan 

𝑒𝑙𝑒𝑣 Height above the ground (elevation) 

𝑒𝑜𝑠𝑚 Electroosmotic 

𝑓𝑖𝑥 Fixed charges 

𝑒𝑙 Capacitive electrode 

𝑒𝑞 Equivalent circuit 

𝑖 Species i (cation or anion) 

𝐼𝐸𝑀 Ion-exchange membrane (anion, AEM, or cation, CEM) 

𝐼𝑁 Inlet 

𝑖𝑛𝑡 Solution-membrane interface 

𝑖𝑜𝑛 Ion 

𝐿 Left 

𝑚𝑝 Point of maximum power 

𝑁𝑠 Number of stacks 

𝑜𝑐 Open-circuit 

𝑜𝑠𝑚 Osmotic 

𝑂𝑈𝑇 Outlet 

𝑅 Right  

𝑟𝑒𝑓 Reference condition 

𝑠𝑐 Short-circuit 
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𝑆𝑂𝐿 Solution (dilute, D, or concentrate, C) 

𝑠𝑠 Steady state 

𝑡𝑎𝑛𝑘 Tank 

𝑡𝑜𝑡 Total 

𝑤 Water 
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