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Abstract In this paper improved fast summations are introduced to enhance a
meshfree solver for the evolution of the electromagnetic fields over time. The orig-
inal method discretizes the time-domain Maxwell’s curl equations via Smoothed
Particle Hydrodynamics requiring many summations on the first derivatives of
the kernel function and field vectors at each time step. The improved fast Gauss
transform is properly adopted picking up the computational cost and the memory
requirement at an acceptable level preserving the accuracy of the computation.
Numerical simulations in two-dimensional domains are discussed giving evidence
of improvements in the computation compared to the standard formulation.

Keywords Numerical Approximation · Improve Fast Gauss Transform ·
Smoothed Particle Hydrodynamics · Maxwell’s equations

1 Introduction

Despite the success of the mesh based methods in the analysis of widely areas of
the engineering and physical science a number of faults in handling physical prob-
lems occurs involving large deformations, high gradients or moving discontinuities.
Recently, the new generation of so-called meshfree methods has emerged and is
profoundly influencing many branches of applied science [4,6,7,12]. One of the
most distinguished feature about these methods is that no explicit mesh is needed
in the formulation. As a part of this family,the Smoothed Particle Hydrodynamics
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(SPH) method, developed by Gingold, Monaghan [8] and Lucy [13] in 1977 to
analyze astrophysical problems, has been later adopted in various areas of science
and engineering [5,10,11,14,16]. It has shown very appropriate in computational
electromagnetics too and produces results comparable to those obtained with the
Finite Di↵erence Time Domain (FDTD) method [19], which can be assumed rep-
resentative of conventional techniques used in practice. The authors applied the
method in simulating electromagnetics transients [1–3]. Nevertheless, in discretiz-
ing time-domain Maxwell’s curl equations many summations are required on the
first derivatives of the kernel functions marching on in time. By adopting the Gaus-
sian kernel the function is itself a common element for all order derivatives,allowing
us to adopt the improved fast Gauss transform (IFGT) [17,18] for all the summa-
tions to reduce the computational cost while preserving the required accuracy. The
reduction is based on the multivariate Taylor’s series expansion scheme combined
with an e�cient space subdivision scheme achieving linear complexity. We find it
interesting and show it can lead to good performance in simulating electric and
magnetic fields propagation. The remainder of the paper is as follows. In section 2
we present the standard formulation of the method in the computational electro-
magnetic context. In section 3 we present the basic ideas underlying the improved
fast Gauss transform and its application into the EM framework. Finally in section
4 we propose a numerical test case for the two-dimensional EM propagation dealt
with both the standard and the fast computation via improved fast Gauss trans-
form, comparing the results with the FDTD solver. In this manuscript we present
first results with the intent to extend in the future research the proposed approach
to model in a fast and accurate fashion the e↵ects of electromagnetic radiation on
human tissue for safety and for accurate real-time therapeutic applications.

2 The Smoothed Particle Hydrodynamics for EM simulations

In this section we shortly present the standard SPH method embedded in a com-
putational electromagnetic context. The interested reader is directed to [11,12]
for a more expository treatment of the method. Two key steps usually named as
kernel approximation and particle approximation characterize the method.
The first step approximates a function f : ⌦ ⇢ Rd ! R, d 2 N, d � 1, by means
of

< fh(x) >:=

Z

⌦

f(⇠)K(x, ⇠;h)d⌦ (1)

with x = (x(1)
, ..., x

(d)), ⇠ = (⇠(1), ..., ⇠(d)) 2 ⌦, h 2 R.
Given a finite point set ⌅ =

�
⇠j
 N

j=1
⇢ ⌦ and

�
yj = f(⇠j)

 N

j=1
2 R, the particle

approximation is defined as

fh(x) :=
NX

j=1

f(⇠j)K(x, ⇠j ;h)d⌦j (2)

where d⌦j is the measure of the subdomain ⌦j associated with each point.
Our experience concerns the time-dependent Maxwell’s curl equations

r⇥H = ✏@tE+ �E, r⇥E = �µ@tH
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which describe the coupled behavior of the electric E and the magnetic field H and
the interactions with surrounding objects with the permittivity ✏, the permeability
µ and the conductivity � assumed constant in time. The physical laws depend on
the field variables in time and space and in the Cartesian coordinate systems the
equations are conducted to the following first order time-domain equations

@tE↵(x, t) =
1
✏

[@�H�(x, t)� @�H�(x, t)� �E↵(x, t)] (3)

@tH↵(x, t) = � 1
µ

[@�E�(x, t)� @�E�(x, t)] (4)

↵ = x, y, z;� = y, z, x; � = z, x, y.

The scheme is applied with a geometrical pattern that staggers points where the
magnetic and the electric field components are stored in separate locations. The

electric fieldE is computed at the points ⌅E =
�
⇠Ej

 NE

j=1
whilethemagneticfieldHat⌅

H =
�
⇠Hj

 NH

j=1
respectively. By adopting the particle approximation in (3) and (4) we

obtain

@tE↵(⇠
E
i , t) =

1
✏

X

⇠H
j 2⌦

[H�(⇠
H
j , t)@� �H�(⇠

H
j , t)@� ]K

E
ijd⌦j �

�

✏

E↵(⇠
E
i , t) (5)

@tH↵(⇠
H
i , t) = � 1

µ

X

⇠E
j 2⌦

[E�(⇠
E
j , t)@� �E�(⇠

E
j , t)@� ]K

H
ijd⌦j (6)

↵ = x, y, z;� = y, z, x; � = z, x, y; KE
ij = K(⇠Ei , ⇠Hj ;h); KH

ij = K(⇠Hi , ⇠Ej ;h).

A time-domain solver takes the Maxwell’s equations with time derivatives into
account and yields the solution marching on in time with a given step. The time
domain is discretized in a straightforward manner by splitting the time into con-
stant intervals �t and the field components are placed in a staggered fashion in
time. The magnetic field values are stored at full time steps while the electric field
values at the intermediate half steps.
The final formulation with the explicit update equations for the cartesian set up
is considered and gives rise to the following evolution in time

E(n+1/2)
↵ (⇠Ei ) = E(n�1/2)

↵ (⇠Ei ) +
�t

✏

X

⇠H
j 2⌦

[H(n)
� (⇠Hj )@�+

�H
(n)
� (⇠Hj )@� ]K

E
ijd⌦j �

��t

✏

E(n�1/2)
↵ (⇠Ei ) (7)

H(n+1)
↵ (⇠Hi ) = H(n)

↵ (⇠Hi )� �t

µ

X

⇠E
j 2⌦

[E(n+1/2)
� (⇠Ej )@� �E

(n+1/2)
� (⇠Ej )@� ]K

H
ijd⌦j

(8)
↵ = x, y, z;� = y, z, x; � = z, x, y.
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3 Improved Fast Gauss Transform for the EM solver

3.1 Fundamental of the fast summation

By adopting the smooth and infinitely di↵erentiable Gaussian as kernel function
we make use of the improved fast Gauss transform (IFGT) [17,18] for all the sum-
mations in (7) and (8). In this way the original fast Gauss transform by Greengard
and Strain [9] is considerably improved both in term of computational cost and in
accuracy. In computing

G(xi) =
NX

j=1

wje
� kxi�⇠jk2

h2
i = 1, ...,M, (9)

wj as the weight coe�cients and {xi}Mi=1 ✓ Rd as the evaluation points, the IFGT
re-writes the exponential term as

e

� kxi�⇠jk2

h2 = e

� kxi�x

⇤k2

h2
e

� k⇠j�x

⇤k2

h2
e

2(⇠j�x

⇤)(xi�x

⇤)
h2

. (10)

The first two terms in (10) can be computed independently while remains a prob-
lem with the term where xi and the ⇠j are entangled. To solve this question the
multivariate Taylor series expansion centered at location x⇤ , is considered

Ĝ(xi) = e

� kxi�x

⇤k2

h2

X

|↵|k�1

C↵
�
xi � x⇤�↵ (11)

with

C↵ =
2|↵|

↵!

NX

j=1

wje
� k⇠j�x

⇤k2

h2

✓
⇠j � x⇤

h

2

◆↵

.

Considering the rapidly decreasing of the Gaussian function, the space is divided
into cells, collecting the influences of the ⇠j . In this way, by choosing a ”cut-o↵”
radius rx for each evaluation point, only the cells lying within rx are taking into
account in the summation. To this aim the N points ⇠j are divided into p sets
S1, ..., Sp with c1, ..., cp the p centers respectively. After the partition is completed,
the truncation number k is chosen for each cell, in order to obtain the precision
required. For each p�th cell with center cp

Cp
↵ =

2|↵|

↵!

X

⇠j2Sp

wje
� k⇠j�cpk2

h2

✓
⇠j � cp

h

◆↵

(12)

and for each evaluation point xi the fast summation is found as

Ĝ(xi) =
X

kxi�cpkrx

X

|↵|k�1

Cp
↵e

� kxi�cpk2

h2

⇣xi � cp
h

⌘↵

. (13)

For more details on the process the reader is invited to refer to [17,18].
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3.2 IFGT and EM solver

The fast summation IFGT is employed into the EM meshfree solver in which the
linear combination of the first order derivatives of Gaussian and the vector fields
is the key computational task. By considering that the first Gaussian derivatives
employ the function itself

@se
� kxi�⇠jk2

h2 = � 2
⇡h

2
(x(s)

i � ⇠

(s)
j )e�

kxi�⇠jk2

h2 (14)

we deal with summations as

G(xi) =
NX

j=1

!j(x
(s)
i � ⇠

(s)
j )e�

kxi�⇠jk2

h2
i = 1, ...,M, (15)

where !j are the weights which depend on the smoothing length h, on the magnetic
or the electric field evaluated at ⇠Ej and ⇠Hj respectively and the measure of the
related subdomains.
Therefore, two fast summations G1(xi) and G2(xi) are detected inside(15)

G(xi) = x

(s)
i G1(xi) +G2(xi) = x

(s)
i

NX

j=1

!je
� kxi�⇠jk2

h2 �
NX

j=1

(!j⇠
(s)
j )e�

kxi�⇠jk2

h2
.

(16)

At this time, it is evident that we can update the electric field E↵ and the magnetic
field H↵ by making use of IFGTs in each of the following summations

GE↵
(⇠Ei )(1) =

1
✏

NHX

j=1

[H(n)
� (⇠Hj )d⌦j ]@�e

�
k⇠Ei �⇠Hj k2

h2
i = 1, ..., NE ,

GE↵
(⇠Ei )(2) =

1
✏

NHX

j=1

[H(n)
� (⇠Hj )d⌦j ]@�e

�
k⇠Ei �⇠Hj k2

h2
i = 1, ..., NE ,

GH↵
(⇠Hi )(1) = � 1

µ

NEX

j=1

[E(n+1/2)
� (⇠Ej )d⌦j ]@�e

�
k⇠Hi �⇠Ej k2

h2
i = 1, ..., NH ,

GH↵
(⇠Hi )(2) = � 1

µ

NEX

j=1

[E(n+1/2)
� (⇠Ej )d⌦j ]@�e

�
k⇠Hi �⇠Ej k2

h2
i = 1, ..., NH .
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4 Numerical results

In this section we discuss on two-dimensional EM propagation. We consider the
transverse mode (TM) involving the vector fields Ez,Hx,Hy, with �=0 and de-
scribed by the equations

@tEz(x, t) =
1
✏

[@yHx(x, t)� @xHy(x, t)] (17)

@tHx(x, t) = � 1
µ

[@yEz(x, t)] (18)

@tHy(x, t) = � 1
µ

[@xE(x, t)]. (19)

A Gaussian pulse source is generated in the middle of the problem space and it
travels outward. We’ll look at the behavior of electric and magnetic field far away
from the source. In the Figs. 1,2,3 the propagation of the fields, obtained by adopt-
ing the SPH approach with NE = NH = 3600 points located in a uniform fashion
throughout in ⌦, is depicted at di↵erent iteration steps T.Various simulations are
conducted by increasing the number of the E-points and the H-points in the prob-
lem domain. In order to assess the method we compare it with the FDTD solver
and the Root Mean Square Error (RMSE) is used in the validation.

(a) T=5 (b) T=30 (c) T=45

Fig. 1 Magnitude of the Ezvector field with NE = NH = 3600 at di↵erent iteration steps T.

(a) T=5 (b) T=30 (c) T=45

Fig. 2 Magnitude of the Hxvector field with NE = NH = 3600 at di↵erent iteration steps T.
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(a) T=5 (b) T=30 (c) T=45

Fig. 3 Magnitude of the Hyvector field with NE = NH = 3600 at di↵erent iteration steps T.

In Fig.4 we depict the RMSE for the marching on in time of the vector field Ez by
varying NE = NH 2 [100, 8100]. The method performs well with high values of NE

but it is computationally demanding as we can observe in the Table 1 showing the
running time (sec.) as the number of data increases. In the same table are reported
the running times by adopting the IFGTs in all the summations employed in the
computation at a single time step giving evidence of the improvements with high
number of data sites. The algorithm is programmed in MATLAB and was run on a
computer equipped with a processor Intel(R) Core(TM) i7-3537U CPU 2.00GHz.

Fig. 4 RMSE for the marching on in time of Ez by increasing the total number NE=NH of
E-points and H-points.

Table 1 Running times (sec.) for a time step with the standard formulation and IFGT re-
spectively.

NE 400 900 1600 2500 3600 4900 6400
Standard 0.0165 0.0297 0.4900 1.6816 3.0235 12.4617 59.6142
IFGT 0.0472 0.0915 0.1021 0.2710 0.2829 1.5828 1.7753
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5 Conclusion

In this paper we propose a meshfree solver for electromagnetics time-domain sim-
ulations. The method is appealing and avoids to deal with spatial meshes. The
improved fast Gauss transform has been adopted to reduce the computational ef-
fort of the sums employed in the discrete formulation preserving a good accuracy
level. We present first results able to speed the computation of the standard for-
mulation with the aim to adopt the approach to describe in a fast and accurate
way the e↵ects of electromagnetic radiation on human tissue.
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