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Abstract

Absolutely summing operators between Banach spaces are characterized by means of M
integrable functions.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction

In [15] the McShane integral of functions taking values in a locally convex spa
studied. In particular (see [15, Theorem 4]) Fréchet spaces for which Henstock lemm
holds true for every McShane integrable function have been characterized. The p
the lemma is based on the property that a nuclear operator is absolutely summing.

In [4] Diestel characterized absolutelysumming operators between Banach space
means of Pettis integrable strongly measurable functions.

It is known that the class of Pettis integrablestrongly measurable functions is strict
included in the class of McShane integrable functions. Diestel at the Symposium o
Analysis and Measure Theory in Ischia (2002) observed that with the technique o
Theorem 4], it could be possible to characterize absolutely summing operators by me
McShane integrable functions. In this paper we continue the investigation of such ope
and we prove the characterization conjectured by Diestel (Theorem 5). Applying a rece
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result of [7] we also characterize absolutely summing operators in super-reflexive B
spaces (Corollary 7).

2. Definitions and notations

Let (Ω,T ,F ,µ) be a nonempty compact finite Radon measure space (see [10]),

(i) (Ω,F ,µ) is complete;
(ii) T is a Hausdorff topology such thatT ⊂F andΩ is compact;
(iii) µ(E) = sup{µ(F): F ⊆ E, F is compact} for everyE ∈ F .

Unless specified otherwise, the terms “measure,” “measurable” and “almost eve
where” (briefly “a.e.”) are referred to the measureµ. For a setE ∈ F , we denote byχE the
characteristic function ofE. A generalized McShane partition (or simply aMc-partition)
in Ω is a countable (eventually finite) set of pairsP = {(Ei,ωi): i = 1,2, . . .}, where(Ei)i
is a disjoint family of measurable sets of finite measure andωi ∈ Ω for eachi = 1,2, . . . .

If µ(Ω \ ⋃
i Ei) = 0, we say thatP is aMc-partition of Ω .

A gauge on Ω is a function∆ :Ω → T such thatω ∈ ∆(ω) for eachω ∈ Ω . We say
that aMc-partition{(Ei,ωi): i = 1,2, . . .} is subordinate to a gauge ∆ if Ei ⊂ ∆(ωi) for
i = 1,2, . . . .

From now onX andY are real Banach spaces with dual, respectively,X∗ andY ∗.
A functionf :Ω → X is said to bePettis integrable onΩ , if x∗f is Lebesgue integrabl

on Ω for eachx∗ ∈ X∗ and for every measurable setE ⊂ Ω there is a vectorνf (E) ∈ X

such thatx∗(νf (E)) = ∫
E x∗f dµ for all x∗ ∈ X∗. In this caseνf (Ω) is the Pettis integra

of f and the mapE → νf (E) is the indefinite Pettis integral off . The symbolP(X)

will denote the set of Pettis integrable functionsf :Ω → X, with the usual seminorm
‖f ‖P(X) = sup{∫Ω |x∗f |dµ: x∗ ∈ BX∗ }, whereBX∗ is the unit ball ofX∗. The subset o
P(X) consisting of maps which are strongly measurable is denoted byPm(X).

A functionf :Ω → X is said to beBirkhoff integrable onΩ , with Birkhoff integralω,
if for every ε > 0 there is a partition(Ei)i∈N of Ω into measurable sets of finite measu
such that

∑
i∈N

µ(Ei)f (ωi) is unconditionally summable and∥∥∥∥∑
i∈N

µ(Ei)f (ωi) − w

∥∥∥∥ < ε

wheneverωi ∈ Ei for i = 1,2, . . . .

A functionf :Ω → X is said to beMcShane integrable onΩ (see [11, Proposition 1E])
if there exists a vectorw ∈ X satisfying the following property: givenε > 0 there exists a
gauge∆ onΩ such that∥∥∥∥∥

p∑
i=1

µ(Ei)f (ωi) − w

∥∥∥∥∥ < ε

for each finite McShane partitionP = {(Ei,ωi): i = 1, . . . , p} of Ω subordinate to∆.
We denote byM(X) the family of McShane integrable functions onΩ endowed with the
seminorm‖f ‖M(X) = sup{∫ |x∗f |dt: x∗ ∈ BX∗ } and we setw = (Mc)

∫
f .
Ω Ω
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It is known that the family of McShane integrable function is a subset of that of P
integrable ones ([13, Theorem 2C] and [11, Theorem 1Q]).

A function f :Ω → X is said to beMcShane variationally integrable (briefly MV-
integrable) on Ω (see [6, Definition 1]), if it is Pettis integrable and for eachε > 0 there
exists a gauge∆ such that ifP = {(Ei,ωi): i = 1, . . . , p} is a partition ofΩ subordinate
to ∆, we have

p∑
i=1

∥∥µ(Ei)f (ωi) − νf (Ei)
∥∥ < ε.

We denote byMV(X) the family of all MV-integrable functions onΩ . It follows by the
definition thatMV(X) ⊆ M(X). It was proved that ifΩ is a compact interval of the rea
line (see [3,17]) or, in general, a compact finite Radon measure space (see [6]) the
MV-integrable functions coincides with the class of Bochner integrable ones.

We denote byB(X) the set of Bochner integrable functionsf :Ω → X, endowed with
the norm‖f ‖B(X) = ∫

Ω
‖f (t)‖X dµ. It is known that(B(X),‖ · ‖B(X)) is a Banach space

Let L(X,Y ) be the space of continuous linear operators fromX to Y . An operator
u ∈ L(X,Y ) is said to beabsolutely summing if there is a constantc � 0 so that, for every
choice of an integern and vectors{xi}ni=1 in X, we have

n∑
i=1

∥∥u(xi)
∥∥

Y
� c sup

x∗∈BX∗

n∑
i=1

∣∣x∗(xi)
∣∣. (1)

The leastc for which inequality (1) always holds is denoted byπ(u). Let u ∈L(X,Y ).
Then defineU fromM(X) to M(Y ) (or fromB(X) to B(Y )) by

(Uf )(ω) = u
(
f (ω)

)
.

Then as it is seen in [11]u “lifts” to an operatorU ∈L(M(X),M(Y )) (or, as it is seen
in [8], to an operatorU ∈L(B(X),B(Y )).

3. Main result

In the sequel we shall use of the following theorems. For the definition of perfect
sure space see, for example, [18, Definition 1-3-1].

Theorem 1 [16, Theorem 9.1].If f is Pettis integrable and {νf (E): E ∈ F} is relatively
norm compact, then f is a limit of a sequence of simple functions in the norm topology of
P(X).

Theorem 2 [16, Theorem 9.2].If the measure space (Ω,F ,µ) is perfect, then for each
Pettis integrable function f :Ω → X, the set {νf (E): E ∈ F} is relatively norm compact.

We recall that two functionsf,g : Ω → X areweakly-equivalent if for all x∗ ∈ X∗,
x∗f = x∗g a.e.
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Proposition 3. Let u ∈ L(X,Y ) be an absolutely summing operator. For every f ∈ P(X),
Uf :Ω → Y is weakly equivalent to a function of B(Y ).

Proof. Let s = ∑n
i=1 xiχAi be a simple function; then

‖Us‖B(Y ) =
∫
Ω

∥∥(Us)(ω)
∥∥

Y
dµ =

∫
Ω

∥∥u
(
s(ω)

)∥∥
Y

dµ

=
∫
Ω

∥∥∥∥∥u

(
n∑

i=1

xiχAi (ω)

)∥∥∥∥∥
Y

dµ =
∫
Ω

∥∥∥∥∥
n∑

i=1

u(xi)χAi (ω)

∥∥∥∥∥
Y

dµ. (2)

Applying the disjointness ofA′
is and the linearity of the integral we get

∫
Ω

∥∥∥∥∥
n∑

i=1

u(xi)χAi (ω)

∥∥∥∥∥
Y

dµ =
n∑

i=1

∫
Ai

∥∥u(xi)
∥∥

Y
dµ

=
n∑

i=1

∥∥u(xi)
∥∥

Y
µ(Ai) =

n∑
i=1

∥∥u
(
µ(Ai)xi

)∥∥
Y

� π(u)sup

{
n∑

i=1

∣∣x∗(µ(Ai)xi

)∣∣: x∗ ∈ BX∗

}
= π(u)‖s‖P(X), (3)

where the last inequality follows from the definition of theP(X)-norm. Thus by (2) and (3)
we get

‖Us‖B(Y ) � π(u)‖s‖P(X) (4)

for every simple function. Letf ∈ P(X). Since each finite Radon measure space is pe
(see [18, Proposition 1-3-2]), by Theorems 2 and 1 the simple functions are dense inP(X)

with theP(X)-norm.
Thus let(tn) be a sequence of simple functions converging tof in the P(X)-norm.

Then it is Cauchy in theP(X)-norm. Moreover there is a subsequence(sn) of (tn) such
that for eachx∗ ∈ X∗ (see [16, p. 235]),

lim
n→∞ x∗(sn(ω)

) = x∗(f (ω)
)

for all ω /∈ Nx∗ , µ(Nx∗) = 0. By (4) and by the linearity ofU we get

‖Usn − Usm‖B(Y ) � π(u)‖sn − sm‖P(X).

Therefore the sequence(Usn) is Cauchy inB(Y ). SinceB(Y ) is complete there is a func
tion h ∈ B(Y ) such that(Usn) converges toh in B(Y ). Without loss of generality we ca
assume that the convergence is also a.e. (see, for example, [9, p. 11]). Thus there
setN , µ(N) = 0, such that for eachy∗ ∈ Y ∗ andω /∈ N ,

lim
n→∞ y∗((Usn)(ω)

) = y∗(h(ω)
)
. (5)

Let u∗ :Y ∗ → X∗ be the adjoint operator ofu. Since it isweak∗-continuous we obtain
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lim
n→∞

〈
(Usn)(ω), y∗〉 = lim

n→∞
〈
u
(
sn(ω)

)
, y∗〉 = lim

n→∞
〈
sn(ω),u∗y∗〉 = 〈

f (ω),u∗y∗〉
= 〈

u
(
f (ω)

)
, y∗〉 = 〈

(Uf )(ω), y∗〉, (6)

a.e. onΩ . From (5) and (6) we get thaty∗(h(ω)) = y∗(Uf (ω)) a.e. onΩ . Therefore the
functionUf is weakly equivalent to the Bochner integrable functionh. �

The previous proposition was proved in [1, p. 230] under the hypothesis that the fun
tion f is bounded.

Our main result is next theorem which extends a characterization of absolutely sum
operators due to Diestel [4]. For its proof we need the following lemma.

Lemma 4 [5, Proposition 1].Let f :Ω → X be a McShane integrable function. Then for
each ε > 0 there exists a gauge ∆ satisfying the condition: if E1, . . . ,Ep are measurable
disjoint subsets of Ω , t1, . . . , tp ∈ Ω and Ei ⊂ ∆(ti), i = 1, . . . , p, it follows that

sup
x∗∈BX∗

p∑
i=1

∣∣∣∣∣x∗
[
f (ti )|Ei | − (Mc)

∫
Ei

f

]∣∣∣∣∣ < ε.

Theorem 5. Let u ∈ L(X,Y ). Then the operator U is in L(M(X),B(Y )) if and only if u

is absolutely summing. Moreover ‖U‖ = π(u).

Proof. First we prove the sufficient part. We suppose thatu ∈ L(X,Y ) is absolutely sum
ming.

Clearly the operatorU is additive. We show that for everyf ∈ M(X), Uf belongs to
B(Y ). Sinceu is absolutely summing there isc � 0 such that (1) holds.

Let f ∈M(X) arbitrary and fixε > 0. According to Lemma 4 there is a gauge∆ such
that if Q= {(Ai,ωi), i = 1, . . . , p} is a partition subordinate to∆, we have

sup
x∗∈BX∗

n∑
i=1

∣∣∣∣∣x∗
[
f (ti )µ(Ai) − (Mc)

∫
Ai

f

]∣∣∣∣∣ < ε/c. (7)

From (1) and (7) we obtain

n∑
i=1

∥∥∥∥∥(Uf )(ti)µ(Ai) − (Mc)
∫
Ai

Uf

∥∥∥∥∥
Y

� c sup
x∗∈BX∗

n∑
i=1

∣∣∣∣∣x∗
[
f (ti )µ(Ai) − (Mc)

∫
Ai

f

]∣∣∣∣∣ < ε

for every partitionQ = {(Ai,ωi), i = 1, . . .p} in Ω subordinate to∆. Thus the function
Uf is MV-integrable and therefore it is Bochner integrable [6, Theorem 2].

Let nows = ∑n
i=1 xiχAi be a simple function. Then with the same computation of

previous proposition we get that

‖Us‖B(Y ) � π(u)‖s‖M(X), (8)
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and the operatorU is continuous on simple functions. Iff ∈ M(X), then its indefinite
Pettis integral is relatively compact (see [11, Corollary 3E]). Thus applying Theor
simple functions are dense inM(X) with the M(X)-norm. Let (tn) be a sequence o
simple functions converging tof in theM(X)-norm. Then it is Cauchy in theM(X)-
norm, moreover there is a subsequence(sn) of (tn) such that for eachx∗ ∈ X∗,

lim
n→∞ x∗(sn(ω)

) = x∗(f (ω)
)

for all ω /∈ Nx∗ , µ(Nx∗) = 0. By (8) and the linearity ofU we get

‖Usn − Usm‖B(Y ) � π(u)‖sn − sm‖M(X).

Therefore the sequence(Usn) is Cauchy inB(Y ). SinceB(Y ) is complete there is a func
tion h ∈ B(Y ) such that(Usn) converges toh in B(Y ). Without loss of generality we ca
assume that the convergence is also a.e. So there is a setN , with µ(N) = 0, so that for
eachy∗ ∈ Y ∗ andω /∈ N ,

lim
n→∞ y∗((Usn)(ω)

) = y∗(h(ω)
)
. (9)

Let u∗ :Y ∗ → X∗ be the adjoint operator ofu. Since it isweak∗-continuous we obtain

lim
n→∞

〈
(Usn)(ω), y∗〉 = lim

n→∞
〈
u(sn)(ω), y∗〉 = lim

n→∞
〈
sn(ω),u∗y∗〉 = 〈

f (ω),u∗y∗〉
= 〈

u
(
f (ω)

)
, y∗〉 = 〈

(Uf )(ω), y∗〉 (10)

a.e. onΩ . From (9) and (10) we get thaty∗(h(ω)) = y∗((Uf )(ω)) a.e. onΩ . Since the
functionsUf andh are strongly measurable, thenh(ω) = (Uf )(ω) a.e. So the sequenc
(Usn) converges to(Uf ) a.e. and inB(Y ). Furthermore

‖Uf ‖B(Y ) = lim
n→∞ ‖Usn‖B(Y ) � π(u) lim

n→∞‖sn‖M(X) = π(u)‖f ‖M(X).

ThereforeU is continuous and

‖U‖ � π(u). (11)

Conversely, assume thatu ∈ L(X,Y ) “lifts” to U ∈ L(M(X),B(Y )). Choosex1, . . . , xn

∈ X andA1, . . . ,An disjoint measurable subsets ofΩ , where 0< µ(Ai) = k. We have

k

n∑
i=1

∥∥u(xi)
∥∥

Y
=

n∑
i=1

∥∥ku(xi)
∥∥

Y
=

n∑
i=1

∥∥µ(Ai)u(xi)
∥∥

Y

=
n∑

i=1

∫
Ai

∥∥u(xi)
∥∥

Y
dµ =

∫
Ω

∥∥∥∥∥u

(
n∑

i=1

xiχAi (ω)

)∥∥∥∥∥
Y

dµ

=
∫
Ω

∥∥∥∥∥U

(
n∑

i=1

xiχAi (ω)

)∥∥∥∥∥
Y

dµ =
∥∥∥∥∥U

(
n∑

i=1

xiχAi

)∥∥∥∥∥
B(Y )

� ‖U‖
∥∥∥∥∥
(

n∑
xiχAi

)∥∥∥∥∥

i=1 M(X)
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4])
= ‖U‖sup

{∫
Ω

∣∣∣∣∣x∗
(

n∑
i=1

xiχAi

)∣∣∣∣∣dµ: x∗ ∈ BX∗

}

= ‖U‖sup

{
n∑

i=1

∫
Ai

∣∣x∗(xi)
∣∣dµ: x∗ ∈ BX∗

}

= ‖U‖k sup

{
n∑

i=1

∣∣x∗(xi)
∣∣: x∗ ∈ BX∗

}
. (12)

It follows that

n∑
i=1

∥∥u(xi)
∥∥

Y
� ‖U‖sup

{
n∑

i=1

∣∣x∗(xi)
∣∣: x∗ ∈ BX∗

}
.

Thenu is absolutely summing andπ(u) � ‖U‖. Considering last inequality together wi
inequality (11) in the sufficient part, we obtainπ(u) = ‖U‖. �

If the operatorU induced byu ∈ L(X,Y ) is in L(P(X),B(Y )) thenu is absolutely
summing. Indeed since the class of McShane integrable functions is included in th
of Pettis integrable ones the assert follows from the previous theorem.

As the class of strongly measurable Pettis integrable function is included in the class
McShane integrable ones [14, Theorem 17] we obtain as a corollary the character
due to Diestel (see [4]).

Corollary 6. Let u ∈ L(X,Y ). Then the operator U is in L(Pm(X),B(Y )) if and only if u

is absolutely summing. Moreover ‖U‖ = π(u).

Corollary 7. Let X be a super-reflexive Banach space and u ∈ L(X,Y ). The operator U

is in L(P(X),B(Y )) if and only if u is absolutely summing. Moreover ‖U‖ = π(u).

Proof. By [7, Theorem 1] ifX is a super-reflexive Banach space the classes ofX-valued
Pettis integrable functions and McShane integrable functions coincide. Therefore the
follows from Theorem 5. �

Since any Birkhoff integrable function is McShane integrable (see [12, Proposition
we get also the following

Corollary 8. Let u ∈ L(X,Y ). The operator U induced by u maps the family of Birkhoff
integrable functions in the class of the Bochner ones if and only if u is absolutely summing.
Moreover ‖U‖ = π(u).

The following example is an application of the previous Theorem 5.
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Example. LetX = �1 and letxn = (xn
1, xn

2, . . .) such that
∑

n xn is a series in�1 converging
unconditionally but not absolutely. For eachn ∈ N, let In = (2−n,2−n+1) and definef :
[0,1] → �1 by

f (t)(k) =
{

2nxn
k if t ∈ In, n = 1,2, . . . ,

φ otherwise,

whereφ denotes the null vector of�1. As f is a countably valued function, it is strong
measurable. Since

∑
n 2nxn|In| = ∑

n xn is unconditionally but not absolutely converge
f is McShane integrable (see [14, Theorem 15]), but it is not Bochner integrable (s
Theorem 2]). Ifi : �1 ↪→ �2 is the canonical immersion theni is an absolutely summin
operator. Therefore applying Theorem 5 we get that the function

i ◦ f : [0,1] → �2

is variationally McShane integrable and also Bochner integrable.
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