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Emerging wireless technologies are characterized by an increasing level of
flexibility and programmability, not only in terms of core network function-
alities, with the consolidated paradigms of software-defined-networks and
function virtualization, but also in terms of radio access functionalities. Al-
though the concept of software-defined PHY and MAC protocols is not new,
exploiting flexibility at the lower layers of the protocol stack is not an easy
task, because of complexity and performance constraints. Indeed, dealing
with software-defined implementations of the radio implies managing com-
plex software routines, often tightly inter-dependent and difficult to reuse,
and poses some performance limitations because software implementations
are inevitably less efficient than hardware ones.

In this thesis, we focus on the theme of PHY flexibility, by proposing in-
novative architectures of the radio, in which a limited set of parameters and
functionalities is programmable, in order to achieve a trade-off between the
complexity of the hardware and software architecture of the receiver, and
the performance improvements that can be enabled in different network sce-
narios, characterized by specific topologies or interference conditions. More
specifically, by considering that most modern communication systems are
based on Orthogonal Frequency Division Multiplexing (OFDM), we decided
to focus on the generalization of a typical OFDM transceiver, in which we
introduced different levels of programmability: i) the possibility of dynami-
cally adjusting the total bandwidth, for a given number of subcarriers, even
on a per-packet basis, and without an explicit control channel between the
transmitter and the receiver; ii) the possibility of mapping dynamically pilot
and data symbols, with a symbol-level resolution, in order to increase robust-
ness to interference and jammers; iii) the possibility of transmitting special
tone signals, on desired sub-carriers, for coding simple control messages to
be exploited for network-wide coordination.
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The first capability has been designed in order to add more granularity to
PHY adaptations (usually limited to the tuning of the transmission power or
per-carrier modulation format).

The second capability has been conceived in order to improve physical
layer robustness to intentional attacks. The are different jammer types, but
some kind of their are more disruptive than others. Indeed, in an OFDM-
based communication, estimation and equalization of the channel’s frequency
response is crucial for a correct decoding of the packet at the receiver side.
Estimation and equalization are done by the insertion of equal power and
equally spaced pilot tones in the signal. Some types of jammers attack pi-
lot tones in order to destroy information used by the equalization algorithm.
For this reason, we designed and implemented some mechanisms in order
to mitigate as much as possible some of the jamming strategies that are very
problematic in an OFDM-based communication.

Finally, the last capability has been exploited for designing an efficient
contention mechanism based on the concept of Repeated Contentions, called
ReCo. We demonstrate that running multiple contention rounds in random
access networks in the frequency domain improves the channel utilization
efficiency. Ultimately, thanks to advantages of flexibility of the physical layer,
we provide a robust medium access control (MAC) protocol, which is not
depending on the number of the contending stations.

All the proposed extensions to a reference OFDM transceiver have been
validated with real implementations and experiments. For the prototyping
activities, we worked on two different platforms: the well known WARP
software-defined board and the USRP platform. Experiments have been planned
and analyzed by focusing on reproducibility of the results and by providing
comparisons with benchmark scenarios.
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Chapter 1

Introduction

IN the last few years, we have assisted to an incredible proliferation of radio
technologies to answer to very different scenarios and applications: cellu-

lar technologies for mobile access to internet applications, local technologies
for sensor networks, home automation and industrial applications, entertain-
ment, etc. Moreover, most of these services are and will be based on much
higher bit rates. The new services (video streaming, video broadcasting,
high-speed Internet, etc.) will demand much higher bit rates/bandwidths
and will have strict QoS requirements, such as the received BER. The lack
of a solution for responding efficiently to all possible usage scenarios is the
reason of development of heterogeneous technologies. Despite all modern
standard being characterized by a high level of complexity for the definition
of multiple operating conditions, new extensions are released for new usage
cases. The new and emerging standards (i.e. IEEE 802.11ax for IEEE 802.11
technology) will have to measure up to the ones based on wired commu-
nications and overtake the difficulty posed by the wireless medium to pro-
vide coverage and communication without interruption. In the current state,
we have many ‘monolithic’ technologies for specific applications. Therefore,
there might also be cases in which the user equipment has to follow the rapid
development of new wireless standards by providing enough flexibility and
agility to be easily upgradeable (with perhaps the modification/addition of
specific software code but no other intervention in hardware). A solution
could be to resort to radio programmable platforms, where the radio, medium
access and network capabilities can be reprogrammed via software according
to usage scenarios.
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1.1 PHY Flexibility

The notion of flexibility in a radio is an useful concept in the physical layer
(PHY) of transmission systems. The main features of a flexible radio are
adaptivity, reconfigurability, modularity, scalability, and so on. The presence
of any subset of these properties is enough to attribute the term flexible to
any particular radio system [1]. For instance, reconfigurability can be de-
fined as the ability to reorganize changeable modules at a structural or archi-
tectural level, while adaptivity can be defined as the radio system response
to changes by properly altering the numerical value of a set of transmission
parameter[2, 3], such as frequency, channel bandwidth, etc..

A flexible PHY design is particularly beneficial considering the various ap-
plications recommended for 5G [4]. In fact, these applications typically have
strict requirements. For instance, broadband communication are important
for video streaming services with high resolution for TV and smartphones;
the Internet of Things (IoT) is aimed at connecting a massive amount of de-
vices; wireless sensor networks need to provide monitoring at low cost and
with a long battery life; smart vehicles improve safety and avoid accidents
by exchanging their driving status, such as position, breaking, acceleration,
and speed. Hence, for the imminent fifth generation (5G) mobile networks,
software-defined networking (SDN), software-defined radio (SDR) and cog-
nitive radio (CR) are all important concepts. In fact, SDN can facilitate net-
work management by enabling anything as a service; SDR allows to virtual-
ize the radio, where many radio components are implemented in software;
finally, CR uses a software-based decision to change some values of SDR pa-
rameters optimizing the use of communication resources. A new innovation
will be performed when all these software paradigms are applied to the phys-
ical layer, in which its functionalities are defined and controlled by software
as well.

The goal of this thesis is to focus on the flexibility of the physical layer.
More specifically, we studied how this flexibility can be a contribution in
various situations. Starting from a design of an enhanced receiver in order
to have a dynamic adaptation of the channel bandwidth, then we focused
on the security aspect of a particular communication system studying and
proposing a new model in order to avoid some types of disrupting jammers.
Finally, we studied and implemented a generalized contention mechanism
for for wireless network WLAN technologies. This was possible thanks to
the flexibility of the PHY layer and SDR is a powerful platform that allows
this type of study.

1.2 Software Defined Radio

A radio is any kind of device that using radio waves to transmit or receive
signals in the radio frequency (RF) part of the electromagnetic spectrum to
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facilitate the transfer of information. It carries information by systematically
modulating properties of electromagnetic energy waves transmitted through
space, such as their amplitude, frequency, phase, or pulse width. A radio
communication system requires a transmitter and a receiver, each having an
antenna and appropriate terminal equipment. In today’s world, presence of
radio systems is in various devices such as cell phones, computers, vehicles,
and televisions. Traditional hardware-based radio devices can only be mod-
ified through physical intervention. This results in minimal flexibility.

For this reason, in the early 90s Joseph Mitola defined Software Radio as
an identifier of a class of radios that could be reprogrammed and reconfig-
ured through software [5]. Mitola imaged an ideal Software-Defined Radio,
in which physical components were only an antenna and an Analog Digi-
tal Converter (ADC) on the receiver side. Similarly, the transmitter would
have a Digital Analog Converter (DAC) and a transmitting antenna. The
rest of the functions would be managed by software. SDR provides soft-
ware control of the most radio functions, including modulation, multiplex-
ing, amplification, multiple access. The idea of SDR is simple: to replace as
much as possible specialized electronics, used to manage the radio signal, by
programmable devices controlled by software. In other words, SDR is a ra-
dio communication system where components that commonly implemented
on hardware are implemented by software[6, 7, 8]. SDR defines a collec-
tion of hardware and software technologies where some or all of the radio
functions are implemented through modifiable software or firmware operat-
ing on programmable processing technologies. These devices include field
programmable gate arrays (FPGA), digital signal processors (DSP), general
purpose processors (GPP), programmable System on Chip (SoC) or other ap-
plication specific programmable processors. The use of these technologies
allows new wireless features and capabilities to be added to existing radio
systems without requiring new hardware.

As mentioned before, flexibility concept is considered as the strength of
SDR. This approach allows for ease of adaptability, shortens development
effort and greatly reduces cost and complexity [9].

1.3 Outline and Contributions

We give an overview of the outline of the thesis and summarize the main
contribution of each chapter.

• Chapter 2: We demonstrate that a possible powerful solution for ex-
tending physical layer flexibility in technologies based on Orthogonal
Frequency Division Multiplexing (OFDM) is the dynamic adaptation of
the channel width. Although some standards already define the possi-
bility of utilizing multiple channel widths (e.g. 20MHz, 10MHz, 5MHz
for IEEE 802.11a standards), such an utilization is limited to a static con-
figuration of a value defined during the network set-up. Conversely,
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we demonstrate that channel width adaptations can be performed in
real-time during network operation, even on a per-packet basis. To this
purpose, we propose an innovative and efficient receiver design, which
allows the transmitter to take decisions about the channel width with-
out explicitly informing the receiver.

Main contribution: New physical layer capabilities have been envi-
sioned and demonstrated in a real prototype for adapting the channel
bandwidth at each transmission attempt within a predefined operating
channel without signalling.

• Chapter 3: We evaluate signal randomization techniques which aim
at making the OFDM signal less predictable, and thus more robust to
adversarial interference. In fact, OFDM-based wireless communica-
tions are particularly vulnerable to jamming attacks. Jammers which
have knowledge of the OFDM system parameters can effectively dis-
rupt the communications with matched signals that are much weaker
than the legitimate ones. To break this asymmetry, we consider tech-
niques which randomize the location of the pilot tones used for re-
ceiver synchronization and the number of active sub-carriers for the
actual transmission of the data. Our evaluation based on simulations
and experiments with software-defined radios reveal that, in combina-
tion, these techniques manage to improve the jamming resistance up
to 15dB, forcing the jammer to jam with signals that are significantly
stronger than the legitimate signals in order to block the communica-
tion. We further propose an adaptive sub-carrier randomization algo-
rithm which optimizes the throughput for different levels of jamming.

Main contribution: We show that our adaptive algorithm is able to
achieve the maximum data throughput in various jamming scenarios
while classical OFDM systems fail to deliver any data.

• Chapter 4: We propose a generalized contention mechanism for wire-
less networks based on the concept of Repeated Contentions (ReCo),
whose efficiency is not very sensitive to the number of contending sta-
tions. The idea is selecting the contention winner in consecutive elim-
ination rounds that guarantee an arbitrary low collision probability.
Elimination rounds can be performed in the time or frequency domain
(with different overheads) according to the physical capabilities of the
nodes. Closed analytical formulas are given to dimension the number
of contention rounds. Contention in the frequency domain can be based
on the simultaneous transmission and reception of short tones, which
is feasible on top of OFDM PHY layers with minor modifications, as
demonstrated by our implementation.

Main contribution: ReCo offers stable and close-to-ideal throughput
performance. It can be dimensioned with reliable and simple formulas
and it does not require fine tuning or complex adaptive algorithms, e.g.,
as the number of stations varies. The protocol is also robust to imperfect
carrier sensing results.
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Chapter 2

Agile Receiver

IN this chapter, we present a novel design of a IEEE 802.11-based receiver
capable to "understand" the incoming packet bandwidth and to change

its internal logic in order to demodulate the information in the correct way.
This kind of receiver could be used for various applications, especially for
spectrum agility. In this context, the PHY layer flexibility is a key for an
intelligent dynamic adaptation based on the spectrum occupancy.

2.1 Introduction

Wi-Fi devices operates using different channels, which correspond to dif-
ferent parts of the total available spectrum. The channels are determined
by their carrier frequency and their bandwidth, which we also call channel
width. For the older 802.11b/g/a standards, the channel bandwidth is fixed
and set to 20 MHz. The newer 802.11n, 802.11ac and 802.11ax standards can
use a variable channel bandwidth. More specifically, 802.11n can operate on
the 2.4 or 5 GHz bands, and use the legacy 20 MHz bandwidth, as well as
a 40 MHz bandwidth, which is obtained by bonding two 20 MHz channels
together. 802.11ax also operate on the 2.4 or 5 GHz bands, and it can use
widths of 20 MHz, 40 MHz (2 · 20MHz), 80 MHz (2 · 40MHz) and 160 MHz
(2 · 80MHz), as well as 802.11ac that can operate only in the 5 GHz band. Fig.
2.1 and Fig. 2.2 show the Wi-Fi standards progression and the comparison
between IEEE 802.11ac and 802.11ax.

When two or more 802.11 transmitters overlap parts of the spectrum at the
same time an interference occurs. In this case, one (or more) of the receivers
might be unable to decode in a right way the signal transmitted by the trans-
mitter(s). If the interfering signal is strong enough, it might cause an incorrect
demodulation of some of the symbols at the receiver side(s). Moreover, if too
many symbols are corrupted, there is a collision and the frame is lost. The
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FIGURE 2.1: Wi-Fi Standards progression.

FIGURE 2.2: Comparison between 802.11ac and 802.11ax IEEE
standards.

amount of interference depends on the amount of spectrum overlap. This
behaviour is obvious, since the amount of overlap determines the amount of
the interference and the probability of corrupting symbols increases. Consid-
ering previous observations, we can state: networks should use configura-
tions that minimize spectrum overlap.

Spectrum agility has been traditionally considered as the capability to set
up a wireless communication link over different spectrum blocks, by shifting
from one central frequency to another. This capability is of primary impor-
tance for cognitive radio systems or for systems working in ISM bands, which
are usually unplanned and characterized by significant spatial variations of
spectrum availability. Available spectrum portions can differ in size. There-
fore, another desirable capability of spectrum-agile technologies is the pos-
sibility of adapting the channel width to the available spectrum bandwidth
and/or aggregating independent (non-contiguous) spectrum portions into a
single logical link. In [10], they designed and implemented some algorithms
in order to find an interference-versus-capacity tradeoff and a utility-optimal
for the joint allocation of center frequency, bandwidth and transmit power.
In all of these cases, channel width adaptations are implemented through
a signalling mechanism between access points (APs) and clients or forcing
the transmitter to indicate the channel bandwidth used by each frame in its
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preamble. Instead, in our work bandwidth adaptations are performed with-
out any type of signalling. The receiver is so smart to sense on-the-fly the
channel bandwidth of the incoming packet in order to properly decode the
transmitted packet.

As mentioned before, this work concerns channel width adaptations for
OFDM-based systems. As a reference technology, wireless nodes based on
the IEEE 802.11a OFDM PHY and medium access control (MAC) specifica-
tions are considerate. As mentioned before, the PHY of legacy 802.11a nodes
includes the possibility of working with 5 MHz and 10 MHz channel widths,
in addition to the usual 20 MHz configuration. This work do not focus on the
logic for selecting the channel width, but rather on the receiver architecture
which enables the possibility of implementing different decision logics at the
transmitter side. Although the logic could in principle benefits on context
information signaled by the receiver, our architecture allows the transmit-
ter to take decisions about channel widths, without explicitly signaling the
decision to the intended receiver. As in [11], channel width adaptations are
implemented by changing the clock of the OFDM transmitter. The receiver
architecture has been implemented on the well-known Wireless Open-Access
Research Platform (WARP) [12] research board, which is a FPGA-based SDR
platform, for which it is available a reference implementation of legacy 802.11
PHY (including 802.11a/g OFDM modulations).

It has proven that a spectral analysis of the preamble of each incoming
frame can be performed on time for reconfiguring the internal clock of the
receiver consistently to the transmitter one.

We organize the remainder of this chapter as follows. After a literature
review presented in Section 2.2, in Section 2.4 we present the main aspects of
our innovative transceiver design, also called Agile Receiver, and the valida-
tion and performance tests that have been carried out for demonstrating the
feasibility of spectrum agility on the well-known WARP [12] research board.

2.2 Related Work

2.2.1 Channel width modulation

The possibility of adapting the channel width has been demonstrated to be
beneficial for different performance figures, such as energy consumption,
link reliability, throughput and fairness [11], by generalizing the concept of
rate adaptation. Differently from usual rate adaptation, where modulation
formats are specified in the PHY fields of each frame, requests for channel
width adaptation are transmitted in special control frames which require a
confirmation by the intended receiver. A similar adaptation of modulation
formats and channel widths is proposed in [13] for OFDM systems. Rather
than changing the transmitter clock as in [11], in this work bandwidth adap-
tations are supported by selecting a set of sub-carrier groups for each frame
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transmission. The sub-carrier group ordering is piggybacked by the receiver
to the sender in each acknowledgment. Randomized hopping between dif-
ferent channel widths have been proved to increase robustness against jam-
ming attacks of fixed bandwidths [14]. In this case, the hopping sequence
used by the transmitter is known to the receiver, which recovers the per-
packet channel width by means of a synchronization mechanism with the
transmitter hopping sequence. In [15] the benefits of heterogeneous channel
widths are achieved by configuring multiple coexisting networks working
with different (static) channel widths. To speed-up the scanning of networks
working on multiple channel widths, the authors propose to passively per-
form a temporal analysis of typical channel timings that can be related to the
transmission bandwidth employed in each network (such as the duration of
acknowledgment transmissions or the DIFS interval).

2.2.2 Bandwidth aggregation/disaggregation

Another form of channel width modulation is represented by the possibil-
ity of dynamically aggregating multiple channels or splitting a channel into
sub-channels. Channel aggregation is obviously very promising for increas-
ing the available data rates, especially with the recent 802.11ac extensions
which allow to aggregate up to 160 MHz of spectrum, but it suffers of se-
vere interference problems caused by the coexisting networks working on
each of the elementary channel under aggregation. Several research papers
have considered how to ensure fair and efficient access to the non-contiguous
spectrum [16], as well as how exploiting channel bonding in multi-hop envi-
ronments [17]. Coordination between stations working on potentially over-
lapping channels is performed by using a primary channel for contention, by
means of the so called dynamic channel access [16], or by explicitly notifying
spectrum occupancy information to the intended receiver and transmitter in
extended RTS/CTS frames [18]. Unlike these solutions, we do not require
explicit signaling mechanisms between the contending nodes or each couple
of transmitters and receivers.

Recently, the attention for channel disaggregation has been motivated by
the possibility of achieving better spectrum utilization, whenever multiple
narrow channels can be used independently at the same time. A pioneer-
ing work in this direction is WiFi-NC [19], where the concept of abstracting
a single wideband radio into multiple narrow band sub-radios, called radio-
lets, has been demonstrated in a real prototype. Obviously, the possibility of
performing independent carrier sensing as well as transmission and recep-
tion operations in each sub-radios is enabled by an increased complexity of
the radio architecture. A similar approach, organizing a single OFDM chan-
nel into narrower sub-channels is proposed in [20]. However, in this work
sub-channels are not completely independent, because carrier sensing works
on the entire bandwidth and a contention phase is performed in parallel on
multiple sub-channels, after an idle DIFS time, by means of special RTS/CTS
signals. The result of the contention phase is a schedule of nodes that are
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allowed to simultaneously transmit on each sub-channel, notified by the Ac-
cess Point. Also in our work, carrier sensing works on the entire bandwidth,
but transmissions on each possible sub-channels are not necessarily synchro-
nized in time, nor coordinated by a common Access Point.

Finally, another mechanism for OFDM-based bandwidth disaggregation
has been proposed in [21] for improving the coexistence of wide-band nodes
with narrow-band interfering signals. In this work, the authors design a spe-
cial radio able to split the spectrum in chunks, detecting chunks interfered
by narrow-band transmissions, and then weaving together the unused (non-
contiguous) bands by transmitting data bits only on the unoccupied frequen-
cies. This approach is very different from ours because nodes still use the
entire available, and potentially wide, band as a single channel.

2.3 Motivating Examples

Apart from the obvious benefits of improving link-level performance, the
possibility of supporting in-band spectrum agility can lead to many others
network-level benefits. In this section, we present some interesting, non ex-
haustive, use cases in three exemplary scenarios: a fully-connected network,
in which in-band spectrum agility can be exploited for enabling parallel link
operations; a multi-hop network, in which in-band spectrum agility can sig-
nificantly reduce collisions due to hidden nodes and flow starvation; a multi-
technology network, in which in-band spectrum agility can improve the co-
existence with heterogeneous technologies.

In all these scenarios, we argue that the utilization of agile nodes can boost
the network performance. According to the sampling rate and digital pro-
cessing capabilities of the nodes, multiple channels can be obtained by par-
titioning a traditional 20 MHz channel into a few sub-channels, or by aggre-
gating contiguous channels in a consecutive spectrum portion to be contin-
uously monitored. Within the configured spectrum portion, agile receivers
are able to work on the whole bandwidth or to switch from one sub-channel
to another, as a result of the spectral analysis of each received preamble and
different decision logics exploited by the access protocols.

2.3.1 Fully-connected networks

The adoption of multiple channels in fully connected networks can be ef-
fective for increasing the network capacity in case different links can work
concurrently, and for reducing the collision rate in case of high-density net-
works. Consider first a simple ad-hoc network of 4 nodes. Being the network
fully connected, in normal conditions only one link can be active at a given
time instant, even if traffic flows exist between independent node pairs. By
configuring each pair of nodes on a different channel (e.g. blue and red chan-
nels in Fig. 2.3(a)), the capacity can be doubled. However, for achieving this
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FIGURE 2.3: Topology flexibility in a fully-connected reference
scenario coloring scheme on transmissions (a), the two possi-
ble flow layouts in case this fixed color scheme is also static at
the receiver (b) and (c), and a selection of the possible traffic
flows in case of fixed coloring at the transmitters and dynamic

coloring at receivers (d)-(l).

configuration, a common control channel and configuration protocol has to
be adopted. Once the nodes are colored as shown in the figure, only traf-
fic flows between nodes 1 and 4 or nodes 2 and 3 can be accommodated in
the network, unless a new coloring is performed. Being traffic flows highly
dynamic, reconfigurations can be frequent and consume significant network
capacity. Conversely, if nodes are based on our agile architecture, channel
allocations at the transmitter nodes do not prevent receivers from automati-
cally switching from one channel to another. In other words, after an initial
coloring of transmitter nodes, receivers can dynamically adapt their colors
to follow the time-varying traffic flows sent by the transmitters, as shown in
some representative examples of Fig. 2.3(d)-(l).

Note that, in case two nodes transmit with different colors to the same re-
ceiver as shown in Fig. 2.3(g), the network continues to work properly: when
the frames do not overlap, the receiver will hop from one channel to another
during the preamble reception. In case of collisions, the first preamble will
force the receiver to switch to a given sub-channel, thus resulting in a "cap-
ture effect", regardless of the power ratio of the colliding frames. During the
reception of the frame, other preambles can still be detected, but the receiver
will continue to demodulate the ongoing frame.

Although our current implementation does not allow the simultaneous
reception on multiple sub-channels, in principle it is possible to make some
nodes (e.g. the Access Points) more complex, by adding multiple receiver
chains to be activated at each preamble detection (similarly to [19]). In these
conditions, the agile architecture can be effective for reducing the collision
probability in high-density node scenarios. Rather than dividing the chan-
nel in sub-intervals to be allocated to different node groups [22], nodes could
pick randomly one sub-channel after experiencing high collision rates, with-
out following any pre-defined schedule of access intervals permitted to each
node.
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FIGURE 2.4: Multi-hop chained linear topology. Static color-
ing of transmissions according to the red-red-blue-blue pattern
and the corresponding dynamic coloring scheme for dynamic

reception.

2.3.2 Multi-hop networks

The use of multiple channels is also beneficial for multi-hop networks, whose
performance are generally impaired by hidden node phenomena. Multiple
channels permit to split collision domains and reduce collision probability.
As an exemplary multi-hop network, we consider the linear chain topology
shown in Fig. 2.4, which is composed by ten nodes in a row. For sake of pre-
sentation, the figure shows only flows oriented from left-to-right (although
most of the considerations can be generalized to other types of traffic flows).
Assuming that carrier sense range and transmission range coincide and are
equal to one hop between consecutive nodes, the best coloring solution with
two channels only is given by the regular pattern shown in the figure. In-
deed, with this coloring, hidden nodes, whose distance is two hops (e.g.
nodes 1 and 3), always employ different colors. The adoption of the agile
transceiver allows to implement such a coloring without using multi-radio
nodes. Indeed, nodes can receive on multiple channels, although not concur-
rently, and forward the frames using a different color. For example, node 3
will tune on the blue channel for receiving the frames transmitted by node 2.
In case a reception from node 4 is active on channel red, node 3 is still able to
detect a preamble sent on channel blue and decide to stop or not the ongoing
reception, switching to the new channel.

2.3.3 Coexistence of multiple technologies

Bandwidth adaptations are very well consolidated in the context of cogni-
tive networks, where multiple unplanned networks can coexist. Similarly,
in ISM bands, they can be very useful, especially in the emerging scenar-
ios of spectrum overcrowding and new incumbent technologies, such as LTE
in unlicensed bands (LTE-U), which may pose serious coexistence problems
with WiFi. In fact, it has been shown that LTE-U communications working
on small bands1 may harm WiFi communications on 20 MHz bands, if they
overlap as shown in Fig. 2.5(a). Additionally, it has been demonstrated that
WiFi transmissions are impaired by LTE frames, even when the listen-before-
talk functionality is adopted, because of the intrinsic differences in sensing
capability and access timings of the two standards [23]. Therefore, reducing
the bandwidth of WiFi for avoiding the interference with a coexisting LTE-
U network could be more effective than inter-technology contention on the

1LTE-U uses bandwidths of 1.4 MHz, 3 MHz, 5 MHz, 10 MHz, 15 MHz, and 20 MHz
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(a)

(b)

FIGURE 2.5: WiFi is killed by LTE-U when they coexist on the
same 20 MHz channel (a) Two WiFi transmissions and one LTE-

U peacefully coexist because of the band split (b).

whole bandwidth. Fig. 2.5(b) shows a possible solution of spectrum alloca-
tions, assuming to organize a traditional 20 MHz channel into 4 sub-channels
(blue, red, yellow and green) of 5 MHz each.

2.4 Transceiver Architecture

In this section, we present an innovative transceiver architecture, obtained
with minimal modifications on a WiFi OFDM transceiver, devised to support
spectrum agility within a pre-defined WiFi channel. The architecture has
been prototyped on top of the well known WARP research board. Because of
the board hardware constraints, in our implementation the total bandwidth
available for spectrum agility is 20 MHz.

At the transmitter side, channel width adaptations are implemented by
simply scaling the basic clock of the system (80 MHz for the WARP board) to
a desired output clock by means of a dynamic reconfiguration port, respon-
sible of mapping a selection signal received by an external decision logic into
the parameters required for scaling the clock. An optional shift of +/-5 MHz
from the central frequency can be performed by opportunistically reconfig-
uring the register responsible of tuning the carrier frequency. At the receiver
side, we considered more general extensions of a typical OFDM receiver, de-
vised to enable the correct identification of the channel width and central
frequency of an incoming frame within the reception of the short OFDM
preamble. As we will explain shortly, we modified the peak detection block
of an OFDM receiver working with fixed channel width, for taking into ac-
count that the preamble duration is not known, and we added an FFT block
for performing a preliminary spectral analysis of the received signal when a
preamble is detected.
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2.4.1 Main Functional Blocks

The fundamental difference from non-agile transceivers is given by the pos-
sibility of dynamically tuning the system clock. The tuning of this parameter,
implemented by writing opportunistically on some hardware registers, is de-
cided as a function of the outputs of some correlation blocks and FFT analysis
of the preamble.

Peak detection. The legacy 802.11 short preamble has a periodic structure
with 10 identical symbols, each one lasting 0.8µs, 1.6µs or 3.2µs in case the
channel width is set to 20 MHz, 10 MHz or 5 MHz. Usually, OFDM receivers
detect the beginning of a short preamble by identifying this periodic struc-
ture, i.e. by correlating two windows of signal samples corresponding to two
consecutive symbols. Working at a fixed sampling rate of 20 Msample/s,
a preamble symbol includes 16, 32 or 64 samples according to the channel
width used in transmission. Therefore, rather than working with a correla-
tor whose window value is statically configured, we replicated the correlator
blocks, in order to perform three parallel correlations on windows of 16, 32
and 64 samples. The channel width of an incoming frame can be estimated
by observing the minimum window size which gives a high correlation re-
sult. The total detection delay is 2 symbols, because two preamble symbols
are enough for detecting the first correlation peak. For deciding if the correla-
tion is positive or not, the correlation result is compared with a percentage of
the sum of the modules of the first window W of samples used for correlation
(i.e. with the theoretical correlation result in case of perfect periodic samples
of the signal, s(nT + WT) = s(nT) for n = 0, · · ·W − 1 and T = 1/20MHz).

Spectral analysis. In case a valid short preamble is detected, a spectral anal-
ysis of the sub-sequent preamble symbols is performed by means of a 64-
point FFT. The number of preamble symbols required for collecting 64 sam-
ples is obviously dependent on the channel width, and in particular is equal
to 4 symbols transmitted at 20 MHz, 2 symbols transmitted at 10 MHz and 1
symbol transmitted at 5 MHz. In the worst case, such an analysis lasts 4 sym-
bols of the preamble, thus leading to a total time of 6 symbols before taking
a decision on the channel width. The results of the FFT allows to immedi-
ately identify preambles transmitted with a central frequency different from
the possible ones. Moreover, they also provide an additional evidence of the
channel width used for transmission. Indeed, because of the preamble struc-
ture, sub-carriers with non-null coefficient appear in contiguous positions,
spaced of two sub-carriers or spaced of four sub-carriers when the channel
width is, respectively, 5 MHz, 10 MHz, or 20 MHz.

In our implementation, the decision logic works by comparing the sub-
carrier amplitude with a threshold calculated by averaging the amplitude of
12, 18 or 24 sub-carriers around the central frequency and at +/-5 MHz. We
chose to limit the average operation to these sets of sub-carriers, rather than
considering the whole set of 64 sub-carriers, in order to discard the power of
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FIGURE 2.6: Preamble time and correlations.

interfering signals occupying adjacent bands. If six sub-carrier amplitudes
are higher than the threshold in contiguous positions or spaced of a null sub-
carrier or spaced of three null sub-carriers around all the possible central
frequencies, the frame is recognized as a valid frame transmitted at 5 MHz,
10 MHz or 20 MHz. This result is used for reconfiguring the clock of the
system and central frequency to be used for demodulation.

Fig. 2.6 shows the temporal structure of a short preamble (top part of the
figure) transmitted at 10 MHz, and the parallel correlations of windows with
16, 32 and 64 samples (bottom part of the figure). Fig. 2.7(a) shows the results
of the 64-point FFT. Both the correlation results and the FFT analysis allows
to identify that the channel width of the incoming frame is set to 10 MHz;
moreover, the FFT results indicate the position of the central frequency used
in transmission.

Clock and Shift Reset. After completing the reception of the frame, the re-
ceiver switches the clock to the basic value (i.e. switch to the reference band-
width of 20 MHz) and the central frequency to the default value (with zero
shift). In case the receiver is the destination of the frame, the reset is deferred
until the completion of the ACK frame transmission. In case the receiver is
not the destination of the frame, the reception can be suspended after the
demodulation of the frame header and the reset can be anticipated for en-
abling the reception of a new frame transmitted in other channel portions
(non occupied by the frame under reception).
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(a) (b)

(c)

FIGURE 2.7: FFT shift of a preamble sent at (a) 5 MHz, (b) 10
MHz and (c) 20 MHz.

2.5 Functional Validation

Reconfiguring the channel width at each reception. We validated the receiver
ability of correctly demodulating a sequence of frames without any a-priori
knowledge about the channel width used by each one. We consider a sim-
ple network with three nodes only, devised to showcase the functionalities of
our bandwidth-agnostic receiver: two senders, A and B, working on the same
central frequency fc, contend the medium for transmitting to a common re-
ceiver C. In this scenario, the sequence of channel widths experienced in con-
secutive frame receptions is unpredictable, due to the fact that transmitters
A and B randomly win consecutive contentions. Therefore, even pseudo-
random sequences of channel widths adopted by A and B cannot be mapped
into a deterministic sequence of channel widths for the receiver.

Fig. 2.8 shows the results obtained when nodes A and B are statically con-
figured for transmitting, respectively, at 20 MHz and 10 MHz, with a data
rate set to 6Mbps, as shown in Fig. 2.9(a). In this set-up, we have the follow-
ing percentage of correlations shown in Fig. 2.9(b) and the results in Fig. 2.8
show the temporal sequence of random spectrum occupancy due to the con-
tention mechanism (Fig. 2.8(a)) acquired by a monitoring USRP node, and
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the throughput results (Fig. 2.8(b)) when only node A is active, both nodes
A and B are active, and when only node B is active.
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FIGURE 2.8: Agile Receiver Performance: (a) waterfall, (b)
throughput of two flows at 10 and 20 MHz at the same cen-
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FIGURE 2.9: Agile Receiver Experiment: (a) set-up and (b) per-
centage of correlations.

The receiver is able to simultaneously work with both the transmitters,
which achieve a similar throughput when both active, because of the perfor-
mance anomaly phenomenon [24]. The average results, about 1.7 Mbps for
each link, are equivalent to the coexistence of 2 flows with a link at 20 MHz
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and a doubled frame transmission time.

Enabling the operation of two 10 MHz links in the same 20 MHz channel. We
validated the possibility of using a contiguous spectrum portion of 20 MHz
as two adjacent independent channels of 10 MHz or 5 MHz. Indeed, the use
of partially overlapped channels has already been demonstrated beneficial
for WiFi networks in many scenarios, despite the fact that OFDM systems
suffer of high out-of-band radiation. For this validation, we configured two
pairs of nodes in proximity statically using a frequency shift of 5 MHz (flow
1) and -5 MHz (flow 2) respect to the frequency fc, and a channel width of 10
MHz. Fig. 2.8(c) shows the throughput results obtained when only flow 1 is
active, both flows are active, or only flow 2 is active. The simultaneous oper-
ation of the two links leads to a minor throughput degradation. In case one
of the links is configured for working at 5 MHz, the inter-link interference is
much smaller and the results (not shown for space reasons) are completely
equivalent to the ones obtained in isolation.

Switching from one sub-channel to another. We first tried to quantify all the
latency components required for reconfiguring the transmission or the recep-
tion sub-channel. In case the transmitter decides to change the configuration
of the channel width and frequency shift, it is required to act on the clock,
ADC block, decimator/interpolator block and initialization of the physical
header fields. On the WARP board, ADC and decimator/interpolator blocks
are configured via a SPI, whose clock is 40 MHz. Being the required data
corresponding to a total number of 2 words of 24 bit, these configurations
take 1.2µs. An additional delay of about 10 µs is due to the dynamic recon-
figuration port designed for taking decisions from the upper protocol logic.
Regarding the receiver, as previously discussed, the time required for detect-
ing the channel width and frequency shift is lower than a 6 symbol times,
which allow to complete the reconfiguration of the clock and frequency reg-
isters via the SPI by the end of the preamble.
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Chapter 3

Hopping Pilot Tones

IN this chapter, we present new techniques that allow being more robust
to jamming attacks. These techniques take advantage of the flexibility

in order to mitigate interferences and jammers. Hence, in this context the
PHY layer flexibility is a key for security of any OFDM-based communication
system.

3.1 Introduction

Nowadays, Wireless Local Area Network (WLAN) technologies based on the
802.11a/g/n/ac/ad/ax standards, 3GPP Long Term Evolution (LTE) and the
very recent 3GPP 5G Release 15, the leading cellular broadband technology,
all use Orthogonal Frequency Division Multiplexing (OFDM). The driving
reasons of this massive use of this modulation technique are high spectral ef-
ficiency and robust performance in multipath environments. These features
permit to have very high data throughput using a limited spectral band-
width, in order to satisfy the continuously increasing mobile data demand.

Despite these benefits, OFDM is not robust from the point of view of se-
curity. The physical layer implementation of OFDM is vulnerable to differ-
ent types of jamming strategies[25], where an opponent intentionally tries
to jam the communication. In the contrary to modulation schemes such as
direct sequence spread spectrum (DSSS) or frequency hopping spread spec-
trum (FHSS) which offer significant power advantages over jammers, the
OFDM signals can be disrupted with low-power signals acting as interfer-
ence. For this reason, the United States military even forbids the use of wire-
less metropolitan area networks (WMAN)[26] in adverse environments that
rely on OFDM.
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One of the fundamental reason for the vulnerability of OFDM to jam-
ming attacks is the timing and frequency synchronization between transmit-
ter and receiver which is necessary to avoid intersymbol interference (ISI), in-
tercarrier interference (ICI) and the loss of orthogonality among OFDM sub-
carriers. For an optimum performance, estimation and equalization of the
channel’s frequency response at the receiver is done by the insertion of equal
power and equally spaced pilot tones in the signal. The signal bandwidth is
divided into multiple sub-carriers of fixed bandwidth and the synchroniza-
tion is usually performed using predetermined training symbols transmitted
each frame [27]. When an attacker knows these OFDM communication and
synchronization parameters, it can interfere with a matched signal that max-
imizes the impact at the receiver. For example, since the channel impulse
response is estimated and equalized using fixed pilot tones [28, 29], various
efficient jamming attacks target these pilot tones [30] in order to destroy in-
formation used by the equalization algorithm. Another jamming strategy
consists of interfering with the sub-carriers. Since the location and band-
width of the active sub-carriers are known a priori, an attacker can disturb
each sub-carrier by transmitting a matched signal on all the sub-carrier fre-
quencies.

In this work, we propose and evaluate randomization techniques that ren-
der OFDM signals less vulnerable to jamming attacks. In order to make the
signal less vulnerable to jammers that target the pilot tones, we propose to
hop the pilot tone frequencies in a pseudo-random manner. To secure against
jammers which interfere with the sub-carriers, we suggest to randomly acti-
vate/deactivate sub-carriers such that the attacker cannot follow the actual
sub-carrier bands being used. In a sense, these randomization techniques
take inspiration from classical FHSS modulation which randomly hops the
signal in the coding or in the frequency domain to make the signal less pre-
dictable to an attacker. However, our approach is basically different and
consists of randomly hopping the OFDM system parameters such that the
attacker cannot match its signal according to an optimized jamming strategy
which requires knowledge about these parameters.

We evaluate the performance and the power advantage of these OFDM
randomization techniques in simulations and with a software-defined radio
implementation. Our results indicate that in the absence of jamming, the
OFDM bit error performance is almost identical with pilot hopping and ran-
domized sub-carrier activation compared to a classical OFDM system while
a power advantage of about 15 dB can be achieved when a jammer is active.
We also develop and evaluate an adaptive algorithm which optimizes the
data throughput depending for different levels of jamming.

We organize the remainder of this chapter as follows. Section 3.2 estab-
lishes related work. Section 3.3 presents a little OFDM background and stud-
ies the importance of the pilot sub-carrier for equalization. Section 3.4 studies
the robustness of the standard OFDM in presence of five different jamming
techniques in terms of BER performance. In Section 3.5 two solutions are de-
scribe to increase the performance in presence of different jamming strategies
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by nulling some data sub-carrier and applying a hopping pilot OFDM-based
system. Section 3.6 shows evaluation with simulation and real experiments
in the air, that validates simulations.

3.2 Related work

Our purpose is to mitigate as much as possible some of the jamming strate-
gies that are very problematic for an OFDM-based communication. There-
fore, it is important to give a look at various jamming techniques and the
solutions that have been developed so far.

The simplest attack techniques are based on the generation of intentional
interference for a target OFDM link. Indeed, these types of attacks do not
require additional information about the target and are optimal strategies
in absence of any a priori knowledge about the target signals [31]. A jam-
ming scheme generating intentional interference on the whole OFDM band-
width is called broadband jamming, while when the interference affects only
a part of the OFDM bandwidth (even with non-contiguous portions) is called
partial-band jamming [32]. Partial jamming can be more effective than broad-
band jamming because it allows to focus the interference power on certain
specific bandwidth. The effect of this type of jamming attack in presence
of Rayleigh fading channel is analyzed in [33], while [34] studies the effect
of nonlinear amplifiers combined with partial-band jamming. Finally, the ef-
fects of space-time coding for OFDM links in presence of jamming is explored
in [35].

A more sophisticated jamming strategy is based on preventing channel
estimation for the OFDM receiver. Channel estimation approaches for SISO
and MIMO OFDM systems are summarized in [36], while some generaliza-
tions for non-regular pilot tone transmissions are presented in [37]. The dev-
astating impact of imperfect channel estimation on the OFDM link perfor-
mance is analyzed in [38], where it clearly emerges the vulnerability of chan-
nel estimation mechanisms based on regular pilot tones, which can be easily
affected by narrow-band and partial-band jamming. Pilot jamming aims at
exploiting this vulnerability, by increasing the noise floor of the target pilot-
tones with Additive White Gaussian Noise (AWGN) signals transmitted at
the same pilot tone frequencies. The fundamental assumption here is that the
jammer has knowledge about the pilot frequencies used in the target OFDM
link and is synchronized with the target. Analytical and simulation studies
of pilot jamming are presented in[39] and in [40], where it is shown that at-
tacking pilots is more power efficient than jamming the entire target signal.
BER performance are derived in [41]. A number of other studies are available
for assessing the impact of jamming attacks against SISO and MIMO channel
estimation, such as [42, 43, 44] and [45, 46, 47, 48] respectively. Another ap-
proach for preventing channel estimation is based on pilot nulling [49],[50].
When the adversary has a more extended knowledge about the channel be-
tween the target transmitter and receiver and between itself and the target
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FIGURE 3.1: OFDM system.

receiver, it can transmit special pilot signals, nulling the reception of pilot
tones at the intended receiver [30].

So far, countermeasures to OFDM attacks, such as coding/modulation,
boosted pilots, frequency-hopping or permutation-based sub-carrier assign-
ments, have been only partially characterized, mostly relying on analytical
or simulation results [42].

3.3 OFDM Background

OFDM-based communication systems critically depend on the reception of
pilot sub-carriers, which can be impaired by selective channels or by intelli-
gent jammers. In this section, we first describe the principles of OFDM, then
we explore the importance of pilot tones even in ideal channel conditions, by
quantifying the bit-error rate achieved over the reference OFDM link as the
number of pilot tones are gradually reduced to zero. Error distributions over
different sub-carriers also show the impact of the distance between each data
sub-carrier and the pilot tone. We then evaluate the impact of a realistic se-
lective channel, which results in a non-uniform SNR value between different
sub-carriers.

3.3.1 OFDM Primer

We take into consideration the generic OFDM system depicted in Figure 3.1.
Let Cn be the complex symbols to be transmitted and the serial to parallel
conversion C[l]

i = ClN+i with 0 ≤ l < N the groups of N elements with sig-

naling frequency of 1/(NT). Then, C[l]
i are subjected to the Inverse Discrete

Fourier Transform (IDFT) in

c[l]k =
1
N

N−1

∑
i=0

C[l]
i ej2π ik

N . (3.1)

A linear modulated signal in a single carrier system can be described by

sRF(t) = Re

{
∞

∑
n=−∞

cng(t− nT)ej2π f0t

}
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with g(t) being the square-root raised-cosine pulse. If we model the channel
with multipath as hc(t), the equivalent discrete-time channel response

hn,ε = g(t) ∗ hc(t) ∗ g∗(−t)|nT+ε (3.2)

where g∗(−t) is the matched filter to the pulse shape of an usual OFDM
receiver. This type of filter in the receiver side ensures that noise samples
results independent. Hence, the received samples can be expressed as

rn =
∞

∑
l=−∞

N−1

∑
k=0

c[l]k hn−(lN+k),ε (3.3)

where ε is the timing error due to the sampling error of the receiver.

In order to have a correct detection of transmitted data and to demodulate
the OFDM signal, the receiver has to perform a channel estimation. There are
different techniques that can be considered, but the most popular in the new
generation of WLAN standards is based on sending reference signals within
each transmitted symbol. More specifically, equal power and equally spaced
pilot tones are inserted in each symbol at specific sub-carriers and the channel
response is estimated in the frequency domain using FFT processing and by
comparing received pilots with the locally stored reference pilots. Clearly,
this approach requires that the receiver exactly knows the frequency position
of pilot tones.

3.3.2 Importance of pilot tones

In order to understand the fundamental importance of pilot tones for OFDM
links and why these tones make OFDM so vulnerable to jamming attacks, we
simulate a transmission between a transmitter and a receiver starting from
the limit case in which all the pilot sub-carriers are nulled.

For simulating the OFDM link, we implement a classical OFDM transmis-
sion using a 64-point Fast Fourier Transform (FFT), with 48 data sub-carriers
and 4 pilot sub-carriers. We consider data packets lasting 500 OFDM sym-
bols, under a Quadrature Phase-Shift Keying (QPSK) per-carrier modulation
(i.e. packet length is 48 · 2 · 500 = 48000 bits). The bit error rate (BER) perfor-
mance is evaluated by averaging the results achieved in the transmission of
1000 packets.

Figure 3.2 shows the results achieved in presence of a flat channel (i.e.
with a noise floor constant at each sub-carrier). It is possible to see that the
absence of pilot tones is disruptive at any Signal-to-Noise Ratio (SNR), since
the BER is always around 0.5. Instead, in presence of pilot tones, for SNR
values lower than -10 dB, we can observe that the BER is about 0.5, while it is
reduced down to zero when the SNR value is higher than 12 dB.
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FIGURE 3.2: BER performance when varying the SNR.
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FIGURE 3.3: Configuration data and pilot sub-carriers (a) and
bit error rate (b) for data sub-carriers depending on the distance

with the nearest pilot tone at 5 dB of SNR.

In case pilot tones are present, the distance between each data sub-carrier
and the pilot tone can have an impact on the BER as well, i.e. bits trans-
mitted at different sub-carriers do not experience homogeneous error rates.
Figure 3.3(a) shows an OFDM configuration with two pilot tones only, while
Figure 3.3(b) shows the BER disaggregated for different data sub-carriers for
a reference SNR value of 5 dB. We observe that the BER increases with the
distance from the pilot tones.

The last important investigation is understanding the behaviour of the
BER for each data sub-carrier in presence of a selective frequency fading. In
order to provide a visual representation of the phenomenon, Figures 3.4(a)
and 3.4(b) represent the effect of the channel, by depicting the spectral repre-
sentation of a reference packet before and after the application of a selective
channel model. From the figures, it is evident that some sub-carriers on the
left side of the bandwidth are affected by attenuation values much higher
than the average ones. The impact of channel attenuation on BER perfor-
mance is quantified in Figure 3.4(c), where there is a clear correlation between
the channel model and the BER results achieved at different sub-carriers. In-
deed, as the SNR value gets smaller, BER are not uniform, with worst results
for the data sub-carriers suffering of higher channel attenuations.
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FIGURE 3.4: Spectral analysis before (a) and after (b) the chan-
nel model application and BER performance for each sub-
carrier with the previous Frequency-Selective fading channel

(c).

3.4 OFDM Performance under Jamming

In order to quantify OFDM vulnerability to imperfect channel estimation,
we describe in this section the performance of a simulated OFDM link under
different channel and jamming models. We analyze the impact of different
jamming strategies acting on pilot tones and the effectiveness of a counter-
measure based on reducing the number of data sub-carriers.

3.4.1 Jamming Strategies against OFDM

In our simulation study, we consider different jamming strategies proposed
in the literature which can be divided in two main categories: (i) sub-carrier
jamming and (ii) pilot tone attacks [25]. In sub-carrier jamming, the attacker
interferes with noise to increase the noise floor of the data carriers and thus
degrade the SNR. The noise is typically Gaussian, but any modulated signal
will also effectively degrade the receiver performance. Broadband jamming
and partial-band jamming fall in this category. Pilot tone attacks can be based
on pilot jamming or nulling, i.e. the adversary can transmit AWGN signals
to constructively interfere with the pilot tones or destructively null the pilot
tones. In the category of pilot tone jamming, the attacker interferes with the
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FIGURE 3.5: Attack strategies adopted: broadband jamming
(a), partial-band jamming (b), pilot tone jamming (c), pilot

nulling jamming (d) and pilot random-phase jamming.

pilot tones of the OFDM signal. These attacks are generally more effective
because they require less power to damage and destroy the OFDM transmis-
sions. By interfering with the pilot tones, an attacker will render the pilot
tones useless for synchronization and channel equalization. Pilot tone jam-
ming can be performed by generating very narrowband signals at the pilot
carriers or by adding sinusoid signals (i.e. tones) with random phase in two
ways [25].

In the following, we refer to broadband jamming as BBJ, partial-band jam-
ming as PBJ, pilot tone jamming as PTJ, pilot random-phase jamming as PRJ,
and pilot nulling jamming as PNJ.

3.4.2 Jamming Performance Evaluation

To better understand the impact of the different jamming strategies, we present
here simulation results. The power spectral density of the different jamming
strategies is shown in Figure 3.5. For PBJ, the jamming band covers half of
the sub-carriers of the packet; for PNJ, the jamming attack covers only the
pilot tones and it is created by the sum of four sinusoids opposite in phase
to the pilot tones, while PTJ is created by filtering an AWGN signal near the
pilot tones frequencies and finally PRJ is formed from four sinusoids in cor-
respondence of the four pilot sub-carriers, but with a random phase for each
symbol of the packet.

Simulations are executed for 1000 iterations for different Signal-to-Jammer
Ratios (SJR). For all contexts the SNR is fixed to 30 dB. Figure 3.6 shows the
result of the simulations. As expected, the pilot nulling jamming is the most
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FIGURE 3.6: Performance of the five jamming strategies at 30
dB of SNR with static pilot tones.

effective method to destroy the communications in a OFDM-based system.
This is due to the fact that the receiver fails the equalization and then the
decoding, because the equalization information carried by pilot tones is dis-
rupted. In general, we can say that a relatively high SJR above 10 dB is re-
quired for all jamming strategies in order to produce tolerable bit error rates.
In other words, a jammer with 10 dB less power than the legitimate com-
munication signal can still take down the OFDM transmissions. This clearly
shows that OFDM is highly susceptible to jamming compared to other mod-
ulation forms such as DSSS or FHSS. These latter modulations are supposed
to still perform well even when the SRJ is below -20 dB [51, 52]. In the next
section, we will present two signal randomization techniques which improve
the resistance of OFDM for all jamming strategies.

3.5 Mitigation Solutions

We propose two countermeasures which in combination make the OFDM
signals more resistant to jamming attacks. Both solutions are based on ran-
domization techniques. The first solution is devised to improve channel es-
timation robustness, by adopting a randomized hopping of the pilot tones
in order to prevent the pilot jamming. The second solution is devised to
improve the SNR experienced by data sub-carriers, by randomly choosing
a sub-set of the available sub-carriers, in order to increase the transmission
power on each active carrier. This section describes the attacker model and
the design of both mitigation solutions.

3.5.1 Attacker Model

The jammer is assumed to be in transmission range of both the transmitter
and the receiver, so that he can overhear the signals from the transmitter as
well as interfere with its own signals at the receiver. For this, the jammer
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may rely on half duplex or full duplex radios [53]. Regardless of the radio
type, we assume that the jammer has reactive capabilities, i.e., the jammer
can sense the channel and interfere with a signal based on the sensed channel
information [54].

We assume the jammer reaction time to be lower-bounded. We denote
the time difference between the arrival of the original signal and the jammer
signal at the receiver as the jamming reaction time τ. The minimal reaction
time τmin is bounded by the sum of (i) the signal propagation delay between
the sender and the jammer, (ii) the hardware and software reaction delay of
the jammer to process the incoming signal and to make a jamming decision,
and (iii) the signal propagation delay between the jammer and the receiver.
It is therefore safe to assume that the minimum reaction time τmin is greater
than the duration of one OFDM symbol [54].

Both the legitimate transmitter and the jammer are assumed to have infi-
nite energy but have a limited transmission power budget. The jammer can
thus interfere with any signal waveform and an arbitrary signal bandwidth,
as long as it does not exceed its power budget. In order to attack on a classi-
cal OFDM without any randomization, the jammer may therefore sense the
location of the pilot tones and the active sub-carriers and react with a jam-
ming signal, e.g. an AWGN signal, that interferes with only the pilots tones
or the data sub-carriers that are active.

3.5.2 Hopping Pilot Tones

To prevent jamming strategies which attack the pilot tones, we propose to
dynamically change the position of the pilot tones symbol-by-symbol. Our
assumption is that if the receiver knows the pilot hopping pattern, it is still
able to use the pilots for synchronization and equalization and to correctly
decode the signals.

In the OFDM modulation used by the 802.11a/g standards, the total num-
ber of active sub-carriers is 52, with two groups of 26 sub-carriers around a
null central sub-carrier. Numbering sub-carriers with index from -26 to 26,
pilot tones are identified by positions -21,-7,7 and 21, while all the other sub-
carriers are used for data. Pilot tones are represented by BPSK symbols, while
data sub-carriers are modulated with an QPSK modulation and mapped to
complex values.

Rather than considering a fixed mapping between pilot and data sub-
carriers, we design a scheme in which such an assignment is dynamic. For
simplicity, we consider a randomization scheme which maintains an equal
spacing between the pilot tones. Figures 3.7(a) and 3.7(b) show the difference
between the static and dynamic approach in 14 consecutive data symbols.

To synchronize the pilot hopping pattern between the transmitter and the
receiver, we rely on pre-shared secret keys from which the pattern can be
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FIGURE 3.7: Standard (a) and hopping (b) pilot tones.

derived [55]. An alternative would be to rely on unsynchronized pattern
discovery schemes [56].

3.5.3 Randomized Sub-carrier Activation

Our second countermeasure is to dynamically activate and deactivate indi-
vidual data sub-carriers in order to increase, when needed, the SJR available
for each one. When we do this randomly, on a symbol-by-symbol level, the
jammer cannot guess which sub-carriers will be activated at a given point in
time and therefore cannot implement effecting strategies of partial-band jam-
ming. Obviously, using a reduced number of sub-carriers implies a reduction
of the achievable data rate; however, because of the increased SJR ratio due
to the transmission power spread over a smaller bandwidth, it generally cor-
responds to a reduction of the BER. Consider for example an OFDM system
with n sub-carriers and a transmitter with a power budget of P. The power
per sub-carrier is therefore P/n. By deactivating half of the sub-carriers, the
transmission power of the remaining sub-carriers is doubled leading to a
power of 2P/n per sub-carrier. Assuming a broadband jammer (BBJ) with
a fixed overall power budget of J, the jamming power per sub-carrier is J/n.
By deactivating half of the sub-carriers, the SJR per sub-carrier is thus in-
creased by a factor of 2, or 3 dB. The SJR can further be increased by reducing
the number of active sub-carriers up to a single active sub-carrier. In the case
of one active sub-carrier, the SJR is increased by a factor of n. If we assume
an OFDM system with 64 sub-carriers, we can thus improve the SJR by up to
18 dB.

The challenge of this approach lies in finding an optimum sub-carrier ac-
tivation factor F for a given jammer power J. As the throughput decreases
when individual sub-carriers are deactivated, we have to trade-off jamming
resistance against throughput. Let us assume that the signal can be decoded
on each sub-carrier when the signal-to-noise-plus-jamming ratio (SJR) is above
a certain threshold δ. The goal of the transmitter can then be formulated as
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an optimization problem:

maximize
F

throughput(F)

subject to SJR > δ, 1 ≤ F ≤ n.

In other words, the goal is the reduce as few sub-carriers as possible in order
to obtain an SJR above the minimum required value to be able to decode the
signal at the receiver.

To solve this problem, we propose an adaptive algorithm at the transmit-
ter which relies on the feedback from the receiver. In our adaptive algorithm,
the initial value of the percentage of active data sub-carriers is Pr = 100%.
In case that the receiver can decode the signal, it acknowledges the recep-
tion and the transmitter continues to activate all sub-carriers. In case, the
transmission is not acknowledged successfully by the receiver, the transmit-
ter decreases a random set of active sub-carriers. A decrease in the number
of active sub-carriers, will improve the SJR at the receiver and the likelihood
that the receiver is able to decode the data. If the receiver successfully ac-
knowledges the transmission, the transmitter will remain at this activation
rate. Otherwise, it will further decrease the sub-carrier activation rate un-
til it receives a successful acknowledgment from the receiver, or until only
one sub-carrier is active. In the latter case, the jammer is so strong that it is
not possible to mitigate its impact and additional anti-jamming techniques
such as for example directional antennas or beam-forming would be neces-
sary which is outside the scope of this work. To adapt to temporal changes
in the channel, the transmitter should periodically increase its sub-carrier ac-
tivation rate to test if the channel conditions have improved.
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a

b

c

a

b

c

a

b

c

a

FIGURE 3.8: Final state machine of the adaptive algorithm at
the transmitter.

Except for Pr = 100%, the data sub-carriers are selected randomly across
all the possible data sub-carriers. An exemplary implementation of the al-
gorithm is shown in Figure 3.8 as a finite state machine, whose states repre-
sent the rate of data sub-carriers activated by the transmitter at a given time,
while transitions correspond to the receiver feedbacks, i.e. to the throughput
reported by the receiver as specified in Table 3.1.

Consider N as the number of transmitted packets in order to calculate the
Packet Error Rate (PER). Every N packets, the transmitter calculates the nor-
malized throughput as thrFr = 1 − PER. Let RFr be the normalized data
transmission rate for a given data sub-carrier activation ratio Fr, T a counter
and t a certain threshold that can be tuned to tradeoff adaptation reactivity
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Events
a if RFr > thr(RFr) > RFr+1 ; T ++
b if thr(RFr) < RFr+1 ; T = 0
c if thr(RFr) = RFr & T > t

TABLE 3.1: Events of the finite state machine.
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FIGURE 3.9: Standard (a) and randomized (b) data sub-carriers
location.

versus stability. Based on the normalized throughput, the transmitter takes
three different decisions, as shown in Table 3.1: (i) if thrFr is between RFr and
RFr+1 , it means that the transmitter cannot improve its throughput by deacti-
vating sub-carriers; hence, the transmitter holds the current state and incre-
ments T by 1; (ii) if thrFr is smaller than RFr+1 , it means that the throughput
can be improved by deactivating sub-carriers. The transmitter thus moves
its state to RFr+1 and resets T to 0; (iii) if thrFr is equal to RFr and T is larger
than t, the transmitter moves its state to RFr−1 in order to test if the channel
conditions are still the same or they have improved. Obviously, the reactivity
of the algorithm depends on the value of t, i.e. for small values, the algorithm
will probe more often states with higher sub-carrier activation rates.

Figures 3.9(a) and 3.9(b) show the difference between the static and dy-
namic approach in 24 consecutive data symbols. More specifically, in Fig.
3.9(b), the configurations selected by the algorithm are Pr = 100%, Pr = 50%,
Pr = 25% and Pr = 50% respectively. Except for Pr = 100%, it is possible to
note that the data sub-carriers are random on a symbol-by-symbol level.

3.6 Evaluation of mitigation solutions

In this section, we present numerical results of the proposed countermea-
sures devised to improve OFDM resilience in presence of different jamming
strategies, obtained in simulations and in real experiments. For running
these experiments, we implemented both the pilot hopping scheme and the
dynamic tuning of the number of active sub-carriers on top of the USRP Soft-
ware Defined Radio platform (SDRs) platform.
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FIGURE 3.10: BER performance when varying the SNR in case
of hopping pilot tones.

3.6.1 Effects of Pilot Tone Hopping

A. Simulations We developed a simulation-based OFDM system with a
simple channel model, based on AGWN additive noise, in which different
jammer attacks are considered. The OFDM modulation uses a 64-point FFT
with a cyclic prefix length of 1/4. Deterministic assignment of pilot tones is
based on the selection of 4 tones at fixed positions, while dynamic assign-
ment is based on the regular right shifts at each symbol transmission.

In absence of jamming and assuming that the transmitter and the receiver
employ a synchronized hopping sequence, the dynamic shift of pilot tone
positions do not have an effect on the BER performance. Indeed, if we com-
pare the BER simulation results depicted in Figure 3.10 under dynamic pilot
hopping with the same curve depicted in Figure 3.2 under static assignment
of active pilots, we can observe that the results are practically the same.

Results are obviously very different in presence of jamming signals. In
order to quantify the performance improvements that can be achieved un-
der pilot hopping, we set-up an OFDM link with a high SNR value (i.e. 30
dB) and attack the received signal with the different jamming strategies sum-
marized in Figure 3.5. For implementing the jamming attacks, we combine
the reference and jamming signal at the receiver, before running the usual
receiver processing chain (which includes the FFT and signal equalization
based on linear interpolation of the channel coefficients estimated on the pi-
lot tones). Simulations are executed for 1000 iterations and for different SJRs.
BER results are summarized in Figure 3.11 for each jamming technique under
both static and dynamic pilots.

From the figure, we can draw some interesting observations. First, jam-
ming techniques based on the generation of additional intentional interfer-
ence, such as BBJ and PBJ, as expected, are not affected by the adoption of
dynamic pilots. Indeed, the BER results for a given SJR value are the same
under both static and dynamic pilots. Conversely, BER curves obtained un-
der PTJ and PRJ jamming strategies have an improvement by adopting dy-
namic pilots: the attacker has to increase the jamming power of about 5 dB
for achieving the same BER results obtained in case of static pilots. Note also
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FIGURE 3.11: Performance in simulations of the five jamming
strategies at 30 dB of SNR with dynamic pilot tones.

that using dynamic pilots make the behaviour of PTJ and PRJ attacks com-
parable to BBJ and PBJ for SJR values lower than 16 dB. Conversely, with the
PNJ strategy, there is a consistent enhancement, more specifically of about 15
dB. Under this circumstance, the sum of the amplitude of the four sinusoids
is always the same symbol-by-symbol which is why this type of jamming at-
tack has a threshold behaviour at about -7 dB, where the corresponding value
of BER is about 0.14. This specific value is due to the fact that, for simplic-
ity, the simulation was made with a random pattern of the pilot tones from 7
possible patterns, in which one pattern corresponds with the pattern adopted
in the standard. Hence, PNJ strategy attacks data sub-carriers in the 6/7 of
cases, while it attacks pilot sub-carriers in only the 1/7 of cases (i.e. BER is
6/7 · 4/48 + 1/7 · 0.5 = 0.1429). We can note that there is another threshold
behaviour at about 8 dB of SJR, because pilot tones are not affected by the
jammer since the contribution of PNJ is very low.

The reason why PNJ has a different behaviour than PTJ and PRJ is due
to the amplitude. The pilot nulling jamming strategy is formed from the
sum of four sinusoids with constant amplitude, while in PTJ and PRJ the
resulting amplitude is variable. In both cases, the four components are dif-
ferent symbol-by-symbol and the combination of them gives a variable am-
plitude. In some cases, this behaviour causes a wrong channel estimation
made through the preamble Long Training Symbols (LTS) that damages the
correct decoding of the packet. In fact, in a OFDM system, the first stage
of packet detection uses an auto-correlator that asserts on the Short Train-
ing Symbols (STS) of the 802.11 preamble. Then, after the assertion of the
auto-correlation packet detector there is a 64-point complex cross correlator
matched to the preamble LTS. This correlator asserts when two sequential
64-sample LTS are observed in the incoming samples. If the correlation suc-
ceeds the receiver pipeline is enabled. The probability of a false positive in
this stage is very small. Moreover, LTS is also used for channel estimation
[57].
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B. Experimental Validations In order to analyze the impact of the proposed
countermeasures over real channels, we performed experiments with two
software-defined radios USRPs X310: the first one, acts both as transmitter
and jammer, while the second one acts as a receiver. Indeed, implementing
the jammer at the same transmitter node allows to have a perfect knowledge
of the transmitter to receiver channel and a perfect synchronization with the
transmitter, for achieving pilot nulling. Obviously, this setting corresponds to
a worst case scenario, because the pilot nulling achieved by an independent
jammers cannot work as in the ideal case considered in our experiments.

The OFDM link has been configured at a central frequency of 500 MHz,
in which we expect to not have interference by other coexisting signals. The
channel bandwidth is set to 100 MHz, while the effective channel of the trans-
mitted signal is set at 50 MHz. We use an interpolation filter on the transmit-
ter side in order to increase the rate and suppress the image frequencies at
the input date rate. Every packet has a 802.11 preamble with 10 short training
symbols and 2 long training symbols, while the rest of the packet is formed
by 500 OFDM symbols. On the receiver side, we consider a half-band digital
filter in order to reduce the output sample rate by a factor of 2, while rejecting
aliases that fall into the band of interest. Through the UHD software API and
MATLAB environment, we have been able to perform all the necessary anal-
yses for each type of jamming strategies. BER is calculated on the average of
1000 packets. The SNR for all experiments was fixed at 30 dB as in the case
of the simulation results, while the SJR is variable.

The performances for static and hopping pilot tones of a real OFDM trans-
mission is shown in Figure 3.12. As expected, behaviours are almost in agree-
ment with our simulations. Unlike the simulations, in which we considered
a flat channel model, in the real world there is a channel with a very prob-
able presence of fading. For this reason, it is possible to see that the curves
are more oscillating than simulations. But otherwise, we confirm that the
USRP experiments are inline with the simulation results, showing a clear im-
provement of BER performance under PTJ, PNJ and PRJ jamming strategies
in presence of dynamic pilots.

3.6.2 Effects of Random Data Sub-carriers Activation

Another performance evaluation is to quantify the impact of random data
sub-carrier activation on the jamming resistance. In other words, we want
to investigate the effects of randomly activating data sub-carriers in order to
increase the power level of the signal in the other sub-carriers. To this pur-
pose, we implemented an OFDM transmitter able to change dynamically the
percentage of active data sub-carriers, from 100% to 50%, 25% and 2% re-
spectively. With a percentage of 2%, only one data sub-carrier is available
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FIGURE 3.12: Performance in USRP experiments of the static (a)
and dynamic (b) pilot tones OFDM solutions at 30 dB of SNR.

for transmission (i.e. the link is based on a traditional single-carrier mod-
ulation). The sub-carriers are chosen randomly symbol-by-symbol and re-
ception is possible because the receiver knows the pattern of the active data
sub-carriers.

It is important to understand that with a lower percentage of active data
sub-carriers, the BER curve moves to the left, which means a lower BER with
the same SJR. Obviously, the throughput also changes for each configura-
tions. For the estimation of the throughput, we assume the presence of For-
ward Error Correction (FEC) that can fix the packet with a maximum of 8
wrong bits. For all the jammer attacks taken into consideration, the perfor-
mance of the throughput is shown in the Figure 3.13. As expected, decreasing
the number of data sub-carriers usually implies a throughput reduction, but
for some critical SJR values it can be beneficial. In addition, Figure 3.14 shows
the BER performance for the BBJ attack, confirming the effectiveness of the
proposed technique.
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FIGURE 3.13: Throughput performance changing the percent-
age of active data sub-carriers for broadband jamming (a),
partial-band jamming (b), pilot tone jamming (c), pilot nulling

jamming (d) and pilot random-phase jamming.
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FIGURE 3.14: BER performance with BBJ attack.

3.6.3 Dynamic Sub-carrier Activation

Rather than considering a fixed percentage of active sub-carriers, we finally
evaluate the performance of an adaptive scheme, able to dynamically adjust
such a percentage. Results have been obtained in simulations. An example
of a temporal throughput trace achieved under broadband jamming for SJR
equal to 8 dB is shown in Figure 3.15. The algorithm works at the transmitter
side at regular temporal steps, by collecting throughput results for a given
monitoring interval and by performing an adjustment of the percentage of
active sub-carriers to be randomly selected for data transmission at the end
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FIGURE 3.16: Throughput performance of an OFDM-based
communication with a Broadband Jamming strategy when

varying SJR with and without the adaptive algorithm.

of each interval. In our simulation, 20 steps are performed, while through-
put calculation is made by averaging results of 1000 packet transmissions at
each step. The scheme starts with an initial sub-carrier percentage equal to
100%, which leads to a throughput equal to zero due to the strong jammer
signal. At the end of the first monitoring interval, the percentage of activated
sub-carriers is reduced to 50%, but the throughput remains the same. Fi-
nally, at the third step the performance increases with a percentage of active
sub-carriers equal to 25%. A further reduction to 2% achieves a throughput
lower than the 25% case and therefore the scheme switches back to the 25%
percentage until the end of simulation. This result shows that dynamic ran-
domized sub-carrier activation is able to achieve a normalized throughput of
0.25 while the throughput of a classical OFDM transmission is zero.

We finally evaluate the trend of the throughput varying the SJR. We set
the SNR to 30 dB and we calculate the average of the throughput for 1000
packets in absence and in presence of our algorithm. Figure 3.16 shows the
difference between the two approaches. It is apparent to see that with our
dynamic algorithm there is an evident enhancement of the throughput for
SJR between the range of 5 and 12 dB despite the fact that we deactivate sub-
carriers.
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Chapter 4

Repeated Contention (ReCo)

IN this chapter, we define innovative and flexible contention mechanisms
for distributed systems by leveraging the flexible physical layer capabil-

ities of recent wireless technologies. Hence, in this context the PHY layer
flexibility is a key for developing a new mechanism for the random access
contention.

4.1 Introduction

In the last years, the original IEEE 802.11 standard has been extensively amended
for providing breakthrough capacity improvements by exploiting the latest
PHY enhancements [58][59], such as bandwidth aggregation, efficient mod-
ulation and coding schemes, advanced MIMO (up to 8 spatial streams can
be exploited in the IEEE 802.11ac). Still the MAC contention procedure is
based on random countdown of back-off time slots. Its efficiency has been
improved by allowing a station to transmit multiple data frames in a single
channel access, but the contention mechanism wastes a significant amount
of capacity and introduces jitter of service times due to the probability of
attempting multiple transmissions after collisions, and to the Binary Expo-
nential Back-off (BEB).

Although not included in current standards, another promising pathway
to boost wireless network capacity is full-duplex radio, which is becoming a
viable technical solution [60, 61]. As a matter of example, in [53] a cancella-
tion capability of up to 110 dB is demonstrated over up to 80MHz bandwidth.
Full-duplex capabilities have a strong impact on the design of more efficient
MAC schemes, as discussed in [62]. However, most of the protocols pro-
posed so far exploit these capabilities for performing collision detection in
classical CSMA schemes, thus reducing the collision times [63]. Alternative
solutions for improving the contention mechanism are explored in [64, 65],
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where the concept of contention in the frequency domain is introduced. The
idea is selecting random subcarriers rather than random back-off delays, and
exploiting full-duplex for identifying the station with the smallest random
extraction.

Regardless of the specific physical solutions, there are two main issues
to be solved for random distributed systems [66]: arbitrating the access to
a common channel, and scheduling frame transmissions within the channel
holding times. While specific mechanisms have been standardized for intro-
ducing flexibility in the management of the channel holding time, such as the
set-up of reverse links, cumulative acknowledgements and frame aggrega-
tions, in current standards the contention rules cannot be negotiated among
the stations. Protocol flexibility is limited to the tuning of some parameters,
which specify the contention windows, the retry limits, or the selection of
pre-defined operation modes, because the contention logic needs to be imple-
mented in the card hardware and firmware for efficiency reasons and cannot
be easily extended or updated. An interesting approach for overcoming the
technological problem of modifying time-critical MAC operations has been
proposed in [67], by envisioning a novel architecture for wireless cards called
Wireless MAC Processor (WMP). The card does not implement a specific pro-
tocol, but rather a generic MAC Engine, able to load and run different MAC
programs (from CSMA to TDMA) working on the same hardware events and
actions (the WMP application programming interface).

In this work, we focus on the possibility to define innovative and flexible
contention mechanisms for distributed systems, by leveraging the physical
layer capabilities of recent wireless technologies, as well as emerging archi-
tectures which support the implementation of programmable MAC proto-
cols. We follow two approaches: a short term one, where the emphasis is
on exploiting current off-the-shelf technology; and a longer term perspec-
tive, based on recent advances in full-duplex radios, where frequency do-
main contention turns out to simplify random access contention and make it
most effective. Specific novel contributions of this work are: (i) the general-
ization of the contention defined in [65] to any number of contention rounds
and to both time and frequency domains; (ii) the development of an ana-
lytical model of this new procedure (Repeated Contention, ReCo), yielding
an asymptotically tight upper bound of the collision probability; this in turn
provides a simple, closed-form tool for dimensioning the key parameters of
ReCo; (iii) experimental results on off-the-shelf WiFi cards, where the new
ReCo scheme has been implemented.

We organize the remainder of this chapter as follows. After a literature
review provided in Section 4.2, we define the proposed access procedure in
Section 4.3, provide an analytical model for dimensioning criteria and give
numerical exempts of throughput performance in Section 4.4, and present
an experimental validation in Section 4.5. The impact of imperfect carrier
sensing emerged in the real experiments is assessed also in a simulation en-
vironment in Section 4.6.
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4.2 Related Work

The review of the literature is organized in subsections, touching the main
topics related to our work.

4.2.1 Optimization of DCF

CSMA schemes implemented in current technologies, such as the 802.11 DCF,
expose a limited form of flexibility by enabling the dynamic configuration of
contention windows and retry limits, as well as the possibility to activate
or not 4-way handshake mechanisms. Several research work have been fo-
cused on the optimization of these parameters as a function of the network
load and topology. For example, in [68], inspired by the throughput-optimal
CSMA theory (e.g., see [66][69]), the Authors present the so called Optimal
DCF, that implements in off-the-shelf 802.11 devices the principles of adap-
tation of contention windows and channel holding times as a function of the
difference between the bandwidth demand and supply of the node.

Another variation of the IEEE 802.11 DCF, the so called Idle sense, is de-
fined by Heusse et al. [70]. The Authors start from observing that there exists
an optimal contention window in the basic DCF protocol, depending on the
frame lengths and details of the PHY and MAC layer format, and on the
number of actively contending stations N. The optimal operating point can
be assessed by exploiting the mean number of idle back-off slots between two
transmission attempts. It is found that the target optimal level of this metric
has a weak dependence on N. The Authors show the throughput improve-
ment offered by Idle Sense, as well as short and long term fairness. Weak
points of the proposal is that it entails estimating the mean number of idle
slots: this requires a number of transmissions (the parameter maxtrans in the
algorithm in Fig. 6 of the paper). As the number of stations grows, the time
to get a reliable estimate of the mean number of idle slots grows proportion-
ally. Eventually, for large levels of N, the system could fail to settle at the
optimal operating point due to the time variation of the number of contend-
ing stations. As a matter of example, Hassan et al. [71] show that a fairness
issue arises when relaxing the hypothesis that all contending stations share
the same current estimate of the contention window. Moreover, there are pa-
rameters in the algorithm that are difficult to tune properly, e.g., the additive
increase and multiplicative decrease factors of the transmission probability.

4.2.2 Repeated contention access schemes

A general framework is set up by Zame et al. [72], aiming at defining a broad
class of MAC protocols for distributed, sensing-based coordination proto-
cols. The key idea is repeated cycles of contention that provide contending
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stations a history of channel observations, leading eventually to perfect coor-
dination (hence no collisions) with high probability after a given number of
contention cycles. Numerical examples provided in the paper point out that
the number of contention slots required for a moderate number of stations
(e.g., 32) can ramp up to several hundreds if not in the order of thousand. In
terms of contention time, this corresponds to several tens of ms. As a result,
the goodput is close to the theoretical maximum in settings where there is a
limited number of stations and they have a large backlog to send. Moreover,
it is not clear how adaptive the protocol could be as the rate of arrivals of new
active stations or termination of previously active station grows up, since the
time scale of convergence is much bigger than the time required to send a
single frame.

Different mechanisms devised to provide constant contention times have
been proposed, e.g., see [73][74]. Here contending stations decide randomly
to transmit a busy signal or not in a contention round. Stations that refrain
from transmitting the busy signal, listen to the channel and drop out if they
sense it busy. The Authors give a detailed approach to the optimization of
the transmission probabilities in each round and several numerical exam-
ples. However, the optimization depends on the knowledge of the num-
ber of contending stations. Gowda et al. [74] illustrate the principle of re-
peated contention round to overcome the performance limitations of the tra-
ditional "linear" DCF contention, i.e., the one based on a single random ex-
traction from a set of back-off values. Although recognizing the power of re-
peated contention, Gowda et al. [74] end up defining a rather complicated ac-
cess procedure. Moreover, they only state the repeated contention approach
in time, as a generalization of standard DCF. Another repeated round con-
tention scheme is provided by Mao and Shen [75]. They target their con-
tention scheme, named First Round-Bye (FRB), to handling different priority
level flows. Repeated round supported by jamming is the basic means for
priority management in a fully distributed way. The analysis of FRB is quite
involved and does not yield a good insight into the effectiveness of the re-
peated round concept as a general means for sharing a channel. Zhou et
al. [76] define a repeated contention mechanism in the time domain, alike
ReCo_t. They discuss the selection of the protocol parameters (number of
contention rounds, maximum number of back-off slots per round) and give
guidelines for an optimal choice to minimize the collision probability. An
interesting analytical model is presented for the case of uniform probability
distribution of the back-off. Overall, it is a very good work. Our analysis
approach lends itself to more general probability distributions. We intro-
duce the frequency domain approach of repeated contention, that is the key
to boost performance as the air bit rate grows. We also develop a test-bed
implementation and offer measurements of the frequency-domain and time-
domain versions of the ReCo algorithm, namely ReCo_f and ReCo_t, unlike
[76] where performance are only based on simulation.
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4.2.3 Frequency domain contention

The works [77, 65] propose a frequency domain MAC procedure where up to
two consecutive contentions are carried out by selecting random sub-carriers
rather than random back-off delays. The stations transmitting on the small-
est frequency sub-carrier win the contention round. Frequency domain con-
tention requires the capability of detecting other stations’ signals while trans-
mitting one’s own sub-carrier. The feasibility of this operation is demon-
strated experimentally in [65]. A Collision Detection (CD) scheme is de-
fined in [63] for WiFi networks based on the full-duplex radio capability
with standard CSMA access. The emphasis of the work is on optimization
of the CD threshold. Full-duplex communication capabilities are exploited
in a non-trivial way at MAC layer in [78]. The proposal is based on bea-
con (BCN) frames sent by the receiver during the data frame reception. The
BCN frames act as acknowledgements that the reception is successful. BCN
frames are also used to classify different network scenarios (collision region,
transmitter-only region, receiver-only region; see Fig. 3 in [78]). The perfor-
mance evaluation is focused on a special aspect, namely the resilience of the
proposed MAC protocol to jamming attacks.

In [64] frequency domain contention is considered to define a random ac-
cess reservation protocol. Reservation aims at electing a femtocell that trans-
mits on a given channel, for mitigating the interference among nearby fem-
tocells. A key point of that work is the assumption of a reliable feedback
control channel from the receiver to the transmitter, which fits well the cel-
lular paradigm. Moreover, the overhead of the reservation protocol is not a
big issue in that context, given that the channel is required for intense, non-
sporadic usage.

Frequency domain contention is exploited by Fayaz et al. [79] as well.
They define a signaling protocol based on transmission and detection of tones,
that aims at channelizing the available bandwidth so that non-interfering,
concurrent links can operate simultaneously. The approach is suitable for in-
frastructured as well as ad-hoc networks. It requires the ability to transmit
and detect sub-carrier tones at the same time. A synchronization scheme is
discussed. A critical point is to fix the duration of the data phase so as to
strike a good balance between potential low efficiency in case of long data
phase duration and excessive weight of the signaling overhead for a short
data phase. Only simulations are used to assess performance, without an
in-depth analysis of the issue of simultaneous transmission and reception of
signaling tones.

4.2.4 PHY-based optimization of DCF

Another direction for improving the MAC efficiency is the reduction of con-
trol messages’ overheads. In [80], control messages like RTS, CTS and ACK
are encoded by using Correlatable Symbol Sequences (CSS). The properties
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of the CSS allow a substantial reduction of the vulnerability intervals and
of the air time wasted to contend for the medium (RTS/CTS) and to send
ACKs. In [81] a PHY-based explicit signaling among the AP and the stations
and frequency domain contention are proposed. The proposed scheme relies
on additional control signals for solving the contention, whose duration is
limited to one back-off slot. It achieves a significant reduction of the channel
overhead due to collisions.
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FIGURE 4.1: Channel access operations as a sequence of con-
tention and activity phases: comparison between ReCo in the

time (top) and frequency domain (bottom).

4.3 Repeated Contention Procedure

In this section we present a robust contention scheme whose performance is
not critically affected by the configuration of the contention parameters. The
idea is running repeated contention rounds, devised to select a sub-set of sta-
tions among the contending ones. The iteration of the basic contention round
turns out to be a very powerful mechanism to reduce the collision probabil-
ity to any desired low level. As discussed in Section 4.2, repeated contention
round is not a new idea in itself, e.g., see [73, 74, 75, 77, 65] for some recent
work. An early example of the idea of successive elimination round can be
traced back to splitting algorithms, e.g., see [82, Ch. 4]. However, an innova-
tion element of our proposal is decoupling the protocol logic from the phys-
ical implementation of the mechanisms used for performing the elimination
rounds, and defining a complete, general analytical model.

As long as there are backlogged stations contending for the access to the
channel, the channel time is divided into cycles, made up of a contention phase
and an activity phase (Fig. 4.1). During the contention phase, the time axis
is divided into s consecutive contention rounds. The contention phase is de-
vised to identify the station that is allowed to transmit on the channel in the
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ensuing activity phase. The activity phase includes all the frame transmis-
sions performed within the same transmission opportunity, i.e., data and ac-
knowledgment frames, or multiple data frames with a final acknowledgment
request/response. Whatever the outcome of the activity phase, namely either
a successful transmission or a failure, all backlogged stations, take part in the
next contention phase, by repeating exactly the same algorithm as performed
in the previous cycles. No binary exponential back-off or state variables are
required, so that the entire access procedure is regenerated at each new cycle.

Within each contention round, a backlogged station has to choose one
‘level’ among m ≥ 2 possible choices. Regardless of the specific mechanism
to implement the scheme, the key aspects for supporting repeated contention
rounds are:

1. the m levels are strictly ordered; we can label them as the integers of the
set {1, . . . , m};

2. during the contention round every contending station can sense whether
a level lower (or higher, based on the victory logic) than its own choice
has been chosen by any other station.

The stations selecting the lowest level win the contention round and move
forward to the next contention round. Note that possibly more than one
station could win a contention round. If we assume a perfect channel sense,
even if it is not so, as we will see later, there is at least one winner, since this
corresponds to the existence of the minimum of a finite set. All the losing
stations, having sensed that a level strictly lower than their choice has been
selected, drop out of the current contention phase and wait for the next cycle.

In the following we specialize this general concept to specific implementa-
tions in the frequency domains. The first one is definitely the way to choose
to boost performance respect to the time domain [83], but it requires that each
station has the ability to detect other stations’ signals while it is transmitting
its own signal.

Repeated contentions can be implemented very efficiently in the frequency
domain. A set of m frequencies is defined, denoted with { f1, . . . , fm}. As a
matter of example, if the PHY layer is based on OFDM, the m levels to be
used for contention can be identified with (a subset of) the available sub-
carriers. Let qi, i = 1, . . . , m the probability that frequency fi is selected at
a given round, for the sake of simplicity we will use them as a uniform dis-
tribution in the experiments, the advantages and disadvantages of the non-
uniform distribution will be discussed in Sec. 4.4.4. The pseudo-code of the
contention round algorithm for a station is listed in Alg. 1. In the algorithm,
we call the following functions:

• rand: generates samples uniformly distributed in [0, 1].

• transmit_burst(r, f ) transmits a busy tone on frequency f during con-
tention round r.



46 Chapter 4. Repeated Contention (ReCo)

Algorithm 1 Pseudo-code of the contention phase algorithm.
1: round = 0;
2: dropout = FALSE
3: while (round < s)&(dropout == FALSE) do
4: round = round + 1;
5: r = min{x | 1 ≤ x ≤ m , ∑x

j=1 qj ≥ rand};
6: transmit_burst(round, fr);
7: if r > 1 then
8: dropout = isbusy_channel(round, [ f1, f2, . . . , fr−1]);
9: end if

10: end while

• isbusy_channel(r, [ fa, fa+1, . . . , fb]) checks if signal is detected on any
one of the frequencies fa, fa+1, . . . , fb during contention round r.

The algorithm states that a contending station picks a frequency fr at ran-
dom, according to the probability distribution {qr}r=1,...,m, transmits on that
frequency and at the same time listens to check whether a frequency lower than
fr is being transmitted: here it comes into play the full-duplex capability.
Note that the contention phase does not require the capability of decoding
any frame. A station must simply check whether it receives a tone whose
frequency is lower than its own choice. This is a special case of full-duplex
radio capability.

The station elects itself as winning the contention round if it does not sense
any frequency lower than its own choice fr. In that case the station will move
to the next round and it will repeat the contention algorithm just as outlined
in Alg. 1. Note that at least one station must survive at the end of any con-
tention round, if channel sensing works. To improve the functioning of the
channel sensing, it is necessary to choose the frequencies to send the tones
during the contests, to minimize the problem of spurious tones, this will be
explained in Sec. 4.5.1. If the station goes on winning until the s-th round
inclusive, then it has won the contention phase and it has gained a right to
use the channel.

The bottom diagram in Fig. 4.1 shows an example of ReCo in the frequency
domain (called ReCo_f), with s = 2 and m = 4, under the assumption that
each contention round lasts exactly one back-off slot. This is a reasonable
assumption, because it is possible to transmit more than one OFDM symbol
within a back-off slot. The boxes along the frequency dimension represent
the tones used for the contention round. Four stations are contending, each
marked by a letter. After the first contention round, two stations survive and
are admitted to the second round, after which only station B survives. The
contention time of ReCo_f has a fixed duration that depends on the number
of rounds s.
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4.4 Analysis of the Contention Procedure

Given the full regenerative access procedure of ReCo, each contention cycle
is independent of all others. Hence, we focus on a single contention cycle.

Let n be the number of backlogged contending stations at the beginning
of the contention phase, s be the number of rounds and m be the number of
levels characterizing the scheme as described in Section 4.3. Let qr denote the
probability that a station picks level r, r = 1, . . . , m. Let also Gr = ∑m

j=r qj be
the Complementary Cumulative Distribution Function (CCDF) associated to
qr. The probability Pk,h that h stations survive after a single contention round,
given that k stations are contending at the beginning of that round, is

Pk,h =
m−1

∑
i=1

(
k
h

)
qh

i Gk−h
i+1 , h = 1, . . . , k− 1 (4.1)

and

Pk,k =
m

∑
i=1

qk
i (4.2)

We can form the n × n matrix P whose k-th row entries are Pk,h, for h =
1, . . . , k, and 0 for h = k + 1, . . . , n (k = 1, . . . , n). P is the one-step transition
probability matrix of a Markov chain X on the state space {1, 2, . . . , n} with
an absorbing state at 1. The state probability vector at time t is denoted with
x(t), t ≥ 0, where xi(t) = P(X (t) = i), i = 1, . . . , n. It is x(0) = [0 . . . 0 1], i.e.,
at the initial time t = 0 the Markov chain is in state X = n with probability
1.

The probability distribution of the numberW of winning stations that sur-
vive through the s contention rounds is P(W = h) = P(X (s) = h) = xh(s),
h = 1, . . . , n, with x(s) = x(0)Ps. We have a success after the completion of s
rounds with probability P(W = 1) = x1(s).

Let Q denote the square matrix obtained by taking the last n− 1 rows and
columns of P. Q is the one-step transition probability matrix of a transient
Markov chain.

1

QP

FIGURE 4.2: Relationship between the matrices P and Q.

The collision probability pc can be expressed as pc(s) = P(W > 1) =
e1Qse, for s ≥ 1; e is a column vector of ones of size n− 1, e1 is a row vector
of size n− 1 whose entries are e1(j) = 0 for j 6= n− 1 and e1(n− 1) = 1.
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The matrix Q is lower triangular, with diagonal elements given by the
right hand side of eq. (4.2) for k = 2, . . . , n. Hence, its dominant eigenvalue
is η ≡ Q11 = ∑m

i=1 q2
i . Since Q is also a non-negative matrix, the left and

right eigenvectors v and u associated to η are positive. Then, the asymptotic
behaviour of the collision probability as s→ ∞ can be written as pc(s) ∼ κηs,
where κ = e1uve.

We can state this result as follows: the collision probability decays geo-
metrically as the number of rounds s grows, with a decay rate η = ∑m

i=1 q2
i .

Note that η is minimized for qi = 1/m, i = 1, . . . , m, i.e., when the level se-
lection probability distribution is uniform. In that case it is possible to find
closed forms for the dominant eigenvalue and associated eigenvectors of Q.
It is η = 1/m, v = [1 0 . . . 0] and u = [2 3 . . . n]T/2. Hence the asymptotic
expansion of the collision probability is pc(s) ∼ n/(2ms) as s→ ∞. We have
also:

pc(s) = e1Qse ≤ e1Qsu =
1

ms e1u =
n

2ms (4.3)

since all involved vectors and matrices are made up of non-negative entries
and it is e ≤ u, where the inequalities are meant to be entry-wise. Then, an
asymptotically tight upper bound for the collision probability is

p̂c(s) = min
{

1,
n

2ms

}
, s ≥ 1 (4.4)

It is apparent from eq. (4.4) that the collision probability drops quickly as s
is increased, the more the bigger m. As a matter of example, if we require that
the collision probability be no bigger than 10−4, it can be easily checked that
s = 4 is enough with m = 32 for whatever value of n ≤ 200. The accuracy of
the upper bound is discussed in [83].

The tight bound of the collision probability gives insight on why the re-
peated contention procedure is expected to be superior to "linear" CSMA.
The maximum number of contention back-off slots for the time domain im-
plementation is m · s. Since CSMA performs a single contention round, its
collision probability goes as pCSMA

c ∼ 1/(ms), whereas the repeated con-
tention procedure attains pRECO

c ∼ 1/ms for the same contention time overhead
in terms of maximum number of back-off slots in case of ReCo_t, much less time
contention overhead for ReCo_f.

The analysis of the collision probability applies to both frequency and time
domain procedures, while the duration of the contention phase is different.
Let B denote the number of back-off slots required to complete the contention
phase. With frequency domain, the contention phase is made up of a fixed
number s of rounds. If we assume that a contention round lasts one back-off
slot, then E[B] = s. With time domain, let us consider a tagged round where
k stations are contending. The probability that i back-off slots are counted is:

k

∑
h=1

(
k
h

)
qh

i Gk−h
i+1 = Gk

i − Gk
i+1, i = 1, . . . , m− 1, (4.5)
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and qk
m = Gk

m for i = m. The mean number of back-off slots counted down is
∑m−1

i=1 i (Gk
i − Gk

i+1) + m Gk
m = ∑m

i=1 Gk
i . The probability of having k contend-

ing stations at the end of round j has been denoted with xk(j). Let also xk(0)
be the probability of having k contending stations at the beginning of the con-
tention phase. Then, the mean of the number B of back-off slots required by
s rounds is:

E[B] =
s−1

∑
j=0

n

∑
k=1

xk(j)
m

∑
i=1

Gk
i (4.6)

4.4.1 Activity times

Fig. 4.1 shows the system time evolution as a sequence of contention and
activity times. The duration As (Ac) of successful (collision) activity times can
be represented as sum of two contributions: (i) overhead time Toh,x (x = s, c)
accounting for PHY/MAC overhead and inter-frame spacings; (ii) payload
transmission time.

LetW denote the number of stations that transmits concurrently and Ui be
a random variable representing the time the frame payload takes to be trans-
mitted by the i-th station. Then, we can write As = Toh,s + U1 in caseW = 1,
and Ac = Toh,c +max{U1, U2, . . . , UW} forW > 1. It is U = L/R, R being the
air bit rate of the MAC interface and L the MAC PDU payload length. Both
quantities take a discrete spectrum of values, so that we model U as a discrete
random variable. Let U ∈ {a1, a2, . . . , a`} with a1 ≤ a2 ≤ · · · ≤ a`, and Qj =
P(U ≤ aj) for j = 1, . . . , `. For notation convenience we set also Q0 = 0. By
the independence assumption, the payload times Ui are independent of one
another, so it is straightforward to check that P(max{U1, . . . , Ur} ≤ aj) = Qr

j

(j = 1, . . . , `), and E[max{U1, . . . , Ur}] = ∑`
j=1 aj(Qr

j −Qr
j−1), for r ≥ 1.

Specifically, we have E[U] = ∑`
j=1 aj(Qj −Qj−1). Letting vh ≡ xh(s) =

P(W = h), for h = 1, . . . , n, the average activity times in case of success-
ful transmissions or collisions are given by:

E[As] = Toh,s +
`

∑
j=1

aj(Qj −Qj−1) = Toh,s + E[U] (4.7)

E[Ac] =
∑n

k=2 vk ∑`
j=1 (Toh,c + aj)(Qk

j −Qk
j−1)

∑n
k=2 vk

(4.8)

4.4.2 Saturation throughput

We evaluate the saturation throughput ρ for n stations continuously back-
logged. By considering that the end of each activity time is a regeneration
instant for the repeated contention procedure, we can express the normal-
ized saturation throughput of ReCo as the ratio of the mean time spent to
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transmit the payload of a successful frame and the average duration of the
regeneration cycle:

ρReCo =
(1− pc)E[U]

δE[B] + (1− pc)E[As] + pcE[Ac]
(4.9)

where δ is the back-off slot time, E[B] is given in eq. (4.6), pc is the collision
probability, E[U], E[As] and E[Ac] are given in eqs. (4.7) and (4.8). The expres-
sion is valid for both the frequency and time domain, with the only difference
that the contention phase duration is constant and equal to s · δ for ReCo_f,
while it is random with average E[B] · δ for ReCo_t.

As reference comparison terms, we also consider the throughput achiev-
able under legacy DCF and under perfect scheduling. For the legacy DCF,
the normalized throughput ρDCF can be found as a simple generalization of
the model proposed in [84][85]:

ρDCF =
PsE[U]

Peδ + PsToh,s + PcToh,c + ∑`
j=1 aj(Yj −Yj−1)

(4.10)

where τ is the transmission probability in each channel slot, Yj = (1− τ +

τQj)
n, j = 0, 1, . . . , ` and Pe = (1− τ)n, Ps = nτ(1− τ)n−1, Pc = 1− Pe − Ps.

The result of eq. (4.10) follows from ρDCF = PsE[U]
Peδ+PsE[As]+PcE[Ac]

, with E[As] and

E[Ac] given by eqs. (4.7) and (4.8) with vh = (n
h)τ

h(1− τ)n−h for the DCF.

The probability τ can be computed, given the number n of stations, the
DCF maximum retry parameter, M, and the contention window sizes, Wi, i =
0, 1, . . . , M, by solving a non-linear equation system (see [84][85]), namely

τ =
1 + p + p2 + · · ·+ pM

β0 + β1p + β2p2 + · · ·+ βM pM

p = 1− (1− τ)n−1

with βi = (Wi + 1)/2 for i = 0, 1, . . . , M.

In case of centralized scheduling, no contention and back-off are required.
Each channel cycle is devoted to a successful transmission. Then

ρideal =
E[U]

Toh,s + E[U]
(4.11)

4.4.3 Optimization of the contention parameters

In this section we give guidelines to the choice of m and s for maximizing the
throughput of ReCo.

Replacing E[Ac] in eq. (4.9) with an upper bound Tc,max (e.g., the maximum
allowed TxOP time) and pc with the upper bound p̂c given in eq. (4.4), we
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FIGURE 4.3: The function φ for ReCo_f versus s, averaged over
n for 20 ≤ n ≤ 200, for two values of m (16 and 32) and two
values of the parameter a, a ≈ 24 (IEEE802.11g) and a ≈ 220

(IEEE 802.11ac).

obtain a lower bound of the throughput:

ρReCo ≥ ρlb =
(1− p̂c)E[U]

δE[B] + (1− p̂c)E[U] + p̂cTc,max
(4.12)

Maximizing ρlb is equivalent to minimizing the following function of s and
m:

φ(s, m; n) =
E[B] + p̂cTc,max/δ

1− p̂c
(4.13)

The only parameter that depends on the frame formats, timing, bit rate
and other details of the protocol is the ratio a ≡ Tc,max/δ. Given a, the quan-
tity φ depends only on s and m and on the number of contending stations n.
For ReCo_f we have

φ f (s, m; n) =
s + a n

2ms

1− n
2ms

(4.14)

for all values of s, m, n such that n < 2ms. It is apparent that φ f is monotonously
decreasing with m. The limit on m is posed by practical feasibility of the ra-
dio hardware. As an example, let us consider the range 2 ≤ n ≤ 200 and
two relatively small values of m, namely 16 and 32. The values of φ aver-
aged over the considered range of n is displayed in Fig. 4.3 as a function of
s, for two values of a, i.e., a ≈ 24 (a value consistent with IEEE 802.11g) and
a ≈ 220 (consistent with IEEE 802.11ac). It is seen that s = 3 is optimal ex-
cept of the case m = 32 and IEEE 802.11ac, where s = 4 is better. The reason
why of this weak dependance of the optimal level of s on the number of con-
tending stations is highlighted by the expression of the optimal s∗, provided
that the collision probability is small. In that case, it can be found easily that
s∗ = log2(n a log(m)/2)/ log2(m). hence, s∗ grows only with the logarithm
of n.

As for ReCo_t, the overhead can be written as

φ f (s, m; n) =
E[B] + a n

2ms

1− n
2ms

(4.15)
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where E[B] is given by eq. (4.6).

4.4.4 Non uniform repeated contention

Optimization of the parameters has been carried out by assuming the same
pdf for the choice of the contention level (frequency or back-off delay) in each
contention round. It is possible to relax this condition and let the probability
distribution {qk}k=1,...,m change with the contention round.

The intuition is as follows. In the first contention round there could be
from very few up to a very large number of contending stations, depending
on the scenario. The probability distribution {qk}k=1,...,m should be chosen
so as to minimize the expected number of stations surviving after the first
round, E[S1]. Let n be the initial number of the stations; then

E[S1] = n
m

∑
i=1

qiGn−1
i (4.16)

This is to be minimized under the constraint ∑m
i=1 qi = 1. Using Lagrange

multipliers, we have to minimize the function

f (q) = n
m

∑
i=1

qiGn−1
i −Λ

m

∑
i=1

qi (4.17)

Imposing that the gradient be null, we obtain the following m equations
in the m + 1 unknowns Λ and qi, i = 1, . . . , m:

nGn−1
j + n(n− 1)

j

∑
i=1

qiGn−2
i −Λ = 0 (4.18)

for j = 1, . . . , m. Taking differences, we find

Gn−1
j − Gn−1

j−1 + (n− 1)
j

∑
i=1

qiGn−2
i = 0 (4.19)

for j = 2, . . . , m. This can be re-arranged as follows:

(n− 1)
qj

Gj
=

(
Gj−1

Gj

)n−1

− 1 =
1

(1− qj−1/Gj−1)n−1 − 1 (4.20)

holding for j = 2, . . . , m. Letting zj ≡ 1− qj/Gj, we find

zj−1 =
1[

n− (n− 1)zj
] 1

n−1
(4.21)
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for j = m, m− 1, . . . , 2, starting with zm = 1− qm/Gm = 0. Once the zj’s have
been calculated, the optimal probability distribution is found by

q∗j =

{
1− z1 j = 1

(1− zj)
(

1−∑
j−1
i=1 q∗i

)
j = 2, . . . , m

(4.22)

Substituting back the optimal solution into the expression of the mean
number of surviving stations, we find E[S∗1 ] = 1 + (n − 1)q∗1 . In the spe-
cial case m = 2, the expression of E[S1] simplifies to nq1 + nqn

2 and q∗1 =

1− 1/n
1

n−1 . Then, E[S∗1 ] = 1 + (n− 1)q∗1 = n− (n− 1)e−
log(n)
n−1 ∼ 1 + log(n),

for large n. This shows that the optimal level probability distribution reduces
the number of contending stations from n to a value S1 whose mean is in the
order of log(n). It can be expected that using the optimal distribution is espe-
cially effective when a large number of station contend initially, while it does
not have a strong impact in case a small number of stations are contending.
To minimize the potential waste of contention time (which is important in
case of ReCo_t), we could assume m = 2 for the first contention round, with
a value of q1 corresponding to the optimal one for large n, e.g., q1 = 0.05.
If n � 1, with high probability at least one station will choose level 1, thus
winning the contention and setting off most of the others. If instead n ∼ 1,
then most probably all stations will choose 2 and the two contention slots
will be simply wasted.

A further optimization can be introduced by having the contention mech-
anism becoming stateful. Since it is expected that the number of contending
stations evolves on a much slower time scale than the transmission time of a
single frame, a station undergoing multiple consecutive contentions can ad-
just its parameters based on the outcome it obtains. If the idle time of the first
contention is significant with respect to m, n can be deemed to be small.

4.4.5 Numerical examples

We consider examples based on the IEEE 802.11g and 802.11ac PHY parame-
ters. The back-off slot duration is δ = 9 µs and it is SIFS = 16 µs. As for IEEE
802.11g, we have a 20 MHz channel, the air bit rate rate set to 54 Mbps, and
Toh,s = Toh,c = 121.8 µs (including SIFS, DIFS and acknowledgments). With
IEEE 802.11ac, we consider a 40 MHz channel, the air bit rate set to 200 Mbps
(1 spatial stream, 256-QAM with code rate 5/6), and Toh,s = Toh,c = 162.9 µs.
Payload lengths are uniformly distributed over the set {80, 1500, 2304} bytes
in case of 802.11g and over the set {80, 1500, 9000, 11454} bytes in case of
802.11ac by also taking into account the aggregation of 4 MPDU for the lat-
ter. For the standard IEEE 802.11 DCF the contention window values are
Wi = min(16 · 2i, 1024) for i = 0, . . . , 7.

ReCo performance have been compared with the standard IEEE 802.11
DCF; an ideal MAC, with no collision and no contention overhead; and Idle
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FIGURE 4.4: Normalized throughput vs. n: comparison among
ideal (no collisions), ReCo_f with uniform tone selection prob-
abilities, IdleSense and IEEE802.11 DCF with standard and op-

timized contention window sizes.

Sense [70]. Idle Sense has been selected since it achieves the best performance
among the variants of IEEE 802.11 DCF. It has been simulated, by implement-
ing carefully the algorithm described in [70] for each values of n.

ReCo_f performance. In this case, the duration of each contention round
is identified with the back-off slot duration. Fig. 4.4 shows the normalized
throughput ρ for s = 3 and m = 16 as a function of the number of contend-
ing stations n for the ideal MAC (triangle markers), ReCo_f with uniform
tone selection probabilities (curve labelled ‘ReCo_f_u’, with square markers),
standard IEEE 802.11 DCF (‘x’ markers) and Idle Sense (asterisk markers).
Figures 4.4(a) and 4.4(b) refer to IEEE 802.11g and to IEEE 802.11ac, respec-
tively.

The most relevant outcome is that ReCo_f exhibits close-to-ideal perfor-
mance results, and that the achieved throughput is almost insensitive to the
number of contending station in the range between 2 and 200. While Idle
Sense exhibits excellent performance, except at small n levels, ReCo_f is defi-
nitely superior. We observe that ReCo_f throughput performance are achieved
with a fixed parameter configuration and a relatively small value of m1. There
is no need of implementing an estimator of the number of contending sta-
tions as in Idle Sense. This is a critical point whenever the offered traffic is
volatile and intermittent, so that the number of contending stations varies
quickly over time, possibly by large amounts. ReCo_f does not suffer the
offered traffic variability, given that a static parameter setting is essentially
optimal for n ranging between 2 and 200.

ReCo_t performance. The normalized saturation throughput is compared
for the time domain contention procedure in Fig. 4.5 for the same protocols
as in Fig. 4.4. We have considered the variant of ReCo_t where the first

1In our test-bed implementation of ReCo_f, m = 11 is achieved with standard hardware.
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FIGURE 4.5: Normalized throughput vs. n: comparison among
ideal (no collisions), ReCo_t with uniform back-off selection
probabilities, IdleSense and IEEE 802.11g/ac DCF with stan-

dard and optimized contention window sizes.

contention round comprises only two back-off slots with non-uniform prob-
ability distribution. Specifically, it is q1 = 0.05, q2 = 0.95. The relevant curves
are labelled with ’ReCo_t_2ph’.

It is apparent that ReCo_t performance are not so brilliant as those of the
frequency domain counterpart, yet it still improves on the best performance
yielded by Idle Sense, especially for small values of n, and also improves
the performance show in [83]. It is apparent that ReCo_t outperforms the
traditional DCF for any value of n. This is obtained with a static parameter
configuration, suitably chosen for each type of standard (either g or ac).

We believe that the simplicity of having a fixed setting is a key point for a
reliable and cost-effective implementation, along with the ’regenerative’ ac-
cess style of ReCo. By this we mean that stations need not remember any
state variable from one contention (the s rounds) to the next one. This ap-
proach guarantees the maximum possible level of short time fairness, given
that a random access is used.

4.5 Experimental Validation

In order to validate the ReCo performance in a real wireless network, we im-
plemented the contention procedure in the time [83] and frequency domain.
The time version has been implemented on commercial off-the-shelf 802.11g
cards, because the scheme does not require hardware primitives which are
not supported by off-the-shelf cards. Indeed, ReCo_t is based on the rep-
etition of back-off extractions and count-downs, transmission of short con-
trol frames at the end of the round, and sensing of the channel. All these
primitives are supported by standard DCF, whose contention logic is usu-
ally implemented at the firmware level. Rather than working with an open
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firmware, we decided to exploit the high-level programming language ex-
posed by the Wireless MAC Processor architecture (WMP) [67]. A firmware
implementing this architecture with a generic executor of state machines has
been developed for a commercial card by Broadcom and is publicly avail-
able, together with a graphical editor for programming state machines and a
control interface for loading them inside the card. The ReCo_t state machine
has been implemented as a straightforward generalization of legacy DCF as
described in [83]. Conversely, the frequency version of the scheme requires
the implementation of novel physical primitives, for transmitting and detect-
ing contention tones. To this purpose, we worked on the FPGA-based WARP
board, for which a legacy 802.11g transceiver and DCF protocol implemen-
tation are available in the so called 802.11 reference design. Moreover, for
the WARP board, we also implemented the WMP architecture which allows
to easily modify DCF contention logics, by simply defining and injecting a
MAC protocol state-machine.

4.5.1 Physical primitives for ReCo_f implementation

So far, prototypes of wireless nodes exploiting tone-based contention mecha-
nisms have been mainly built on top of software defined radio (SDR) plat-
forms, such as the GNURadio/USRP platform [65, 86]. In our case, we
decided to work on the FPGA-based WARP platform in order to exploit
both PHY layer programmability (to implement tone transmission and re-
ception mechanisms) and MAC layer programmability (to implement the
ReCo_f logic), while relying on the WMP abstractions which allow to dra-
matically limit the complexity of MAC protocol definitions. Moreover, the
WARP board allows the support of legacy 802.11g PHY for data transmis-
sions, working up to 54 Mbps, i.e. to data rates much faster than SDR imple-
mentations.

Considering that recognition of tones is much easier than modulated sig-
nals, especially if tones are opportunistically spaced, in ReCo_f approach,
contentions are performed by identifying the stations that transmit tones at
the lowest frequency.In principle, multi-carrier modulation, such as OFDM,
can be easily adapted for transmitting and detecting tones. On the trans-
mitter side, it is simply necessary to null all available sub-carriers except
one subcarrier index corresponding to the desire tone, while on the recep-
tion side, it is necessary to compare the reception power of each sub-carrier
with a threshold.

Increasing tone duration at the transmitter side and incrementing the fre-
quency resolution at the receiver side, detection of the transmitted tones is
more robust in presence of channel attenuation and interfering signals. For
improving the frequency resolution, we considered the possibility to use FFT
blocks with a number of sub-carriers higher than 64 in the receiver chain.
Conversely, in the transmitter chain there is the possibility to replicate tone
samples several times (i.e. 2 times for a resolution of 128 points and 4 times
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FIGURE 4.6: Modifications to the WARP reference design for
802.11g PHY enabling tone transmissions and receptions.

for 256). This type of approach would guarantee the minimum changes to the
standard architecture. Considering factors such as transmission time, peaks
detection errors and number of possible tones for contentions, we have de-
cided to use an empirical optimal trade-off with a 128 points FFT resolution.
In Sec. 4.5.2 we will discuss various experiments with various frequency res-
olutions. For the implementation of a tone-based communication, a general
architectural TX/RX design is described in Fig. 4.6. Green blocks are modi-
fications necessary to TX and RX chains of a general transceiver in order to
operate this new contention mechanism.

A crucial aspect of this contention mechanism is to perform in parallel
these two operations. This feature implies the capability of transmitting and
receiving tones simultaneously. This type of capability is included in the
logic of full duplex radios, in which advanced digital and analog cancellation
mechanisms are present[53]. However, in absence of this kind of technology,
the same requirement can be satisfied by two independent transceivers in a
single node.

The tone transmitted by the transmission chain will create a self-interference
in the receiver chain, which will involve the presence of high power values
at the same transmitted frequency from the transmitter. Moreover, because
of the non-linearity of the transmitter, the transmitted tone will create some
attenuated spurious signals at other frequencies (i.e. at the mirror frequency
and at twice the frequency of the tone). Self-interference signals can prevent
the detection of tones at the same frequency transmitted by other nodes, but
this capability is not required by the ReCo_f scheme. On the other hand, spu-
rious signals could affect the ReCo_f contention mechanism. In fact, they can
be erroneously considered as valid tones transmitted by all competing nodes.
If the tone frequencies chosen for the contention mechanism are different (or
chosen with a small overlapping probability) from all possible spurious sig-
nals, the probability of this event can be reduced to zero (or minimized). To
this purpose, it is possible to choose a sub-set of the total number of available
sub-carriers as contention tones. Table 4.1 shows a possible list of 8, 11 and 16
sub-carriers chosen among a set of 64 available ones. The choice was made
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8 sub-carrier index 39 46 53 59 9 16 23 29
TONES frequency [MHz] -8.13 -5.94 -3.75 -1.88 2.50 4.69 6.88 8.75

sub-carrier index 38 44 50 55 61 3 9 15
11 frequency [MHz] -8.44 -6.56 -4.69 -3.12 -1.25 0.62 2.50 4.37

TONES sub-carrier index 20 26 32
frequency [MHz] 5.94 7.81 9.68

sub-carrier index 37 40 44 47 50 53 56 59
16 frequency [MHz] -8.75 -7.82 -6.56 -5.63 -4.69 -3.75 -2.81 -1.88

TONES sub-carrier index 5 9 12 15 18 21 25 28
frequency [MHz] 1.25 2.50 3.44 4.38 5.31 6.25 7.50 8.44

TABLE 4.1: An exemplary selection of contention tones.

through a simple algorithm in order to maximize the distance between spuri-
ous signals and contention tones. Hence, tone detection is based on a simple
comparison between the value of the FFT samples at the frequencies of the
potential tones and a threshold value, which is tuned as a function of the
background noise2. As mentioned before, working on 128 (or 256) samples
allows to improve the frequency resolution of peak detection, thus leading
to a more robust identification of tones. In Sec. 4.5.3, we decided to use 11
tones in order to compare the results with our previous work, ReCo in the
time domain [83].

4.5.2 ReCo_f channel sensing

In order to quantify previous considerations, Fig. 4.7 shows the FFT samples
received by a wireless node, while it is transmitting a tone at -4.69MHz re-
spect to the central frequency. The tone lasts 128 (Fig. 4.7(a)) or 64 (Fig. 4.7(b))
samples. Despite the self-interference generated by the transmitted tone, it is
evident from the figures that it is possible to perform parallel transmissions
and receptions of tones. This interference causes a power peaks at -4.69MHz,
4.69MHz and 9.38MHz, which are the transmitted tone, the spurious tones
generated at the mirror frequency and at twice the frequency of the tone re-
spectively. Considering that the power of the second spurious tone is compa-
rable with the noise, it is not important to be considered. The narrow band-
width of spurious tones and the opportunistic selection of contention tones
allow the correct identification of other four tones transmitted at -6.56MHz,
-3.12MHz, 5.94MHz, and 7.81MHz. Before comparing ReCo_f performance
with legacy DCF (in the next section), we tested the cover range and the
robustness of the frequency-domain contention mechanism under different
propagation and interference conditions.

Concerning the study of the cover range, we conducted two different ex-
periments: (i) outdoor and (ii) indoor evaluations.

A first study was performed in an anechoic chamber, in order to reproduce
the same conditions of outdoor scenario. This investigation is necessary to
understand the impact on the cover range. Moreover, this study also allow

2The power of background noise is estimated by averaging the FFT samples at frequen-
cies different from the ones in which tone transmissions or spurious signals can be detected.
The threshold is then obtained by adding a margin to this noise level.
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FIGURE 4.7: FFT samples received by a wireless node in a first
contention round with 5 competing stations, with tones lasting
128 samples (a) or 64 samples (b). Shorter tones result in an

increased width of the power peak lobs.
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FIGURE 4.8: Ploss Anhecoic

to find a trade-off between the duration of tones (equivalent to the resolu-
tion of the IFFT) and the Tone Detection Error Rate. Because of limit of the
anechoic chamber in terms of width, we transmitted with low power. We
deployed two WMP WARP nodes with various distances with steps of 1m
and for each distance we run 200 transmissions over all available tones. The
maximum distance is 6m and ReCo_f is set to s = 1 and m = 8. For statistical
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FIGURE 4.9: Peak detection error estimation in anhecoic room

FIGURE 4.10: Channel trace acquisition during traffic session
when WMP ReCo_f implementation is active

purposes, in this evaluation the tone for the contention is not chosen ran-
domly but in a deterministic way. In Fig. 4.8 and in Fig. 4.9, we compared
respectively pathloss and the Tone Detection Error Rate over distance when
the FFT resolution changes. It is possible to note that Tone Detection Error
Rate is not equal to zero. This is due to the low power level in reception.
Hence, in this kind of set-up (anechoic chamber with only one transmitter)
the gaussian noise is considered as possible tones.

Regarding the indoor scenario, we decided to study the cover range of
ReCo_f for a simple reason. Considering that the node send tones in a specific
sub-bandwidth respect to the total bandwidth, the power spectral density
of a specific tone is higher. Thus, the reception power will be higher, as is
confirmed in Fig. 4.10, as well as the coverage region. This makes visible
nodes that would be hidden with the traditional WiFi transmission.

For this purpose, we deployed two WMP WARP nodes in an indoor sce-
nario, with different position, in order to check the coverage area of the sent
frames and tones. This was performed with an FFT of 128 points on the re-
ceiver side and 11 random tones. We run 3 experiment trials with 2 WMP
WARP, placed at three different distances (i.e. 5, 10 and 15 meters). For each
trial, we sent 1000 tones and 1000 frames. We repeated each trial three times,
with three different transmission power levels, more specifically 0dBm (low),
11dBm (medium) and 22dBm (high). Table 4.2 shows the result of the exper-
iment in term of received tones and frames. This kind of evaluation demon-
strates that the transmitted tone can cover an higher distance in comparison
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with frame. As expected, this feature of the ReCo scheme could be used in
order to solve the problem of hidden node in WiFi networks.

In addition, ReCo tones could be improved in order to transport additional
information signal. The information signal will be able to disseminate a net-
work allocation virtual (NAV) to nodes that are not able to sense the normal
frame sent by the transmitter. In this way, these nodes will not attempt to
access to the channel until the end of current transmission, also if they are
not able to recognize the frame.

Distance Noise RX Tone RSSI Tone RX Frame RSSI Frame
[m] [dBm] [#] [Average dBm] [#] [Average dBm]

Low TX 5 -94.362 1000 -70.490 0 -93.816
Power 10 -94.367 981 -84.140 0 -94.333

15 -94.364 881 -86.901 0 -94.335

Medium 5 -94.372 1000 -55.122 1000 -88.129
TX Power 10 -94.347 1000 -70.330 407 -92.955

15 -94.355 1000 -66.789 326 -93.154

High TX 5 -94.362 1000 -49.777 1000 -75.198
Power 10 -94.346 1000 -65.571 1000 -89.081

15 -94.365 999 -64.210 1000 -88.391

TABLE 4.2: Tones and frame sensing in indoor scenario.

5 10 15
0

0.05

0.1

0.15

0.2

0.25

Number of tones, m

F
al

se

WARP 1

 

 

False Negatives
False Positives
General Errors

(a)

5 10 15
0

0.05

0.1

0.15

0.2

0.25

Number of tones, m

F
al

se

WARP 2

 

 

False Negatives
False Positives
General Errors

(b)

FIGURE 4.11: False detection made by the detection algorithm
with variable threshold tuned as a function of the background

noise.

As mentioned, a second analysis addressed in this section concerns the
robustness of the frequency-domain contention mechanism. For this rea-
son, we conducted two different experiments: (i) analysis of detection errors
when the nodes number varies and the determination of the threshold value
and (ii) analysis of the whole contention mechanism.

For the first study about the robustness of the frequency-domain con-
tention mechanism, we traced more than 60000 contentions, with s = 1, for
each number of tones (m). We used two WARPs in LoS and with a distance
of 1m. For each round we collected three variables: the two indices of the
transmitted tones from the two stations and the result of the Tone detection
algorithm. Fig. 4.11 shows the false detection as result of the detection algo-
rithm with a specific threshold selected according to the background noise.
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The false negatives occur when the detection algorithm does not detect that
the other station has sent a tone with a higher index. Indeed, if this event
happens, the station believes to have won and to be able to proceed to the
next round. In the case of the last round both stations believe to have won
causing a collision. Conversely, false positives occur when the detection algo-
rithm erroneously detects a tone with a higher index that is not present. This
event could be due to external disturbances or impulsive noise. If this event
occurs in the last round, it causes a period of silence equal to a DIFS. Us-
ing the detection algorithm with a hardcoded threshold, the number of false
positives and negatives is almost zero. Comparing the efficiency in term of
throughput, it is obvious that false negatives are more catastrophic than false
positives, since a collision is worst than a period of silence. In Fig. 4.11 we
note that the false negatives are almost zero, while the false positives reach
high values, but this event does not involve great loss in term of time (only a
DIFS slot and the repetition of the contention). We also note that for 11 tones
(m = 11) the number of false positives is also low. This evaluation is very
important for our real implementation which uses exactly 11 tones.

For the second study about the analysis of the whole contention mecha-
nism, we traced more than 30000 contentions with five WARP-based nodes
extended for supporting tone transmission and reception primitives. A con-
tention mechanism with two contention rounds has been implemented by
modifying the DCF firmware available for the WARP 802.11 reference de-
sign. At each node, we collected the tone index of the station winning the
contention (i.e. the smallest frequency in which a tone transmission has been
recognized) each contention round. We then compared the cumulative prob-
ability distribution of the winning tone found by each station.

When all the nodes are located in the same room under line-of-sight prop-
agation conditions, we found that each node sees exactly (very nearly) the
same distribution. In the first contention round the distribution is given by
the minimum of five uniform distributions of 11 possible values, as depicted
in Fig. 4.12(a). The negligible mismatch between the theoretical and exper-
imental results is given by imperfect round detection (not considered in the
analysis). When one node is moved to a different room or is hidden by means
of an obstacle, we found that distributions observed by each node do not co-
incide anymore. In Fig. 4.12(b), for example, we can clearly observe that
stations 3 and 4 see a probability equal to 0.32 that the first contention round
ends with a transmission on the first tone, while the other stations see a prob-
ability value equal to 0.38. Indeed, in some cases, nodes 3 and 4 are not able
to hear the tones sent by the other stations. The possibility to hear or not
tones also depends on the specific frequency selected by the far station for
contention. Indeed, in absence of a dominant propagation path, the channel
can be selective in frequency and therefore the tone transmissions performed
by the far station that can be detected by the other contending nodes are no
more uniformly distributed among the available frequencies. These consid-
erations are quantified in Fig. 4.13(a) and Fig. 4.13(b), where we visualize
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the channel response between station 3 and station 1 in two different link di-
rections. Because tone attenuations strongly depend on the sub-carrier index
and the channel is not symmetrical, the contention process is no more fair.
For example, since transmitted tones by station 1 with low sub-carrier in-
dexes are highly attenuated at the receiver of the station 3 (as depicted in Fig.
4.13(b), the winning probability in the first contention round of the station 3
is higher.
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FIGURE 4.12: Cumulative Distribution Function of tone trans-
missions observed by five contending stations in Line Of Sight
(a) and No Line Of Sight (b) propagation conditions among the

stations.
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FIGURE 4.13: Effects of selective fading on tone detection:
channel response between station 3 and station 1 in two dif-

ferent link directions.

4.5.3 ReCo_f performance evaluation

We then run several performance tests by limiting our observations when all
stations work in line-of-sight. In this context, tone contention is not degraded
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(a) (b)

FIGURE 4.14: Experimental throughput (a) and collision proba-
bility (b) results in case of legacy DCF (red curve), ReCo_f with
2 rounds (blue curve) and ReCo_f with 3 rounds (green curve)

with 5 contending stations.

by selective fading, but only by errors due to the detection algorithm of the
tones. Source rates have been configured for guaranteeing saturation condi-
tions with data packets of 1500 bytes and a data transmission rate of 6 Mbps.
The duration of each experiment has been set to 30 seconds.

Fig. 4.14(a) shows the total normalized throughput achieved with 5 con-
tending stations in case of legacy DCF and in case of ReCo_f with two (s = 2)
or three (s = 3) contention rounds and a number of contention tones m equal
to 11. Contention tones have been selected according to the list summarized
in table 4.1. From the figure, we see that the normalized throughput is 79%
for DCF, 87% for ReCo_f with s = 2 and 90% for ReCo_f with s = 3.

Note that ReCo_f spends a fixed contention time for each channel access,
which is given by product between the number of contention rounds and the
duration of a contention tone (i.e. 2 or 3 times 9 µs), while the DCF contention
time depends on the number of contending stations and on the minimum
contention window CWmin. Although for 5 stations and CWmin = 15 the av-
erage contention time for DCF is lower than ReCo_f (about 1.5 backoff slots
of 9 µs), ReCo_f efficiency is higher because of the reduction of the collision
rate (as shown in Figure 4.14(b)). Indeed, the average collision probability
perceived with DCF is 0.25 (consistent with the well known Bianchi’s result
[84]), while such a value is reduced to 0.10 and 0.04 for ReCo_f with, respec-
tively, s = 2 and s = 3. Finally, as summarized in Fig. 4.15, we observe that
ReCo_f improves the per-station fairness in comparison with DCF, because
the average throughput perceived by each station exhibits a variability lower
than DCF, even with two contention rounds. More into details, in our ex-
periment we found that per-station normalized throughout achieved under
legacy DCF varies in the range [0.06, 0.28] between the worst and best per-
forming station, while for ReCo_f case this range is reduced to [0.14− 0.19].
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(a) (b)

FIGURE 4.15: Per-station throughput results in case of legacy
DCF (a) and ReCo_f whit 2 round (b)

4.6 Impact of imperfect channel sensing

Our experimental results have shown that imperfect tone detection can lead
to non-uniform views of contention results among the stations. In order to
gain insight into the effect of imperfect channel sensing on ReCo, we run
some simulations thus enabling more complex network configurations than
with the test-bed setup.

Following the approach of [87, 63], we adopt a multi-slope path loss model.
In case of two slopes, the key parameters of the model are the cut-off distance
and the path loss exponents of the close-in range and of the far range. The
path gain Gset as a function of the distance d between the transmitter and the
receiver is given by:

Gdet(d) =

 κ
(

d
d0

)α1
d0 ≤ d ≤ dc

κ
(

dc
d0

)α1
(

d
dc

)α2
d ≥ dc

(4.23)

where κ is the reference gain at distance d0 (e.g., 1 m) and dc is the cut-off
distance. In the following, we assume dc = 10 m (reminiscent of an indoor
environment), α1 = 2, α2 = 4, κ = 9.27 · 10−5 (i.e., ≈ −40.3 dB; this value
corresponds to a carrier frequency of fc = 2.48 GHz and 0 antenna gains).

Besides the deterministic component of the path gain, we assume also a
log-normal shadowing S and a Rayleigh fading channel coefficient H( fk)
at frequency fk, independently for each sub-carrier frequency. Then, S ∼
eβσSZe−β2σ2

S/2, with β = log(10)/10, Z ∼ N (0, 1) and the scaling factor is set
so that E[S] = 1. As for the Rayleigh fading, it is |H( fk)|2 ∼ Exp(1), i.e.,
a negative exponential random variable with mean value equal to 1. Then,
the power gain between two stations at a distance d on a sub-carrier k can be
written as G(d, k) = Gdet(d)S|H( fk)|2.
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With ReCo_f, a sample of the signal received by station j on sub-carrier k
can be written as

y(j, k) = ∑
j 6=i

x(i, k)
√

G(dij, k)Ptx + w(k) (4.24)

where x(i, k) = 1 iff station i selects sub-carrier k for sending its tone, and
dij is the distance between the station i and station j. The additive noise
w(k) encompasses the noise floor and the unsuppressed self-interference on
the sub-carrier k. It is modeled as a Gaussian random variable with zero
mean and power σ2

w(k) = (PN + Ptx/ASIS)/nsc, where nsc is the number of
sub-carriers, PN is the noise floor on the entire bandwidth, ASIS is the self-
interference suppression. We assume that ASIS = 100 dB3. The noise floor is
assumed to be PN = −90 dBm for a bandwidth of 20 MHz.

With ReCo_t, we assume that a transmitting station spreads its power bud-
get uniformly over all sub-carriers. Then, a sample of the signal received by
station j is

y(j) = ∑
j 6=i

x(i)

√
nsc

∑
k=1

G(dij, k)
Ptx

nsc
+ w (4.25)

where x(i) = 1 if station i transmits, dij is defined as above, and w ∼ N (0, PN).

To assert whether a sub-carrier (ReCo_f) or the entire channel (ReCo_t) is
idle (physical Clear Channel Assessment, CCA), the power level is sampled
ns times, say y` is the `-th sample. The estimated average power level metric
is evaluated as P̂rx = 1

ns
∑ns

`=1 |y`|
2. The metric P̂rx is compared with the Defer

Threshold (DT), set to the noise floor plus a margin. Specifically, the DT is set
3 dB over the noise floor, i.e., DT = 2PN = −87 dBm4.

In the simulated WLAN, the Access Point (AP) is located at (x0, y0) =
(0, 0). The positions of n stations around the AP are distributed uniformly
within a maximum distance R from the AP. A station receiving an average
power level less than the Carrier Detect Threshold (CDT) from the AP is con-
sidered to be in outage and excluded from the WLAN (in other words, it
cannot associate with the AP). The CDT is set to −85 dBm for a bandwidth
of 20 MHz.

Table 4.3 summarizes the simulation parameters and gives the numerical
values used.

Figure 4.16 shows the probability distribution of the number of stations
surviving one contention round for m = 11, the same value used in the test-
bed experiments. Square markers correspond to simulations results (includ-
ing the 95% confidence intervals), while the dashed red line is the theoretical

3110 dB of suppression with a single antenna system have been demonstrated success-
fully [53], so our assumption for ASIS is conservative.

4This technique of transmitting the transmitted tones is not the same used in Sec. 4.5.2,
but we have found it more correct to express the problem mathematically in this way, exper-
imentally the two methods provide the same results.
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PN Noise floor power level −90 dBm
Wch Radio channel bandwidth 20 MHz
DT Defer Threshold 2 · PN

CDT Carrier Detect Threshold −85 dBm
Ptx Transmission power level 20 dBm

ASIS Self-interference suppression 100 dB
σS Shadowing standard deviation 8 dB
dc Cut-off distance of the path loss 10 m
nsc Number of sub-carriers 64
R Radius of the WLAN area 20 m
ns Number of samples 64

TABLE 4.3: Numerical values of parameters used in the simu-
lation.
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FIGURE 4.16: Probability distribution of the number of station
winning a single contention round (square marks: simulations,
with 95% confidence intervals; dashed line: analytical model).
The maximum distance of a station from the AP is R = 20 m,
m = 11. (a) n = 5 stations with ReCo_f; (b) n = 5 stations with
ReCo_t; (c) n = 50 stations with ReCo_f; (d) n = 50 stations

with ReCo_t.

probability distribution as found from the analytical model of Sec. 4.4. We
consider two scenarios: a small WLAN with n = 5 stations (Fig. 4.16(a) for
ReCo_f and Fig. 4.16(b) for ReCo_t), and a crowded WLAN with n = 50
stations (Fig. 4.16(c) for ReCo_f and Fig. 4.16(d) for ReCo_t).

It is apparent that the analytical model matches the outcome of the simu-
lations in spite of the radio channel impairments accounted for by the sim-
ulation model. In no one of the considered scenarios the event of no station
surviving is triggered. This could occur in case a station mistaked a spike of
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FIGURE 4.17: ReCo collision probability as a function of the
number of contention rounds s for m = 11, n = 5 stations (left
plot) and n = 50 stations (right plot), with a maximum distance
of R = 20 m from the AP. The probability that two stations
be hidden to each other is annotated into the graph boxes and

marked by a dashed horizontal line.

noise and/or self-interference for a busy tone.

While the first round of the access contention is not affected sensitively
by physical layer impairments, the analyze of the collision probability high-
lights some issues. Figure 4.17 shows the collision probability as a function
of the number of contention rounds, up to s = 5 contention rounds, for n = 5
stations (Fig. 4.17(a)) and 50 stations (Fig. 4.17(b)), m = 11, both for ReCo_f
and ReCo_t.

The solid line represents the analytical model results that assume ideal
sensing. The square and diamond markers (with 95% confidence intervals)
represent the outcome of simulations of ReCo_t and ReCo_f, respectively.
The probability that a couple of stations be hidden (i.e., the average power
level received when one transmits and the other receives be less than DT)
is annotated on each graph. It is apparent that the analytical model predicts
the collision probability correctly both with few and many stations, up to the
point where the collision probability level falls below the probability of hav-
ing hidden stations (marked by a dashed horizontal line). Below that level,
the analytical model is optimistic. The actual level of collision probability is
bigger, due to false negatives, i.e., to stations missing the busy tones of the
hidden stations. While ReCo_t and ReCo_f achieve close performance levels
with few stations, in a crowded WLAN ReCo_f appears to be more critical.
The main conclusion pointed out by the simulation experiments is that ReCo
holds the promise of attaining a low level of collision probability (3.1 · 10−3

for s = 4 with n = 50 stations), yet it looses its effectiveness as the physi-
cal carrier sensing does not work fully any more, as quite natural with any
version of a CSMA protocol. It is a development line for future work to un-
derstand fully and be able to predict by means of quantitative models the
impact of radio channel impairments on ReCo (e.g., interference, non-ideal
sensing circuitry, imperfect self-interference suppression).
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Chapter 5

Conclusions

IN this thesis, we exploit advantages of the flexibility of the PHY layer over
different point of views.

At the beginning, we have introduced the concept of in-band spectrum
agility, for improving link-level and network-level performance of emerging
wireless networks, in many different operating conditions. New physical
layer capabilities have been envisioned and demonstrated in a real proto-
type for adapting the channel width at each transmission attempt within a
predefined operating channel. Our prototype has been designed with mi-
nor modifications on a legacy 802.11 OFDM transceiver. Although these new
capabilities can be further exploited with specialized access protocols, for
example by taking independent carrier sensing and decisions at each sub-
channel, we demonstrated significant performance improvement even under
legacy access policies.

Next, we analyzed in detail the behaviour of an OFDM-based commu-
nication system in different important scenarios in order to examined the
weaknesses of a standard OFDM system. We evaluated also the response of
this modulation technique at different types of jammers in order to evalu-
ate an intelligent strategy to avoid the bad performance in some situations.
We proposed a physical solution and an adaptive mechanism regarding the
improvement of the safety. New physical layer modifications have been en-
visioned and demonstrated with experiments. Our verification was carried
out with some adjustments of a standard 802.11 OFDM implementation. Al-
though this solution can be extended randomizing the pattern of pilot sub-
carriers according to a logic mechanism so that receiver and transmitter can
be safe from any pilot nulling attacks without an a priori scheme, we demon-
strated significant performance improvements in terms of BER also in ab-
sence of randomization of pilot tones. Hopping of pilot tones is a promising
solution for improving the physical layer security of OFDM communications.
We also propose an adaptive algorithm in order to increase the power level
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of the signal and make the situation more difficult for the opponent. The
combination of this pilot hopping solution with the data subcarrier adaptive
algorithm could be the key to mitigate jamming attacks.

Finally, we have explored the possibility of running multiple contention
rounds in random access networks for improving the channel utilization effi-
ciency, by considering the practical feasibility of multiple contentions and the
achievable performance improvements. Regarding the first aspect, we have
demonstrated that repeated contentions can work, as well as in the domain
of time, also in the time and frequency domains and can be easily imple-
mented on current wireless technologies. Indeed, the time-based version is
built on primitives already provided by commercial IEEE 802.11 cards, which
can be composed in a new protocol by exploiting programmable firmwares,
while the frequency-based version, which in principle requires new primi-
tives for transmitting and receiving signaling tones, can be easily supported
by OFDM-based PHY layers.
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Appendix A

Hardware Equipment

IN this appendix, we present a description of hardware equipment adopted
for development, testing and different experiment setups. We used two

FPGA-based SDRs: WARP v3 and USRP X310.

A.1 Wireless Open-Access Research Platform (WARP)

WARP v3 is the latest generation of WARP hardware. It is designed and sold
by Mango Communication. The Mango Communications team also designs
and maintains many of the resources in open-source WARP Repository.

WARP v3 is shown in A.1(b). The block diagram below shown in Fig.
A.1(a) gives an overview of the hardware design that integrates:

• a Xilinx Virtex-6 LX240T FPGA;

• two programmable RF interfaces. Each includes:

– a 2.4/5 GHz transceiver;

– two 100MSps 12-bit ADCs;

– two 170MSps 12-bit DACs;

– a dual-band PA (Power Amplifier) with transmission power up to
20 dBm;

– Shared clocking for MIMO applications.

• a high-pin count (HPC) FMC (FPGA Mezzanine Card High Pin Count)
carrier slot;

• two Ethernet interfaces;

• a 2 GB slot DDR3 SO-DIMM;
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• FPGA configuration through JTAG, SD card or SPI flash;

• user I/O:

– an USB-UART;

– 12 LEDs (6 green, 6 red);

– two 7-segment displays;

– 4 push buttons;

– 4 bit DIP switch.

(a)

(b)

FIGURE A.1: Block chain of the WARP (a) and platform (b).

The WARP v3 board integrates two identical RF interfaces shown in Fig.
A.2. An RF interface is composed by three main block:

• the Analog Devices AD9963 handles the conversion between the ana-
log I/Q and digital I/Q domains. It integrates two 100MSps 12-bit
ADCs, two 170MSps 12-bit DACs, interpolation and decimation filters
and programmable analog gain and offset adjustments;

• the Maxim MAX2829 transceiver translates between baseband and RF.
It implements both 2.4 and 5GHz Tx/Rx paths;

• the Anadigics AWL6951 dual-band power amplifier.
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FIGURE A.2: RF interface in a WARP platform.

A.1.1 802.11 Reference Design

The 802.11 Reference Design is implemented in the FPGA: OFDM transmis-
sion technique is implemented in the PHY layer with multiple cores. Instead,
the MAC is implemented in software running in two MicroBlaze CPUs, with
a support core in the FPGA to achieve accurate inter-packet timing. The ar-
chitecture is shown in A.3. The entire 802.11 implementation is instanced in
five main FPGA blocks:

• CPU High: a MicroBlaze CPU executes the top-level MAC code and
other high-level functions. All non-control packets for transmission
and the various handshakes with nodes (probe request/response, asso-
ciation request/response, etc.) are generated from CPU High, which is
also responsible for implementing encapsulation and de-encapsulation
of Ethernet frames according to the IEEE 802.11 standard. CPU High is
clocked at 160MHz.

• CPU Low: a MicroBlaze CPU executes the low-level code for the MAC
distributed coordination function (DCF). This code is responsible for
all MAC-PHY interactions and for handling intra-packet state that in-
cludes transmission of ACKs, scheduling of backoffs, maintaining the
contention window and other DCF functions. CPU Low is clocked at
160MHz.

• MAC DCF Core: an FPGA core which acts as the interface between the
MAC software design and the Tx/Rx PHY cores. This core implements
the timers required for the DCF (timeout, backoff, DIFS, SIFS, etc.) and
the various carrier sensing mechanisms.

• PHY Tx/Rx: These peripheral cores implement the OFDM physical layer
transceiver specified in the 802.11 standard.

• Hardware Support: these cores enable control of the various peripheral
interfaces on WARP v3 from the code in CPU Low (for example the
ad_controller and the radio_controller).

The 802.11 design is composed by these various cores that are integrated in
Xilinx Platform Studio (XPS). The source code/models for all components are
available in the repository (http://warpproject.org/trac/browser/ReferenceDesigns/
w3_802.11). Then, the output of the XPS project is integrated in Xilinx Soft-
ware Development Kit (SDK), which compiles and integrates the software of
the two MicroBlaze CPUs in the entire design. Ultimately, the combination

(http://warpproject.org/trac/browser/ReferenceDesigns/w3_802.11)
(http://warpproject.org/trac/browser/ReferenceDesigns/w3_802.11)


74 Appendix A. Hardware Equipment

FIGURE A.3: WARP architecture.

of hardware and software projects allow to configure the FPGA through a
loading of bitstream.

A.1.2 WARPLab Reference Design

The WARPLab Reference Design enables rapid PHY prototyping using WARP
hardware for waveform Tx/Rx and MATLAB for signal processing. It is a
framework for rapid physical layer prototyping that allows for coordination
of arbitrary combinations of single and multi-antenna transmit and receive
nodes. Moreover, it allows many physical layer designs to be constructed
and tested.

A.2 Universal Software Radio Peripheral (USRP)

USRP X310 is an SDR designed and sold by Ettus Research and National
Instrument.

USRP X310 is shown in A.4.

The hardware design integrates:

• a Xilinx Kintex-7 FPGA;

• two wide-bandwidth RF daughterboard slots:

– up to 160MHz bandwidth;

– selection covers DC to 6 GHz.

• multiple high-speed interfaces:

– PCI Express;
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– dual 10 Gigabit Ethernet;

– dual 1 Gigabit Ethernet.

• external PPS input & output;

• external 10 MHz input & output;

• external GPIO Connector with UHD API control;

• external USB Connection for built-in JTAG debugger.

FIGURE A.4: USRP X310.

The USRP hardware driver (UHD) is the device driver provided by Ettus
Research for use with the USRP product family. Several frameworks includ-
ing GNU Radio, LabVIEW, MATLAB and Simulink use UHD.
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Appendix B

Implementation Details

IN this appendix, we present a description of the implementation details
for all the different levels of programmability previously examined in this

thesis.

B.1 Agile Receiver Implementation

For implementing the Agile Receiver we used some Xilinx available tools: (i)
System Generator, (ii) Project Navigator, (iii) Xilinx Platform Studio (XPS),
(iv) Xilinx Software Developer Kit (Xilinx SDK) and (v) ChipScope Pro.

System Generator is an architecture-level design tool to define, test and
implement high-performance algorithms on Xilinx devices. Also, System
Generator enables FPGA implementation of algorithms, developed in MAT-
LAB and Simulink. We used System Generator in order to develop, build
and test the new clock selector Intellectual Property Core (IP Core) and to
modify the wlan_phy_rx IP Core of the whole design provided by Mango
Communication. IP Cores are blocks or modules that have been designed
and tested for a specific function such as processors, ethernet interfaces and
RAM controllers.

Project Navigator manages design files and allows to run processes to
move the design from design creation through implementation to program-
ming the targeted Xilinx device. We used Project Navigator only for modi-
fying the VHDL and/or Verilog code of some IP Cores provided by Mango
Communication (i.e. ad_controller and radio_controller) and for the simula-
tion of the input/output pins behaviour.

Xilinx Platform Studio helps the hardware designer to easily build, con-
nect and configure embedded processor-based systems, from simple state



78 Appendix B. Implementation Details

FIGURE B.1: Three parallel correlations on windows of 16, 32
and 64 samples.

machines to 32-bit RISC microprocessor systems. Moreover, it has the abil-
ity to configure and integrate IP cores from the Xilinx Embedded IP catalog,
with custom or 3rd party Verilog and VHDL designs. We used XPS in order
to integrate our custom IP Cores into the whole design.

Xilinx Software Developer Kit is the Integrated Design Environment (IDE)
for creating embedded applications on any of Xilinx microprocessors (for ex-
ample Zynq UltraScale+ MPSoC and Zynq-7000 SoCs) and the MicroBlaze
soft-core microprocessor. We used Xilinx SDK in order to modify some val-
ues of some certain registers and to create other primitive functions so to
perform the necessary actions for the proper operations of the Agile Receiver.

ChipScope Pro tool inserts logic analyzer, system analyzer, and it allows
to view any internal signal or node, including embedded hard or soft proces-
sors. Signals are captured in the system at the speed of operation. Captured
signals are then displayed and analyzed using the ChipScope Pro Analyzer
tool. We used ChipScope Pro Analyzer in order to control the behaviour of
some selected signals of our implementations.

As mentioned in the chapter regarding the Agile Receiver, using System
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Generator we created a custom wlan_phy_rx IP Core in order to extend the
capabilities of a standard receiver. Indeed, we replicated the correlator blocks,
in order to perform three parallel correlations on windows of 16, 32 and 64
samples, as shown in Fig. B.1. For deciding if the correlation is positive or
not, the correlation result is compared with a percentage of the sum of the
modules of the first window W of samples used for correlation. This imple-
mentation do not consider possibilities to have transmissions with a channel
bandwidth of 10 MHz and 5 MHz at +/-5 MHz respect to the central fre-
quency. Indeed, in these kind of scenarios, the correlators on windows of
32 and 64 samples produce an output greater than the reference threshold
causing the activation of the receiver chain.
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FIGURE B.2: Spectrogram (a) and correlation results (b) in pres-
ence of incoming packets with a channel bandwidth of 5 MHz

and with a shift of +5 MHz respect to the central frequency.

Figure B.2 is an evaluation in MATLAB of a possible scenario with a trans-
mission with a channel bandwidth of 5 MHz and shifted of +5 MHz respect to
the central frequency. This kind of behavior can be used to detect packet sent
with a shift of +/-5 MHz from the central frequency with a channel band-
width of 5 MHz or 10 MHz. For this reason, we decided to introduce a fur-
ther analysis, a spectral spectral, through an FFT, as show in Fig. B.3. The
results of the FFT allows to immediately identify also preambles transmitted
with a central frequency different from the possible ones. As mentioned be-
fore, the decision logic works by comparing the sub-carrier amplitude with a
threshold calculated by averaging the amplitude of 12, 18 or 24 sub-carriers
around the central frequency and at +/-5 MHz. When all the sub-carriers of
the selected sub-set are "active", then a flag is set to 1 and a preamble is rec-
ognized among the 7 possible configurations (i.e. channel bandwidth of 5, 10
and 20 MHz in the central frequency, 5 and 10 MHz with a shift of -5 MHz
and 5 and 10 MHz with a shift of +5 MHz). Moreover, we changed also the
wlan_agc IP Core in order to have a right DCO correction also for 10 and 5
MHz. Indeed, we replicated the DCO correction block at 20 MHz, but using
different clocks (i.e. 10 and 5 MHz).
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FIGURE B.3: FFT block in the implementation.

For decoding the packet in the right way according to the frequency and/or
the channel bandwidth detected, we have to modify: (i) the central frequency
and/or (ii) the clock of the receiver chain.

For modifying the ADC rate and the central frequency, it is necessary
change some parameters of AD9963 and MAX2829 chips respectively. These
parameters can be modified by changing some values of some registers, but
writing operation on register takes long time. For this reason, we decided to
execute these operations in hardware. We used Project Navigator for modify-
ing and test the native ad_controller and radio_controller IP Cores. With our
implementation, we can perform all the modification in time and on-the-fly.

In IEEE 802.11g standard the only possible channel bandwidth is 20 MHz.
For this reason, in addition to the two system clocks (CLKOUT0 and CLK-
OUT1) at 160 and 80 MHz, only more two clocks are generated (CLKOUT2
and CLKOUT3) at 20 MHz and at 20 MHz shifted by 90 degree phase re-
spectively. The latter clock is necessary to feed the ad_bridge, an important
IP Core for interfacing user designs with the digital I/Q interfaces of the
AD9963 ADCs/DACs, whose digital ports are double data rate (DDR) in-
terfaces with interleaved I/Q. Conversely, in order to change properly the
width of the channel, we need to have different clocks corresponding to the
different channel bandwidths. Figure B.4 shows the block related to the gen-
eration of the clocks necessary for the whole agile design. In addition to the
two system clocks and the other two clocks at 20 MHz, we added others
4 clocks, two for each possible bandwidth. Having these available clocks,
now we have to selected the corresponding clock depending on the detec-
tion. For this reason, we used again System Generator for creating a new IP
Core, called clock_selector IP Core. It selects the right clock for the ad_bridge
and the wlan_phy_rx IP Cores. As shown in Fig. B.5, the clock_selector IP
Core has a selector and 6 different clocks as inputs. Depending on the value
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FIGURE B.4: Block instantiated for the generation of the neces-
sary clock signals for all the possible channel bandwidth.

of the selector, only 2 clocks are selected as outputs: the reference clock (20
or 10 or 5 MHz) and the 90 degree phase shifted of the reference clock, re-
spectively. For integrating and connecting all the new and modified IP Cores

FIGURE B.5: clock_selector IP Core.

in the design, we used Xilinx Platform Studio. This tool allows to generate
a part of the bitstream to load into FPGA. The generation takes almost one
hour and half with a RAM of 16 GB.

As mentioned in the Appendix A, the whole system includes two 32-bit
RISC microprocessor MicroBlaze. For this reason, we need two software ap-
plications described by two ELF (Executable and Linkable Format) files. An
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ELF file, which is a product of the SDK, is a binary data file that contains
an executable program image ready for running on an embedded processor.
The ELF file contains the data to be mapped into the address ranges of the
BRAMs. Indeed, we created some functions in order to change some param-
eters of some registers. Finally, we can merge the ELF files and the previous
bitstream in order to create a new resulting bitstream file to load into FPGA.

Some final evaluations was made. ChipScope Pro tool helped us for con-
trolling the proper behaviour of the signals in our implementation. For ex-
ample, Figure B.6 highlights the latency to write on a register of the AD9963
chip, which fits with the technical requirements. Moreover, the final test was
performed by iperf, a popular network tool that was developed for measur-
ing TCP and UDP bandwidth performance, for evaluating the performance
in terms of throughput.

FIGURE B.6: ChipScope screenshot: latency for writing on a
register of the AD9963.
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B.2 Hopping Pilot Tones Implementation

At first, we decided to use GNU Radio, an open-source software develop-
ment toolkit that provides signal processing blocks to implement software
radios and it is used in order to support both wireless communications re-
search and real world radio systems. Moreover, the GNU Radio Companion
is a graphical UI used to develop GNU Radio applications. They provide
some projects, including OFDM-based transmitter and receiver.

Unfortunately, we noticed that the implementation of the OFDM-based
receiver was not performing enough. Indeed, for implementing the Hop-
ping Pilot Tones system, we decided to write different scripts on MATLAB:
(i) OFDM-based transmitter, (ii) jammers and (iii) OFDM-based receiver. In
addition to the simulation, an important aspect is to test the system with a
real wireless indoor channel. For this reason, we used the samples generated
through MATLAB and the UHD driver in order to send the samples on the
air.

The setup of all experiments includes two USRPs X310, as shown in Fig.
B.7. The first one, acts both as transmitter and jammer: the transmitted sam-
ples are the result of the sum of the jammer samples and the data to be trans-
mitted. Conversely, the second USRP acts as a receiver, recording traces.
Then, the acquired traces are analyzed through MATLAB.

TX= data + jammer RX

FIGURE B.7: Setup of all the Hopping Pilot Tones experiments.

B.3 Repeated Contention (ReCo) Implementation

For some evaluations of the ReCo mechanism we used WARPLab. WARPLab
is a framework for rapid physical layer prototyping that allows for coordina-
tion of arbitrary combinations of single and multi-antenna transmit and re-
ceive nodes. The extensible framework gives users the flexibility to develop
and deploy large arrays of nodes to meet any application or research need.
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Conversely, for the implementation we used two of the tools adopted for
the Agile Receiver: System Generator and ChipScope Pro. We created another
flow in the receiver chain, shown in Fig. B.8, in addition to the one already
present, in order to be able to receive tones transmitted from other stations
and to perform the spectrum analysis. For maximizing the energy concentra-
tion in the main lobe, we multiply the received signal with a Kaiser window.
Then, the spectrum analysis is made through an FFT. The real and imaginary
part of the complex numbers are some of the FFT outputs. The detection
algorithm analyzes the FFT result. More specifically, we performed the ab-
solute value of the real and imaginary parts respectively. This result must
be compared to a certain threshold value. Through WARPLab, we evaluated
empirically the appropriate threshold (i.e. -35 dB).

The last change to make effective the new MAC mechanism was the im-
plementation of various timers and a new simple state machine in addition
to those already present, as shown in Figure B.9.

Finally, the ChipScope Pro tool was used for controlling the proper be-
haviour of some signals of interest, such as the FFT analysis and/or some
values of certain registers.
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FIGURE B.8: Receiver chain of the ReCo implementation.
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FIGURE B.9: MAC implementation of the ReCo mechanism.
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