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Abstract

In the present paper, we connect some old reflections
about the relationships existing between the theory of
fuzzy sets and cybernetics with modern, contemporary
analyses of the crucial (better: unavoidable) role that
fuzziness plays in the attempts at scientifically describ-
ing aspects of information sciences. The connection,
which has a basic conceptual origin, has been triggered
also by the recent 50th anniversary of Norbert Wiener’s
death which has been instrumental in looking again at
some crucial aspects of the birth of information sciences
in the midst of the last century. Fuzzy sets are an es-
sential part of this revolution and share all the innova-
tions as well as the difficulties of this towering scientific
enterprise which has changed the vision of what a sci-
entific approach must be when dealing with something
like information so different from the old matter and en-
ergy.t These considerations are helpful in looking in an
enlarged way at how to treat and consider the notion of
cognition.
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1. Introduction and motivations

In this paper we shall present and discuss some founda-
tional aspects of fuzzy sets [1] by looking at connections
between various aspects of the “informational” scientific
revolution which took place in the middle of the last cen-
tury, involving in the first place the birth and the first
evolution of Cybernetics. A reflection about the conse-
quences of these connections for the future of the disci-
plines involved will be made in [2].

1.1. The rediscovering of old connections

The fact that last year has been remembered the 50th
year of the death of Norbert Wiener is the occasion
to look again at some very deep facts that have char-
acterized innovative ways at looking at the scientific
enterprise and its impact on society.[3] This connec-
tion seems particularly meaningful and interesting to us
mainly, of course, for its conceptual import and the pos-
sibilities it offers to look at the question posed by the
emergence of the notion of fuzziness as a new scientific
notion in this 50th anniversary. In some (more or less)
recent papers of historical reconstruction of ideas [4, 5]

it has been underlined the fact that this conceptual mi-
lieu has been of crucial importance and interest for the
birth of these same ideas.

1.2. Structure of the paper

The structure of the paper is as follows: In Section 2
we shall summarize some of the critical analyses specif-
ically done on Cybernetics looking for indications we
can have for present days questions and problems. In
Section 3 a synthesis of the historical analyses of the
foundational connections existing between the “cyber-
netic thought” and the basic motivations of fuzzy sets
will be provided.

A provisional set of conclusions will follow, in order
to stimulate the discussion of the future outlook for the
disciplines involved.

2. The cybernetic roots of information sciences (and
of fuzzy sets)

In the present section, the attempt will be done of read-
ing again - in the light of the developments of the past 30
years - what in some old papers has been argued with re-
spect to the status and the problems of Cybernetics and
its relations to other related fields and theories, like the,
then very young, theory of fuzzy sets. The desire of
looking at these old analyses and reflections has not the
aim of indulging in the mythologizing the past but, on
the contrary, by comparing old attempts with more re-
cent and mature reflections, to try to understand better
the dynamics of scientific thought in the new emerged
and still emerging fields related to the handling of infor-
mation. The final and central aim of this enterprise is
to search for the better and more promising avenues for
present day investigations.

2.1. An early attempt

Let us now try to synthetize the first analysis done on
these connections. Let us remember that this analysis
belongs to a period in which Cybernetics began to dis-
appear and fuzzy sets had just begun to grow 1. It is not

1The first reflections on these connections belongs, in fact, to infor-
mal exchanges between one of the authors and Joe Goguen at the end
of the Seventies of the last century. Their first presentation to a wider
audience was in a seminar in Barcelona (Spain), under Enric Trillas’s
invitation in 1980, as is remembered in [6]. Its first publication al-
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a case, then, that this first written paper [7] was entitled
“Do Cybernetics, System Science and Fuzzy Sets share
some epistemological problems?” 2 The core of the anal-
ysis done in it was very bitter and trenchant for Cyber-
netics. Although very innovative in its content and in its
methodology it was stated there that it was very difficult
to assess the role that this discipline had played as such
(that is: “as a scientific discipline”) and from the point of
view of specific scientific results: “It seems difficult to
give a precise characterization of the role played by Cy-
bernetics. Indeed, one has to consider both its innovative
program and the fact that it faded away rather quickly
as a specific scientific discipline. Although Cybernetics
was quite relevant for the beginning of new disciplines
(. . . ) it is hard to point out any specific result which
could contemporarily be considered both at its level of
generality and strictly pertaining to its intended domain”
(page 460).

2.2. A more mature reflection

Let us now see how the same question is considered a
few years later [8]: “In the middle of the last century a
few scientific fields of investigation which dealt (in vari-
ous ways and in different degrees) with the processing of
information raised an enormous number of challenging
and innovative problems as far as accepted scientific tra-
dition was concerned. At the same time (and this is the
paradox which is worthwhile investigating) all the re-
sults that emerged from these investigations were unable
to manifest themselves as a consolidated whole, that
is, to present themselves in an organized, unitary way
which would legitimize the birth of a “single”, scientific
discipline, with its specific features, methods and re-
sults, that would clearly differentiate it from other main-
stream disciplines. This situation - common to a set of
interestingly different investigations that took place un-
der differing names - is, in our opinion, paradigmatically
reflected in the development of Cybernetics“.

By looking for the cybernetics roots of fuzzy sets and
information sciences, we are putting into evidence that
what is new and important in these fields is that we are
constructing an experimental science. A domain, how-
ever, in which there is no matter and no energy, but
only “information”, whatever this name will stand for.
Strangely enough, in fact, in this new domain there is
nothing that is usually related and associated to experi-
mental sciences: in fact we are dealing with “the imma-
terial” [9]. We could also say that we are constructing
a “physics of the immaterial”. A correct definition, if
we go to the greek root of the the word Physis, Nature.
In nature we have also “immaterial aspects”, the infor-
mation, and we must treat these natural aspects with the
same approach and the same methodology of classical
physics and biology and all that, but taking into account

ready quoted owes its origin to an invitation of Ron Yager to write
down these ideas and present them in one meeting he was organizing.

2The subtitle (“I. An analysis of Cybernetics”) clearly indicates
that there was the plan to go on a systematic analysis along the same
lines. A program that was not pursued, although many reflections and
comments had been done, along the years, but not in a systematic way.

the specificity of the new notion in order to treat it in the
best possible way.

2.3. Relevance for present day investigations

Rethinking the same questions and problems a few
decades later, we saw the problem of the rise and de-
cline of Cybernetics as an innovative paradigm and also
as a new discipline, in a different way. Let us summarize
some of the points. We had to recognize that Cybernet-
ics did also something different and equally if not more
important and profound. It indicated that the new sci-
entific remarks and results that were developing around
the notion of information and which as told before could
also be called, as seen as a sort of a “physics of the im-
material” were - naturally re-aggregating and restructur-
ing around a new paradigm. And this paradigm is now
becoming the standard paradigm of this new (macro)
disciplinary Sector. It is also becoming an accepted and
respectful reference for the development of science in
general, and differently from what happened along the
years of the decline of Cybernetics as an accepted new
discipline, it is considered one of the way according to
which science develops.

The novelty, with respect to a few decades ago, is that
this kind of development is considered part of the scien-
tific tradition. And that is a crucial point. It is an inno-
vation with respect to the fashion and the mood of a few
decades earlier, the ones predominant in the major part
of last century, but recovering the very useful interaction
between informal notions and their possible formaliza-
tion in a dynamic way and not “once and for all”, as the
standard trend of foundational investigations of the last
century induced to think. An interesting connection be-
tween these attitude and the subsequent structuralist turn
in mathematics, of which Bourbaki’s attempt is the typ-
ical example, should, perhaps be examined for what our
questions are concerned. Every foundational analysis
should be seen as an interesting way of understanding
very subtle questions, but not as the “definitive” and fi-
nal solution of the same questions. So, the history of Cy-
bernetics must be seen in a different way, as the slowly
emerging paradigm of a more complete and faceted way
of doing research in a informational age.

Also the warnings towards unproductive develop-
ments of fuzzy sets have changed and must change.
While in the ’80 - by correctly doing the comparison
with Cybernetics’s fate - we were warning against an un-
critical use of the new interesting notion , we now con-
sider that the crucial point is to look for new domains
in which the flexibility and innovativeness of the new
notion can be productive. In a double sense. By pro-
viding and furnishing tools for treating in a quantitative
way new domains of the world and, conversely, by re-
ceiving from these same uses indications for developing
the theory along new directions.

New possible developments (and uses) of fuzzy sets
can then be seen which preserve all the freshness of the
basic, concept. Some will be outlined in the related
contribution [2], which summarize what has been re-
cently proposed in a few papers. What is interesting to
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stress is that under this new challenging way of look-
ing at fuzzy sets new important and fruitfully applica-
tions can be planned and envisaged in domains having
to do massively with natural language, cognitive aspects
and perhaps also with new questions arising from the
massive development of networks. All the loose and
“imaginative” connections of this Section have been pre-
sented starting from very general remarks. They could
be based, however, also on scholarly analyses and re-
constructions.

3. A common framework for cybernetics and fuzzy
sets (epistemological and historical links)

3.1. Cybernetics

In his book Extrapolation, Interpolation and Smoothing
of Stationary Time Series Wiener pursued the goal of
unifying Communication Engineering with the field of
Statistical Time Series in theory and practice, and the
relevant methods for this purpose included filtering in
addition to extrapolation and prediction. Moreover, he
fused these methods “into a common technique which,
in the opinion of the author, is more effective that other
existing technique alone.” ([10], p. 9.)

Predicting a time series (or a message) could certainly
not simply consist of its constant continuation. This
would instead be a matter of statistical prediction, es-
timating the continuation of the time series (or commu-
nication), its most probable future pattern while mini-
mizing random error as Wiener described the problem
in greater detail:

“We have a message which is a time series, and a
noise which is also a time series. If we seek that which
we know concerning the message, which is not bound
to a specific origin in time, we shall see that such infor-
mation will generally be of a statistical nature; and this
will likewise be true of our information of the same sort
concerning the noise alone, or the noise and the mes-
sage jointly. While this statistical information will in
fact never be complete, as our information does not run
indefinitely far back into the past, it is a legitimate sim-
plification of the facts to assume that the available in-
formation runs back much further into the past than we
are called upon to predict the future. The usual electri-
cal wave filter attempts to reproduce a message “in its
purity”, when the input is the sum of a message and a
noise.” ([10], p. 10)

Wiener had been working with the filter problem on a
very mathematical abstract level, yet he knew very well
that there was quite a lot to do below this level in or-
der to implement his standardization program. He thus
referred to the work of appropriate experts, naming his
MIT colleague Ernst Adolph Guillemin by name: “The
problem of realization takes one into the theory of equiv-
alent networks as developed by Guillemin and others.”
([10], p. 22)

The research conducted by Wiener and Guillemin in
the late 1940s would be consolidated by members of
a new generation of communication engineers, which

included in particular the electrical engineer Lotfi A.
Zadeh.

During his studies at MIT, Zadeh encountered
Wiener’s Cybernetics and Shannon’s “Mathematical
Theory of Communication” [11]. “An Extension of
Wiener’s Theory of Prediction” was the title of an in-
ternal report [12] written in 1949 by Zadeh who was
then assistant professor at Columbia University in New
York. Soon after finishing his Ph D dissertation, he au-
thored this study, though the by-line of the journal arti-
cle, which was published shortly thereafter, included the
name of his supervisor John R. Ragazzini in addition to
his own [13]. In this work, which expanded Wiener’s
prediction theory, Zadeh indicated that the foundations
for his work could be found both with Wiener and with
Andrei N. Kolmogorov. Both of them, Wiener and Kol-
mogorov, had proceeded from this problem: If knowl-
edge about the past and present of the physical sys-
tem are given, how can its future behavior be predicted?
Zadeh generalized Wiener’s theory in two ways:

• The signal component of a given time series was
separated into two parts, of which the first is a non-
random function in time that can be represented
as a polynomial, while the other part functions as
a stationary and statistical random function repre-
sented by a given correlation function. In Wiener’s
theory, by contrast, a non-random portion of the
signal occurred only when it consisted of a known
function in time.

• The response behavior of the predicting system or
the weighting function used to make the prediction
should disappear outside of a finite time interval. In
Wiener’s theory, on the other hand, this time inter-
val was assumed to be infinitely long.

Zadeh showed that determining the weighting func-
tion leads to the solution to a modified Wiener-Hopf
equation, for which he could provide an explicit solu-
tion. This publication was a milestone in the theory of
network synthesis. Then Zadeh applied these mathemat-
ical methods to problems in communication engineering
in order to represent general principles in the transfor-
mation of signals and in the characterization of input-
output relationships in nonlinear systems. The obvious
discrepancy between mathematical theory and real com-
munication systems eventually led him to completely
new ideas on how to expand the theory in order to apply
it. By forming new concepts and using the subsequent
results, Zadeh tied directly into Wiener’s statistical basis
of filter theory but then immediately surpassed it.

If filters that were realized as electrical circuits did
not operate according to the mathematical theory, then
one must be content with less – optimum filters: “A dis-
tinction is made between ideal and optimum filters, the
former being defined as filters which achieve a perfect
separation of signal and noise. ([14] p. 35) If ideal fil-
tration is not possible, though, which is often the case
when the signal is mixed with noise, then one must ac-
cept that the filtration can only be incomplete. In such
cases, a filter that delivers the best possible approxima-
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tion of the desired signal – and “a particular meaning”
of “best approximation” is used here – is called an op-
timum filter. However, there were usually not enough
statistical data to determine an optimum filter by means
of statistical calculations. For this reason, Zadeh turned
away from statistical methods.

3.2. Information science

When different specialties began to emerge within elec-
trical engineering in the 1950s, various “professional
groups” were formed within the tradition-rich Institute
of Radio Engineers (IRE), which then also published
their own “transactions”. The contributions to the “Sym-
posium on Information Theory”, which had been held
in September of 1950, were published in February 1953
in the first edition of the IRE Transactions on Informa-
tion Theory. Shannon and Wiener have been members
of the founding editorial board of this new journal, and
in March and June of 1956, each wrote an editorial to
demonstrate their own view on this new technological
discipline. Shannon called for readers to bear in mind
that, despite all of the popularity Information theory had
enjoyed over the previous few years, it was not a “uni-
versal remedy” and that they should thus return to se-
rious research and development at the highest scientific
levels. The fact that Information Theory had been ap-
plied successfully in so many fields was good news, but
it also obscured the abstract meaning of these terms:
“Indeed, the hard core of information theory is essen-
tially a branch of mathematics, a strictly deductive sys-
tem.” Shannon was pushing back against the interdisci-
plinary expansion of his mathematical theory, and thus
naturally against Wiener’s Cybernetics, as well. He con-
cluded by calling upon the future authors of the journal
to publish only the clearest and the best efforts: “Re-
search rather than exposition is the keynote, and our
critical thresholds should be raised.” [15] Three months
later, Wiener took the opportunity to respond. His plea
was also: “Back to the roots!” His editorial was titled
with the question “What is Information Theory?” and
he was “pleading in this editorial that Information The-
ory go back of its slogans and return to the point of view
from which it originated: that of the general statistical
concept of communication.”

With references to the statistical character of the me-
chanics of Josiah Willard Gibbs and the quantum theory
that dominated physics as a whole, Wiener also placed
Information Theory in this overall context: “What I am
here entreating is that communication theory be stud-
ied as one item in an entire context of related theories
of a statistical nature, and that it should not lose its in-
tegrity by becoming a special vested interest attached to
a certain set of slogans and clichés.” Wiener was clear
in his dismissal of Shannon’s “purism”: “I hope that
these Transactions may encourage this integrated view
of communication theory by extending its hospitality to
papers which, why they bear on communication theory,
cross its boundaries, and have a scope covering the re-
lated statistical theories. In my opinion we are in a dan-
gerous age of overspecialization.” [16] Shannon’s en-

treaty to concentrate on the core of Information Theory
painted him into a scientific corner; it was much more
desirable for the statistically based Information Theory
to draw from as many scientific areas as possible. Two
years later, when also Zadeh was in the editorial board of
that journal, he penned his editorial for the March 1958
edition, he pleaded – as Shannon had done two years
earlier – for a critical examination of the situation in his
own specialist field. However, in this editorial entitled
“What Is Optimal?” for the March 1958 edition of the
IRE Transactions on Information Theory he asked the
readers how reasonable it actually was to insist on opti-
mal solutions. After all, this approach had only estab-
lished itself since Wiener had publicized his findings on
optimal filters and prediction, and proponents were well
on their way “to make a fetish of optimality. If a system
is not ‘best’ in one sense or another, we do not feel sat-
isfied. Indeed, we are apt to place too much confidence
in a system that is, in effect, optimal by definition.” [17]
Finding an optimal system would mean choosing a per-
formance criterion, then specifying a class of acceptable
systems according to various conditions with respect to
design, costs, etc. and finally accepting one of these sys-
tems from the specified class as the “best” with regard to
these criteria. Zadeh now doubted that this method was
any more sensible than the “relatively unsophisticated
approach of the pre-Wiener era”. [17] The selection of a
single performance criterion leaves all of the other crite-
ria that would likewise contribute to performance evalu-
ation unconsidered.

Zadeh similarly criticized the rational selection of de-
cision functions under uncertainty: “What should be
done when the probabilities of the “state of nature” char-
acterizing a problem are not known?” Here he rejected
the usual solution methods based on stochastics or game
theory: “At present no completely satisfactory rule for
selecting decision functions is available, and it is not
very likely that one will be found in the foreseeable fu-
ture. Perhaps all that we can reasonably expect is a rule
which, in a somewhat equivocal manner, would delimit
a set of ‘good’ designs for a system. In any case, neither
Wiener’s theory nor the more sophisticated approaches
of decision theory have resolved the basic problem of
how to find a ‘best’ or even a ‘good’ system under uncer-
tainty [17]. – These were his beginning doubts about tra-
ditional mathematics, which had heretofore rarely been
challenged as a tool for understanding real systems.

In subsequent years he gradually became aware of the
fact that although the descriptions of real systems using
the instruments of ordinary mathematics were becom-
ing more and more complicated, they were not appro-
priate to the real systems. His attempts to characterize
adaptive, linear and optimum systems demonstrate his
efforts to find good definitions within the framework of
conventional mathematical theory. His attempts to de-
scribe real systems in a mathematically precise manner
failed. There were questions about the problems of pat-
tern recognition which Zadeh was beginning to ponder
in terms of the gradual membership of elements to sets.

1410



3.3. Fuzzy Sets

In 1964 Zadeh was supposed to give a talk on pat-
tern recognition in the Wright-Patterson Air Force Base,
Dayton, Ohio. During this travel he started thinking
about pattern recognition problems and grades of mem-
bership of an object to be an element of a class: “For
example, suppose that we are concerned with devising
a test for differentiating between handwritten letters O
and D. One approach to this problem would be to give
a set of handwritten letters and indicate their grades of
membership in the fuzzy sets O and D. On performing
abstraction on these samples, one obtains the estimates
µ̃O and µ̃D of µO and µD respectively. Then given a
letter x which is not one of the given samples, one can
calculate its grades of membership in O and D, and, if
O and D have no overlap, classify x in O or D.” ([18],
p. 30)

Whether Zadeh spoke about this in his lecture in Day-
ton, Ohio in 1964 can unfortunately no longer be deter-
mined 3. At any rate, within a short period of time he had
further developed his little theory of “gradual member-
ship” into an appropriately modified set theory – “Essen-
tially the whole thing, let’s walk this way, it didn’t take
me more than two, three, four weeks, it was not long.” 4

He wrote his ideas down and these notes appeared as the
(in that time secret classified) memorandum RM-4307-
PR for the RAND-Corporation in October 1964 under
authorship of his close friend Richard Bellman, his col-
laborator Robert Kalaba, and Zadeh [19]. The paper
contains the first definitions of the theory of fuzzy sets
in a scientific text.

However, his first article in a scientific journal was
“Fuzzy Sets” that appeared in Information and Control
in June 1965. In contrast to conventional set theory, an
object must not either be an element of a set (member-
ship value 1) or not an element of this set (member-
ship value 0), but can also have a membership value be-
tween 0 and 1. Therefore, he defined fuzzy sets by their
membership function µ, which is allowed to assume any
value in the interval [0, 1], instead of by their character-
istic function, which assumes the values 0 or 1 only [1].
Regarding fuzzy sets A,B in any universe of discourse
X , Zadeh defined (for all x ∈ X ,):

• A = B if and only if µA(x) = µB(x),
• A ⊆ B if and only if µA(x) ≤ µB(x),
• ¬A is A’s complement⇔ µ¬A(x) = 1− µA(x),
• A ∪B ⇔ µA∪B(x) = max (µA(x), µB(x)),
• A ∩B ⇔ µA∩B(x) = min (µA(x), µB(x)).

The definition of the first fuzzy operators for the
union and intersection of fuzzy sets were influenced
from Zadeh’s earlier works on electrical filters. Zadeh
regarded his theory of fuzzy systems as a general sys-
tem theory that could be used to cope with the so-called
input-output analysis of systems.

3No sources exist and Zadeh no longer remembers this lecture ex-
actly and so he did not want to either confirm or rule out this detail.

4R. S. Interview with L.A. Zadeh, June 19, 2001, University of
California, Berkeley, Soda Hall.

His interpretation goes back to Shannon’s discovery
in the use of electrical circuits to model logical state-
ments. In the case of conventional sets, every setC from
family of sets A1, ..., Ai, ..., An can be combined with
one another using the conjunctions ∪ und ∩ and such
that it represents a network of circuits α1, ..., αn(i, j =
1, ..., n). By this logic, Ai∩Aj andAi∪Aj are, respec-
tively, series and parallel combinations of the circuits αi

and αj . For the analogous interpretation in the case of
fuzzy sets, Zadeh employed the concept of the sieve. He
provided the membership function µi(x) ofAi at x with
a “sieve” Si(x) with mesh size µi(x). This interpreta-
tion results in immediate and clearly evident correlations
of the parallel combinations of sieves Si(x) and Sj(x)
with µi(x)∨µj(x) and of their series combinations with
µi(x) ∧ µj(x). If the reader takes into account that the
term “sieve” connotes the meaning of a filter then he
may catch the analogy of fuzzy sets and electrical filters
as outlined in the first section.

4. A short detour

Before concluding, let us do a brief detour which can
help us in clarifying better the point we are trying to fo-
cus in this and the related [2] paper. In the last Section it
was evident that the path leading Lotfi Zadeh to conceiv-
ing the idea of fuzzy set is strictly related to his “origi-
nal” way of connecting stimuli, indications and sugges-
tions coming from different sources. That always hap-
pens with every investigation and every scientist. The
novelty comes when the stimuli belong to very different
sources (and the "sources" do not belong to the normal
and recognized tradition of an established discipline).
Perhaps this is one of the mechanisms through which in-
novation and creativity come out. This is what emerges
in Zadeh’s case. His cultural background was different
(and broader) than the one of a typical electrical engi-
neer. And this is what makes a comparison possible on
the cultural backgrounds of the emerging of both cyber-
netics and fuzziness as a scientific notion. The original-
ity of Cybernetics is not coinceivable without the mul-
tifaceted personality of Wiener and his cultural back-
ground. We refer here to the profound analysis done
by Leone Montagnini in [20], a book, unfortunately not
still translated into english. We refer to [21, 22], re-
views in english of the book, for a quick idea of its
content. Wiener starting from his very complex cultural
vision was able to outline the main features of “informa-
tion society”, this however was not done by a sort of a
purely sociological operation (although it was also this
see [23]), but outlining the main features of a new sci-
ence which should play, for the notion of information,
the same unifying role that galilean/newtonian mechan-
ics had played for the notion of “motion”. As we tried
to outline in the previous pages, this was not an easy
task. And, in a sense, its big and great innovativeness
was payed by a difficulty in being accepted as a “tradi-
tional” discipline by the scientific community. However
the innovative ideas and provocative questions posed to
the researchers in fields having to do with the notion of
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information, has allowed to construct a paradigm of re-
search which has helped the elaboration of new ideas. A
deepening of these problems can help in understanding
better the potentialities of these new ways of affording
questions in a scientific mood but extending some of the
rigidities of the path followed in traditional disciplines
having a longer history.

5. Preliminary Conclusions

In the previous pages we have shown that revisiting
some old problems can provide new, interesting, ways
of affording present day crucial questions. As we wrote
in the Introduction, any conclusion (especially in this
kind of papers) cannot but be provisional, but we are
strongly convinced that these kind of analyses can help
us in doing real progresses in the specific technical in-
vestigations at least for one single reason. They allow
to work in unknown territories with some general indi-
cations which can help us in not doing again (in their
entirety) the mistakes done in past decades and, conse-
quently, to begin following really new paths. This dis-
cussion will be furthered up, with an outlook of what
the future will (and should) bring for fuzziness and cog-
nition in lieu of the contribution of cybernetics in [2].
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