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ABSTRACT

The main objective of this thesis is the developement of geometrical methods for the investigation of
critical phenomena. In particular, a novel approach based on the Uhlmann curvature is introduced for
the investigation of non-equilibrium steady-state quantum phase transitions (NESS-QPTs). Equilibrium
phase transitions fall invariably into two markedly non-overlapping categories: classical phase transitions
and quantum phase transitions. NESS-QPTs offer a unique arena where such a distinction fades off. We
propose a method to reveal and quantitatively assess the quantum character of such critical phenomena.
We apply this tool to a paradigmatic class of lattice fermion systems with local reservoirs, characterised
by Gaussian non-equilibrium steady states. The relations between the behaviour of the Uhlmann curva-
ture, the divergence of the correlation length, the character of the criticality and the dissipative gap are
demonstrated. We argue that this tool can shade light upon the nature of non equilibrium steady state
criticality in particular with regard to the role played by quantum vs classical fluctuations.
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cello, Peter Hänggi, Salvatore Lorenzo, Luca Magazzù, Jamir Marino, Sabrina Maniscalco, Elisabetta Paladino,
Anatoli Polkovnikov, Thomas Prosen, Salvatore Savasta, Roberto Serra, Roberto Stassi, Roberta Zambrini.
A special thank also to Francesco Ciccarello and Valeria Vetri for being great friends, a constant source of support
and inspiration.
I was partly supported by the Ministry of Education and Research of Italian Government. I acknowledge financial
contributions provided by P.O.N. project “Shelf-Lfie”.

To Stefania, Emilia and Emanuele. Without you, none of this would make any sense.

5



6



CONTENTS

1 Introduction 13
1.1 Phase transition in dissipative quantum many body systems . . . . . . . . . . . . . . . . 13
1.2 Decoherence and quantum bistable systems . . . . . . . . . . . . . . . . . . . . . . . . 15
1.3 Dynamics of solitons in long Josephson junctions under noisy environment . . . . . . . 16

2 Geometric Phase in Quantum Mechanics: an Introduction 19
2.1 General definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2 Discrete case: distant parallelism and Bargmann’s invariant . . . . . . . . . . . . . . . . 21
2.3 The continuum case: geometric phase of a curve . . . . . . . . . . . . . . . . . . . . . . 24

2.3.1 Gauge invariance and parameterisation invariance . . . . . . . . . . . . . . . . . 26
2.4 Geometric phase and Schrödinger evolution . . . . . . . . . . . . . . . . . . . . . . . . 29

2.4.1 Berry’s phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4.2 Aharonov and Anandan’s geometric phase . . . . . . . . . . . . . . . . . . . . . 33

2.5 Metric on the Hilbert Space: the Fubini-Study metric . . . . . . . . . . . . . . . . . . . 35
2.5.1 Fubini-Study distance as a statistical distance . . . . . . . . . . . . . . . . . . . 37
2.5.2 Pancharatnam’s connection and geodesics . . . . . . . . . . . . . . . . . . . . . 38

3 The Uhlmann Geometric Phase and Bures Metric 41
3.1 Definition of Mixed Geometric Phase via State Purification . . . . . . . . . . . . . . . . 41

3.1.1 Purification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.1.2 Parallel Transport of Density Matrices and Uhlmann Geometric Phase . . . . . . 43

3.2 Fidelity and Bures Metric . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.2.1 The Bures Metric . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.3 Uhlmann Connection and Uhlmann Curvature . . . . . . . . . . . . . . . . . . . . . . . 51
3.4 Multi-parameter quantum state estimation . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.4.1 Formulation of the problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.4.2 Multi-parameter Incompatibility: a Measure of Quantumness . . . . . . . . . . . 56

4 Geometry of Quantum Phase Transitions 59
4.1 Continuous Phase Transition and Universality . . . . . . . . . . . . . . . . . . . . . . . 60
4.2 Quantum vs Classical Phase Transitions . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.3 Quantum Phase Transitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

7



CONTENTS

4.4 Geometric Phase and Criticality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.4.1 A Simple Two-Level System . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.4.2 The XY Model and Its Criticalities . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.4.3 Geometric Phases and XY Criticalities . . . . . . . . . . . . . . . . . . . . . . . 68
4.4.4 General Considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.4.5 Dicke model and Geometric Phases . . . . . . . . . . . . . . . . . . . . . . . . 72

4.5 Quantum Phase Transition and Information Geometry . . . . . . . . . . . . . . . . . . . 78
4.5.1 Quantum Phase Transition and Super-Extensitivity of the Quantum Geometric

Tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.5.2 XY Model and Information Geometry . . . . . . . . . . . . . . . . . . . . . . 81
4.5.3 Thermal States and Classical Phase Transitions. . . . . . . . . . . . . . . . . . . 83

5 Dissipative non-equilibrium phase transitions 85
5.1 Non-Equilibrium Phase Transitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.2 Gaussian Fermionic States . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.3 Dissipative Markovian Quadratic Models . . . . . . . . . . . . . . . . . . . . . . . . . 90

5.3.1 Diagonalisation of the Lindblad Equation . . . . . . . . . . . . . . . . . . . . . 93
5.3.2 Liouvillian Spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.4 Geometric Properties of the Steady States . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.4.1 Mean Uhlmann Curvature and Bures Metric of Gaussian Fermionic States . . . . 97
5.4.2 Super-Extensivity of the (Generalised) Quantum Geometric Tensor . . . . . . . 100

5.5 Translationally Invariant Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.5.1 Mean Uhlmann Curvature and Criticality in Translationally Invariant Models . . 104

5.6 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.6.1 Vanishing dissipative gap without criticality . . . . . . . . . . . . . . . . . . . . 108
5.6.2 Rotated XY-model with Local Dissipation . . . . . . . . . . . . . . . . . . . . . 109
5.6.3 Boundary driven XY-model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

6 Summary and Outlook 115

A Fermionic Gaussian States 119
A.1 Symmetric Logarithmic derivative for Fermionic Gaussian States . . . . . . . . . . . . . 120

B Spectral Properties of Quadratic Liuvillians 123
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

List of Publications 137

8



LIST OF FIGURES

2.1 An ideal interferometric experiment to measure Pancharatnam’s phase. A system pre-
pared in a state ψ1 is fed into a Mach-Zender interferometer. In one of the two arms
the state is transformed back into ψ1 via two intermediate states ψ2 and ψ3, by means
of transformations that satisfy the distant parallelism between each pair of states. When
the two beams interfere the fringe pattern is shifted by an amount proportional to the
Pancharatnam phase. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.2 Additive property of the Bargmann invariant. The triangle represents a 3-vertex Bargmann
invariant. Each vertex is a state in space B and the lines represent the Pancharatnam
phases associated with the pairs of states that they connect. The quadrangle represents
a four-vertex Bargmann invariant. It can be obtained as the composition of two suitable
three vertex invariant. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.3 Examples of subdivision of the curve ψ(s). An open curve is approximated by a polygo-
nal. A Bargmann phase can be associated with the polygon formed by the arc ψ1-ψ5 and
this polygonal. A geometric invariant associated with the open curve can be obtained as
the limit of this Bargmann invariant when the number of points in the subdivision tends
to infinity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4.1 The geometric phase is proportional to the solid angle spanned by the Hamiltonian with
respect of its degeneracy point. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.2 The regions of criticality of the H Hamiltonian are presented as a function of the param-
eters h and δ, and the corresponding ones for the Hamiltonian H(ϕ) where ϕ param-
eterises a rotation around the h axis. Possible paths for the geometrical evolutions are
depicted, spanned by varying the parameter ϕ. . . . . . . . . . . . . . . . . . . . . . . . 68

4.3 The geometric phase corresponding to the ground state (a) and the relative one between
the ground and excited state (c) as a function of the path parameters h and δ. Each point
of the surface corresponds to the geometrical phase for a path that is spanned by varying
ϕ from 0 to π for certain h and δ. The values of the geometric phase corresponding to
the loops C1, C2 and C3 in Figure 4.2 are also indicated. . . . . . . . . . . . . . . . . . 69

9



LIST OF FIGURES

4.4 The conical intersection between the two lowest energy levels of the Hamiltonian as a
function of the parameters. A contractible loop (i.e. a loop that can be continuously
deformed to a point of the domain) produces a zero geometric phase. A non-trivial
geometric phase is obtained for non-contractible loops. . . . . . . . . . . . . . . . . . . 70

4.5 Numerical results for the scaled Berry phase as a function of the parameter α, forD = 10

and for different values of n, in comparison with the result for n → ∞. Berry’s phase
increases with the coupling, and, in the thermodynamic limit, its derivative becomes
discontinuous at the critical value α = αc := 1. The inset shows the derivative of the
Berry phase with respect to α. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.6 A qualitative illustration of the paths followed by the parameters of the Hamiltonian due
to the application of U(φ). The paraboloid corresponds to the value α = L2/2D = 1,
for which the Hamiltonian shows a critical behavior. If the parameters follow a path, e.g.
C1, encircling the paraboloid, then the system acquires a non-trivial Berry phase, which
tends to π for α � 1. As seen from figure 4.5, path C2 gives rise to a zero Berry phase
(in the thermodynamical limit). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.7 Scaling of the Berry phase as a function of n at the critical point α = 1, for D = 10. For
ease of comparison, the continuous plot shows the analytic expression of Eq. (4.46). . . . 77

5.1 Model of a 1D fermionic chain on a ring showing a closing dissipative gap that does
not imply a diverging correlation length. This is the model discussed in section 5.6.1
which is an extension of a model introduced in [1]. The inverse correlation length, the
dissipative gap and the MUC are shown, respectively, from the left to the right panel. The
model is critical only for λ = −1, while the gap closes for both λ = ±1. As expected,
the discontinuity of MUC captures the criticality, and it is otherwise insensitive to a
vanishing dissipative gap. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.2 The mean Uhlmann curvature per number of sites Ū for the rotated XY model with local
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1

INTRODUCTION

During these years of research I had the chance of investigating several issues within a relatively ample
and heterogeneous set of research topics. There are three main research lines that I have been pursuing
and that I will briefly sketch in this introduction. However, for a matter of homogeneity, brevity and
personal taste, I decided to deliberately focus the subject of this thesis only on the first of these research
lines.

1.1 Phase transition in dissipative quantum many body systems

A substantial part of my research has been focussed on the study and characterisation of quantum phase
transitions (QPT) in out-of-equilibrium quantum systems. The methods employed borrow tools from
fundamental quantum physics, typical of coherent quantum dynamics, i.e. the topological and geometric
phases [2, 3]. The use of geometric and topological features for the study of QPT has been quite a
succesfull approach, applied so far only in the context of equilibrium QPT [4–9].

Quantum critical points are characterised by scale invariance and hence by long ranged order. As
such, systems showing this feature are intriguing examples of quantum state of matter and subjects of
important topical investigation in physics [10]. A challenging new paradigm has recently been put for-
ward by the discovery of novel types of criticalities under non-equilibrium conditions, in reservoir-driven
condensed matter systems [11–14]. A complete picture about the critical features of such systems, such
as long-range order, existence order parameters, topological order, character of the fluctuation, is still
lacking. Moreover, this field has been greatly pushed forward by theoretical and experimental investiga-
tions that have shown that engineered reservoirs can be tailored to a level of accuracy comparable to that
achieved by coherent quantum control, harnessing quantum state manipulation [15], computation [16],
and simulation [17] with a totally new set of tools.

A natural question arises as to whether methods, successfully applied in the equilibrium context, are
applicable to the non-equilibrium settings. Quantum phase transitions in nonequilibrium steady states
(NESSs) are the results of complex many-body dissipative evolutions, and the steady state of an open
system differs markedly from the ground state of a many body Hamiltonian or even from thermal states.
The canonical treatment of decoherence as a perturbing effect on ground states is inapplicable to the

13



CHAPTER 1: INTRODUCTION

driving of a system into a NESS [18]. It is therefore important to develop new techniques, as well as
new ways of adapting known concepts to such a novel paradigm. Geometric concepts, such as geometric
phase and geometric information may provide interesting new avenues to explore the latter.

The use of geometric properties to investigate QPT can be heuristically understood as follows. QPTs
are the result of macroscopic changes in the many-body system resulting from small variations of param-
eters. Such abrupt response to minimal parameter changes occurs in the neighbourhood of degeneracy
points of the ground state manifold. Such singularities determine the non-analytic thermodynamical
properties of critical many-body systems. A point of degeneracy, on the other hand, affects non-trivially
the geometry of the system Hilbert space. A curvature of the parameter manifold can be witnessed by
closed path evolution of the system, thereby providing a tool to detect, both theoretically and experimen-
tally, a criticality.

In the context of NESS-QPTs, the evolution is driven by a Liouvillean superoperator L(λ), which is
parameterized by a set of (control) variables λ ∈ M. These parameters determine, independently of the
chosen initial state, the corresponding (unique) NESS ρ(λ). Depending on λ, the NESS can display a
variety of different properties potentially exhibiting NESS-QPTs. In analogy to equilibrium QPTs, also
in NESS-QPTs, dramatic structural changes occurring in ρ(λ) due to a criticality may be reflected in the
statistical properties of the state and hence in the geometry of its manifold. A cyclic evolution of the
NESS along the manifold can witness a singularity in the curvature and experience a geometric phase
shift.

NESS-QPTs are inherently different from QPTs at zero temperature. In spite of some superficial
similarity, their understanding requires the developement of conceptually and mathematically different
techniques. NESS is the zero eigenvalue density matrix of the non-Hermitian Liouvillean superoperator
L, as opposed to pure eigenstate of a Hamiltonian. This requires, on the one hand, to exploit the more so-
phisticated mixed states differential geometry and, on the other hand, this implies that the whole wealth
of powerful results due to the Hermiticity is not available in the dissipative case. Therefore, analysing
NESS-QPTs in the general case is a quite daunting task. However, the physically relevant special case
of a quadratic Liouvillean can be tackled. Specific models belonging to this class indeed display rich
nonequilibrium features and NESS-QPTs, which have been characterized by studying long-range corre-
lations and the Liouvillean spectral gap ∆L [11, 19]. The latter provides the analog of the gap in the
Hamiltonian spectrum, and it is called dissipative gap. Such a gap dynamically isolates the submani-
fold of steady states from the rest of the projective Hilbert space, thereby providing a counterpart of the
Hamiltonian gap protection via a quantum Zeno effect [20–22].

In the context of mixed quantum states, it is necessary to exploit unorthodox concepts of geometric
phases (GP), and many possible definition of the mixed state GP have been put forward. Which definition
is best suited in this context depends largely on the type of information that one wants to extract from it.
Among all possible choices, the Uhlmann GP [23] stands out for its deep-rooted relation to information
geometry and metrology [24,25], whose tools have been profitably employed in the investigation of QPT
and NESS-QPT [26–29]. Uhlmann holonomy and GP have been applied to the characterisation of both
topological and symmetry breaking equilibrium QPT [30–37]. Many proposals to measure the Uhlmann
GP have been put forward [38–40], and demonstrated experimentally [41].

Motivated by this, I have introduced the mean Uhlmann curvature (MUC) and I have investigated its
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role in the characterisation of dissipative NESS-QPT. The MUC, defined as the Uhlmann GP per unit
area of a density matrix evolving along an infinitesimal loop, has also a fundamental interpretation in
multiparameter quantum metrology: it marks the incompatibility between independent parameters aris-
ing from the quantum nature of the underlying physical system [42]. In this sense, the MUC is a measure
of “quantumness” in the multi-parameter estimation problem, and its singular behaviour responds only
to quantum fluctuations occurring across a phase transition. Indeed, equilibrium phase transitions fall
invariably into two markedly non-overlapping categories: classical phase transitions and quantum phase
transitions. NESS-QPTs offer a unique arena where such a distinction fades off. The meann Uhlmann
phase provide a method to reveal and quantitatively assess the quantum character of such critical phe-
nomena.

I have considered explicit examples [43] of quadratic fermion models with translational symmetry,
coupled to a Markovian bath, whose interaction is assumed linear in the Fermionic operator. Under such
conditions, the NESS is Gaussian [11] and is fully described by the correlation matrix. Within this class
of models, different types of QPTs may occur. Criticality, in the sense of diverging correlation length,
has been found to be related to a non-analytic behaviour of the Uhlmann curvature. Going beyond the
specific models analysed, it is possible to analytically prove the connection between the existence of
criticality and the singular behaviour of the Uhlmann curvature. The relations between the behaviour
of the Uhlmann curvature, the divergence of the correlation length, the character of the criticality and
the dissipative gap are demonstrated. We argue that this tool can shade light upon the nature of non
equilibrium steady state criticality in particular with regard to the role played by quantum vs classical
fluctuations. [43]

Apart from the academic interest, this procedure may have certain experimental relevance. Owing to
its non-local character, the Uhlmann GP may provide information on the criticality without the need to
drive the system accross the critical region. The latter is hard to physically implement as it is accompa-
nied by multiple degeneracies that can take the system away from its steady state. Hence, it provides a
way to probe criticalities in a physically appealing way. Moreover, such non-local character might also
be useful to probe critical phenomena such as topological phase transitions, which are undetectable by
local order parameters. The latter constitutes an exciting field of current research [44–46].

1.2 Decoherence and quantum bistable systems

A second line of research focusses on the study of the bistable dynamics of a quantum particle coupled
to an environment. The main objective is the investigation of the quantum dynamics of a multilevel
bistable system coupled to a bosonic heat bath beyond the perturbative regime. In this regime the effect
of different spectral densities of the bath plays a considerable role. It is particularly relevant to consider
the transition from sub-Ohmic to super-Ohmic dissipation. The approach of this type of investigations
is based mainly on the real-time path integral technique of the Feynman-Vernon influence functional.
Using this approach one finds that, in the crossover dynamical regime characterised by damped intrawell
oscillations and incoherent tunnelling, the short time behaviour and the time scales of the relaxation
starting from a non-equilibrium initial condition depend nontrivially on the spectral properties of the
heat bath.
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Real quantum systems are always in contact with noisy environments causing dissipation and de-
coherence. An ubiquitous model that describes dissipation by phononic or photonic environments is
the celebrated Caldeira-Leggett model [47] in which the open system is linearly coupled to a reservoir
of quantum harmonic oscillators. In the thermodynamical limit, the reservoir is a bosonic heat bath
and is described by the spectral density function J(ω), generally assumed in the form ωs with a high-
frequency cut-off. The special case s = 1 gives the so-called Ohmic dissipation. In this case the quantum
Langevin equation for the position operator of the particle has a memoryless damping kernel (frequency
independent friction) and, in the classical limit ~ → 0, the heat bath reduces to a classical white noise
source [48].

The usual approach to the tunneling dynamics in the presence of dissipation entails the use of a two-
level system (TLS) approximation, which greatly simplifies its description. Within this approximation
the Hilbert space of the particle is truncated to that spanned by the first two energy eigenstates, resulting
in the so called spin-boson model.

The scope of this research is to consider the dynamics of a dissipative bistable system, beyond the
TLS approximation, in a temperature regime in which the presence of the second energy doublet cannot
be neglected [49, 50]. To this end, a nonperturbative generalized master equation with approximated
kernels can be derived within the Feynman-Vernon influence functional approach [51–53]. By means
of the latter, it is possible to investigate a regime of dissipation which is beyond the perturbative Born-
Markov approximation. A detailed study of the reduced dynamics has been performed in domains where
the exponent s is in the crossover from the sub-Ohmic (s < 1) to the super-Ohmic (s > 1) regimes. It
is also possible to explore the effects of varying cutoff frequency ωc, which have also been subject of
investigations. This investigations provide insight into the comparative role of the high-frequency and
low-frequency modes on the open dynamics.

1.3 Dynamics of solitons in long Josephson junctions under noisy envi-
ronment

Another line of research concerns the studies of the generation of solitons in current-biased long Joseph-
son junctions. In particular, the focus of investigation has been on the properties of the solitons in relation
to the superconducting lifetime and the voltage drop across the device.

In this investigations, the dynamics of the junction is modelled with a sine-Gordon equation driven
by oscillating fields and subject to an external non-Gaussian noise. A wide range of α-stable Lévy
distributions can be considered as a noise source, with varying stability index α and asymmetry parameter
β. In junctions longer than a critical length, the mean switching time (MST) from the superconductive
to the resistive state assumes a value independent of the device length. This value is directly related to
the mean density of solitons which move into or from the washboard potential minimum corresponding
to the initial superconductive state. In particular one is able to observe: (i) a connection between the
total mean soliton density and the mean potential difference across the junction; (ii) an inverse behaviour
of the mean voltage in comparison with the MST, with varying the junction length; (iii) evidence of
non-monotonic behaviours, such as stochastic resonant activation and noise-enhanced stability, of the
MST versus the driving frequency and noise intensity for different values of α and β; (iv) finally, these
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non-monotonic behaviours are found to be related to the mean density of the solitons formed along the
junction [54–56].
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2

GEOMETRIC PHASE IN QUANTUM

MECHANICS: AN INTRODUCTION

Traditionally, the concept of geometric phase is presented starting from Berry’s definition and is then
generalised to the non-adiabatic and non-cyclic cases. Here I want to change perspective a little and
stress the relation between the formal description of quantum mechanics and the geometric phase. For
this reason, I shall introduce it as an abstract property of curves in Hilbert space, thereby presenting it as
a general feature of the motion of quantum systems.

In this chapter I shall explore the idea of the geometric phase and some of its property in a rather
general context without referring to a specific quantum system. I shall introduce this concept by using a
fundamental property of a discrete set of quantum states, namely the Bargmann invariant [57], and then
extend it to a general framework to develop a definition of geometric phase for the most general evolution
of a quantum pure state.

2.1 General definitions

The first important thing in a such general scenario is to clarify what is meant by “geometrical” phase in
the evolution of a physical state. By “geometrical” I mean a physically observable feature of a quantum
system that depends only on the path described during its evolution. The idea of a quantity that is
associated only with the“path” of the quantum motion suggests that it must be independent of the time
rate of the traversal of such a path and independent of the phase of the wave function. To make this
statement more precise, we first of all need to clarify what is meant by the trajectory of quantum state,
and in which space this trajectory is traced.

To this end, let H be a Hilbert space suitable for the description of some quantum system. It can be
of finite or infinite dimension. We denote the vector of this space as ψ, ψ′, φ, φ′.., the inner product as
〈ψ|φ〉 and norm as ||ψ|| :=

√
〈ψ|ψ〉. Generally, we are interested in a particular subspace ofH, defined

by the collection of all normalised states:

B := {ψ ∈ H| ||ψ|| = 1}.
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CHAPTER 2: GEOMETRIC PHASE IN QUANTUM MECHANICS: AN INTRODUCTION

This is a linear vector space and, likeH, it has the important property of being invariant under the action
of the U(1) group, i.e. under phase transformations:

ψ → ψ′ = eiαψ, with α real. (2.1)

This action leads to a corresponding equivalence relation: two vectors (in H or B) are equivalent if one
goes into the other via U(1) action. We can pass to the corresponding space of equivalence classes P ,
which amounts to dividing B with respect to the U(1) action. Formally this set, called the projective
Hilbert space ofH, is denoted by:

P := B/U(1),

and its elements are represented by the equivalence classes {eiαψ | 0 ≤ α ≤ 2π} for each given ψ ∈ B.
The elements of P are called rays of the Hilbert space H, and from a physical point of view, they
determine the so called pure quantum states of the given physical system. Each element of this space P
represents, therefore, a state up to unessential normalisation conditions and overall phase factors.

IfH is the Hilbert space that describes a n+1-level quantum system it has complex dimension n+1,
i.e. H ' Cn+1 ( the space of n+1-tuple of complex numbers (z1, z2, .., zn+1)), then the formal structure
of the projective space is P ' CPn, i.e. the space whose elements are the complex lines in Cn+1 (i.e. the
locus of points given by (z1, z2, .., zn+1), ∀zi ∈ C ). In real domain P is a 2n-dimensional manifolds,
and B is a 2n + 1-dimensional manifolds. In case of a 2-dimensional Hilbert space P is the (surface of
the) sphere S2 embedded in the 3-dimensional space, often called pseudo-Bloch sphere.

There is a natural way to define a map connecting B and P , called the projective map:

Π : B → P

that relates any element of B to the corresponding equivalence class in P . Formally the space P is
isomorphic to the space of non-degenerate projection operators P defined by {P : H → H | P 2 =

P, TrP = 1}. In fact, in Dirac notation, given an element ψ ∈ B, the corresponding element Π(ψ) of P
is in one-to-one correspondence with the operator |ψ〉〈ψ|, which is the operator acting onH that projects
onto the one dimensional subspace of H to which ψ belongs. In this sense I will refer to |ψ〉〈ψ| as an
element of P so that the projective map can be expressed simply as follows:

Π : B → P, ψ → |ψ〉〈ψ|.

Thus, a quantum (pure) state at a given instant of time is represented by a point in P and its evolution
is given by a curve C in B, which projects to a path C := Π(C). The description of the motion of a
quantum state is then uniquely defined by a curve in the projective Hilbert space.

Now I can formulate more precisely what is meant by a geometric property of the evolution: any
quantity that depends only on the curve C traversed by the system in the projective Hilbert space. In this
definition the curve C must not be seen as a mere collection of points in the projective Hilbert space, but
is to be considered together with its parameterisation, although two curves will be considered equivalent
if they differ only in the rate of traversal. “Geometric”, therefore, means an expression that does not
depend on the phase of the wave function and that is independent of details of the time evolution.
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2.2 Discrete case: distant parallelism and Bargmann’s invariant

In this section I will describe a very fundamental example of a geometric phase observable in a quantum
system. To this end I first introduce the concept of distant parallelism.

Originally discovered by Pancharatnam [58] in the context of a classical beam of polarised light,
the concept of distant parallelism is a simple criterion that allows one to compare the relative phase
between two non-parallel states of polarisation. If two beams of light have the same polarisation, in
any interference experiment, they behave like scalar fields and their amplitudes are simply described by
two complex numbers. It is a trivial task, therefore, to define the relative phase as the difference of the
complex argument of these two numbers [59]. When two beams have different polarisations the simplest
possible description is to represent the amplitude of each beam with a two-dimensional complex vector,
say ψ1 and ψ2 [59]. Therefore, it is not obvious how to uniquely associate a phase with this pair of
vectors. The natural way to define a relative phase between two different states of polarisation is by
means of an interference experiment. The important contribution of Pancharatnam was to recognise
that a natural convention to measure the phase difference between two interfering beams is to choose
a reference condition where the intensity has its maximum. For example, superimposing two beams of
different polarisations ψ1 and ψ2 the intensity is proportional to:

(〈ψ1|+ eiχ〈ψ2|)(|ψ1〉+ e−iχ|ψ2〉) ∝ 1 + |〈ψ1|ψ2〉| cos
(
χ+ arg 〈ψ1|ψ2〉

)
,

where Dirac’s notation has been used to indicate the scalar product of the two complex vectors. The
interference fringes are shifted by an amount corresponding to:

ϕ = arg 〈ψ1|ψ2〉. (2.2)

Following Pancharatnam’s prescription of measuring the phase from a reference with the maximum
superposition, the expression (2.2) represents the phase difference for the two non-orthogonal states ψ1

and ψ2. Two states are, therefore, considered in phase only if 〈ψ1|ψ2〉 is a real and positive number. This
is called the condition of distant parallelism or Pancharatnam’s connection. Obviously this condition is
well defined as long as the states ψ1 and ψ2 are not orthogonal states.

Although defined in the context of a classical beam of light, the idea of distant parallelism can be
easily translated into a quantum mechanical language, and used to introduce a consistent definition of
relative phase between any two (non-orthogonal) quantum mechanical states. Therefore, if ψ1 and ψ2

are two states of a quantum system the expression (2.2) defines their relative phase. Obviously, ψ1 and
ψ2 can be the state of any quantum system, and the Hilbert space where they lie can be of finite or infinite
dimension. The only condition for this phase to be defined is that the two states must be non-orthogonal.

Another important contribution of Pancharatnam was to point out that the condition of distant paral-
lelism is not transitive: if ψ1 is in phase with ψ2 and ψ2 is in phase with ψ3, the relative phase between ψ1

and ψ3 is not necessarily zero. In fact, let ψ1 and ψ2 be any non-orthogonal states of B. We can always
choose a state ψ′2 in the same ray of ψ2 so that ψ1 and ψ2 are in phase, simply by acting with a U(1)

operator on ψ2. Consider now a third state ψ3. We can repeat the same reasoning to define a state ψ′3 in
phase with ψ′2. Then, a natural question arises at this point. What is the phase relation between state ψ1

and ψ′3? Notice that there is no freedom left in the choice of the relative phase between these two states.
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It turns out that this relative phase cannot be “reduced” to zero by any phase transformation on the three
states. In this sense it is an irreducible quantity that depends only on the ray space P . This behaviour,
in fact, is related to the geometric structure of the projective Hilbert space. The non-transitivity of the
distant parallelism originates from the existence of a complex invariant under a phase transformation
U(1), namely the Bargmann invariant [57, 60, 61].

Suppose that a single ψ ∈ B is given. It appears immediately clear that there is no nontrivial invariant
that can be formed out of ψ under the action of the group U(1). Even with two distinct vectors ψ1 and
ψ2, there does not exist a complex invariant which can be expressed as a function of them. By providing
two independent U(1) transformations acting as follows:

ψ′1 = eiα1ψ1, ψ′2 = eiα2ψ2

the only nontrivial invariant under the action of U(1)× U(1) group that can be formed out of these two
vector states is the modulus of the scalar product

|〈ψ′1|ψ′2〉| = |〈ψ1|ψ2〉|. (2.3)

A more interesting quantity can be formulated using more then two vectors. In the case of three
distinct states, apart from expressions like (2.3) involving pair of vector states, a quantity invariant under
U(1)× U(1)× U(1) transformation can be defined:

〈ψ1|ψ2〉〈ψ2|ψ3〉〈ψ3|ψ1〉. (2.4)

This expression, called Bargmann’s invariant [57, 60], is at the origin of the inherent non-transitivity of
the phase relation (2.2) between three independent states.

To see this, let’s consider the following experimental setup. Suppose that in an interference exper-
iment, a polarised beam in state ψ1 is fed into a Mach-Zender interferometer (see figure 2.1), and, in
one of the two arms the state is transformed back into ψ1, via two intermediate states ψ2 and ψ3 in
such a way that each transformation respects the Pancharatnam condition of distant parallelism. The
interference fringes are, then, shifted by an amount corresponding to:

arg 〈ψ1|ψ2〉〈ψ2|ψ3〉〈ψ3|ψ1〉 (2.5)

which is the phase corresponding to the invariant (2.4), and is called Pancharatnam’s phase. Its indepen-
dence of U(1)×U(1)×U(1) transformations ensures that the phase (2.5) can be regarded as a quantity
intrinsically related to the projective Hilbert space P . In fact, given three elements |ψ1〉〈ψ1|, |ψ2〉〈ψ2|
and |ψ3〉〈ψ3| of P , any corresponding point ψ̃1, ψ̃2 and ψ̃3 in B can be chosen to calculate expres-
sion (2.5) and the result does not depend on this choice. This phase is an irreducible amount determined
only by the structure of the projective Hilbert space.

It is obvious how to construct analogous expressions involving a chain of four or more independent
vector states, invariant under more general symmetry transformations, such as U(1)×4 or even U(1)×n.
Generalising the expression (2.4) we obtain:

∆(n)(ψ1, ψ2, . . . , ψn) := 〈ψ1|ψ2〉〈ψ2|ψ3〉 . . . 〈ψn−1|ψn〉. (2.6)
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Figure 2.1: An ideal interferometric experiment to measure Pancharatnam’s phase. A system prepared in a state
ψ1 is fed into a Mach-Zender interferometer. In one of the two arms the state is transformed back into ψ1 via two
intermediate states ψ2 and ψ3, by means of transformations that satisfy the distant parallelism between each pair of
states. When the two beams interfere the fringe pattern is shifted by an amount proportional to the Pancharatnam
phase.

that is evidently an invariant under a U(1)×n phase transformation, and is called an n-order (or n-vertex)
Bargmann’s invariant. The novel feature of these invariants is that they are complex, whereas (2.3) is
limited to real non-negative values. It is, indeed, the complex phase of these invariants

arg 〈ψ1|ψ2〉〈ψ2|ψ3〉 . . . 〈ψn−1|ψn〉 := −χn (2.7)

which is related to the geometric structure of the space P . The quantity χn, which corresponds to the
opposite of complex argument of ∆(N), is called Pancharatnam phase.

An interesting characteristic of Bargmann’s invariants that is worth stressing is their additive property.
Consider the three vector invariant (2.4) by:

∆(ψ1, ψ2, ψ3) = 〈ψ1|ψ2〉〈ψ2|ψ3〉〈ψ3|ψ1〉

and its four vector generalisation

∆(4)(ψ1, ψ2, ψ3, ψ4) = 〈ψ1|ψ2〉〈ψ2|ψ3〉〈ψ3|ψ4〉〈ψ4|ψ1〉

represented in figure 2.2 by a triangle and a quadrangle, respectively; a relation between these two quan-
tities can be established. Inserting the real positive quantity 〈ψ3|ψ1〉〈ψ1|ψ3〉 into ∆(4)(ψ1, ψ2, ψ3, ψ4)

doesn’t change the value of its phase. Therefore, this leads to:

arg ∆(4)(ψ1, ψ2, ψ3, ψ4) = arg ∆(ψ1, ψ2, ψ3) + arg ∆(ψ1, ψ3, ψ4).

Thus, the four-vertex phase invariant is the sum of two suitable three-vertex phase invariants. This
clearly can be easily generalised to calculate the Pancharatnam phase associated with any n-vertex
Bargmann’s invariant as a sum of phases associated with elementary triangles ∆. A n-vertex invariant
∆(n)(ψ1, ψ2, . . . , ψn) can, in fact, be represented as a polygon with n vertices, and through a triangula-
tion process it can be expressed as a composition of (n−2) triangles, each corresponding to a three-vertex
invariant ∆. Thus we have,
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Figure 2.2: Additive property of the Bargmann invariant. The triangle represents a 3-vertex Bargmann invariant.
Each vertex is a state in space B and the lines represent the Pancharatnam phases associated with the pairs of
states that they connect. The quadrangle represents a four-vertex Bargmann invariant. It can be obtained as the
composition of two suitable three vertex invariant.

arg ∆(n)(ψ1, ψ2, . . . , ψn) := arg 〈ψ1|ψ2〉〈ψ2|ψ3〉 . . . 〈ψn|ψ1〉 =
n−2∑
i=1

arg ∆(ψ1, ψi−1, ψi) . (2.8)

This additive property suggests that Pancharatnam’s phase must behave like a sort of area, defined in a
suitable way. It can be shown that the representation of Bargmann’s invariants by means of polygons,
like the ones in figure 2.2, has a mathematically well defined meaning. We will show in section 2.5.2 that
it is possible to define a metric in the space P so that the “arcs” connecting the vertices of these polygons
are nothing but geodesics in this metric space. In the same way, the Pancharatnam phase can be related
to the area enclosed inside these polygons. That this is generally true will become clear in section 2.5.2.

2.3 The continuum case: geometric phase of a curve

In section 2.2 we have introduced the phase invariant associated with a finite chain of states. This has
been defined as the complex phase of Bargmann’s invariant associated with the chain. It now seems
natural to generalise the previous consideration to the case of a continuum chain of states, and define the
analogue of Pancharatnam’s phase.

Consider a one parameter smooth curve C in B consisting of a smooth concatenation of vector ψ(s):

C = {ψ(s) ∈ B|s ∈ [sa, sb] ∈ R} ⊂ B,

leaving open the condition of whether this C is a closed curve or an open one. It is possible to show
that there exists a functional φg associated with this curve, obtainable as a limit to the continuum of the
Pancharatnam phase (2.7), and that it maintains the same invariant properties as (2.7). Given this (open
or closed) curve C, by splitting the interval [sa, sb] into N pieces we obtain a subdivision, namely

sa = s1 < s2 < s3 . . . sN−1 < sN = sb,

where
ψ1 = ψ(s1), ψ2 = ψ(s2), . . . , ψN = ψ(sN )
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Figure 2.3: Examples of subdivision of the curve ψ(s). An open curve is approximated by a polygonal. A
Bargmann phase can be associated with the polygon formed by the arc ψ1-ψ5 and this polygonal. A geometric
invariant associated with the open curve can be obtained as the limit of this Bargmann invariant when the number
of points in the subdivision tends to infinity.

are the corresponding points in C. The phase invariant associated with the chain of points is:

arg ∆(N)(ψ1, ψ2, . . . , ψN ) = arg 〈ψ1|ψ2〉〈ψ2|ψ3〉 . . . 〈ψN |ψ1〉. (2.9)

This can be represented as a polygonal withN −1 segments that approximates the curve C plus an “arc”
connecting initial and final point of C.

We want to show that the limit

φg(C) = − lim
N→∞

arg ∆(N)(ψ1, ψ2, . . . , ψN ). (2.10)

exists and that it can be expressed in a simple form in terms of the curve C in B.
First of all, by exploiting the additive property of Pancharatnam’s phase, initial and final elements of the
curve C can be separated

− arg ∆(N)(ψ1, ψ2, . . . , ψN ) =

= arg 〈ψ(sa)|ψ(sb)〉 − arg

{
N−1∏
n=1

〈ψn|ψn+1〉

}
=

where the first term on the right hand side clearly does not depend on the subdivision chosen. As C is a
smooth curve in B the limit of the second term can be estimated by means of the Taylor theorem in the
interval [sa, sb]

〈ψ(sn)|ψ(sn+1)〉 = 1 + (sn+1 − sn)〈ψ(sn)|ψ̇(sn)〉+ o(sn+1 − sn)2 ∀ n,

where o(si+1−si)2 denotes an infinitesimal of the same order of (si+1−si)2 and dots indicate derivations
with respect to the parameter s. Notice that the normalisation condition of each vector ψ(s) ∈ B of the
curve implies that:

Re〈ψ(s)|ψ̇(s)〉 = 0,
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i.e.,
i〈ψ(s)|ψ̇(s)〉 = −Im〈ψ(s)|ψ̇(s)〉 ∈ R.

Thus, it follows that:

arg

{
N−1∏
n=1

〈ψn|ψn+1〉

}
=

N−1∑
n=1

arg 〈ψn|ψn+1〉

=

N−1∑
n=1

arg
{

1 + (sn+1 − sn)〈ψ(sn)|ψ̇(sn)〉+ o(sn+1 − sn)2
}

=−
N−1∑
n=1

{
(sn+1 − sn)i〈ψ(sn)|ψ̇(sn)〉

}
+

N−1∑
n=1

o(sn+1 − sn)2.

By using the fact that

lim
N→∞

N−1∑
n=1

o(sn+1 − sn)2 = 0,

and from the definition of an integral on a curve:

lim
N→∞

N−1∑
n=1

{
(sn+1 − sn)〈ψ(sn)|ψ̇(sn)〉

}
=

∫ sb

sa

〈ψ(s)|ψ̇(s)〉ds,

we deduce that the limit (2.10) exists and it is equal to:

φg = arg 〈ψ(sa)|ψ(sb)〉+ i

∫ sb

sa

〈ψ(s)|ψ̇(s)〉ds. (2.11)

At this point, we need to remark on the meaning of this quantity. First of all it is clear that this expres-
sion is defined only in the case of non-orthogonal initial and final state ψ(sa) and ψ(sb). It is worth
stressing the fact that this quantity is only defined modulo 2π. This is mainly due to the fact that the
expression (2.11) has been derived as the limit of an infinite sequence of real numbers defined modulo
2π. For this reason it is correct to regard this quantity as a“phase”.

2.3.1 Gauge invariance and parameterisation invariance

The notion of invariance under group transformations U(1), U(1)×U(1),...,U(1)×n encountered earlier
in the discrete case is now generalised to the continuum case. A continuum phase transformation means
that we have the freedom to change the curve C so that for each value of the parameter s the point of
the new curve has an arbitrary phase relation with the corresponding point of C. A transformation of
particular interest is the one in which the phase change is generated by a real smooth function α(s), that
transforms the curve C into a new curve C ′ in the following way:

C → C ′ : ψ′(s) = eiα(s)ψ(s), s ∈ [s1, s2]. (2.12)

We call this operation a gauge transformation. Under this phase transformation the integrand inside the
formula (2.11) changes in the following way:

〈ψ′(s)|ψ̇′(s)〉 = 〈ψ(s)|ψ̇(s)〉+ iα̇(s).
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It is then clear that the functional obtained in the expression (2.11) is gauge invariant, which means that
its value does not depend on the choice of the function α(s)

φg(C
′) = arg 〈ψ′(s)|ψ′(s)〉+ i

∫ sb

sa

〈ψ′(s)|ψ̇′(s)〉 =

= arg 〈ψ(s)|ψ(s)〉+ i

∫ sb

sa

〈ψ(s)|ψ̇(s)〉ds = φg(C). (2.13)

This property has interesting implications in the geometrical meaning of φg. We recall that the set that
describes “physical” pure states is the space that we denoted P , i.e. the space of unit rays. This is
obtained as a quotient of the space B under the equivalence relation induced by the action of U(1), or,
in a more physical way, it is the space of normalised states defined up to a phase factor. We have also
defined a natural projection map from B to P denoted by Π. Then, by means of the map Π a curve
C ⊂ B projects to a curve C ⊂ P defined as

C := Π(C) , (2.14)

If equation (2.14) holds, then the curve C is also called a lift of C. If we now consider the effect on the
curve C of the gauge transformation (2.12), we easily see that C is gauge invariant. Indeed, C projects
onto the same image as C ′ does

Π(C ′) = Π(C) = C.

Then, if we regard C as initially given, the choice of a liftC is equivalent to consider a particular “gauge”.
The analogy with the electromagnetic gauge theory is straightforward. In fact, as in classical electromag-
netism the vector potential A represents an object with no direct measurable effect, while the physically
measurable features are quantified by the electromagnetic field itself; here C is a pure mathematical ob-
ject and the actual physically observable quantity is C. This gauge invariance of the curve C means that
the functional (2.11) is essentially a function of the curve C in the space P . Another important feature of
this functional is its parameterisation invariance. The concept of parameterisation invariance is related
to the way in which the curve is traversed with the variation of the parameter s, in other terms, if the
parameter is interpreted as the evolution time, different parameterisations would define different rates
of motion of the state along the curve. Invariance under the parameter transformation would therefore
imply independence with respect to the time evolution of the quantum system. Suppose that we replace
the parameter s with another parameter s′ which is a smooth monotonic function of s, then the curve C
is formally transformed into another curve C̃:

C̃ = {ψ′(s′) ∈ B|s′ ∈ [s′a, s
′
b] ∈ R} ⊂ B.

These two curves, namely C and C̃, possess the same support, i.e. the same locus of point in B, but
they are different in the rate in which they are traversed by the parameter s and s′, respectively.

Combining this two properties, namely the gauge invariance and the parameterisation invariance, we
deduce that the functional

φ(C)g = arg(〈ψ(sa)|ψ(sb)〉) + i

∫ sb

sa

〈ψ(t)|ψ̇(t)〉dt (2.15)
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only depends on the curve C in the space P . In this sense the phase φ(C) can be called the phase
associated with the curve C. The parameterisation independence determines the geometric nature of this
functional, in the sense that it associated only with the “shape” of the path traversed by the state in the
space P . Moreover, the fact that the functional is associated only with the curve in the space P , and not
on its lift C in B, means that this functional is an observable effect independent of phase factors, which
therefore become unessential.

In spite of the gauge independence of φ(C), each terms appearing in it are actually dependent on the
choice of the particular lift C. Then, if we regard the curve C as given, we can just choose any lift C,
then the expression φ(C) can be calculated and will result independent of this choice.

The expression of φ(C) can be decomposed in the following way:

φ(C) = φt(C)− φd(C) , (2.16)

φt(C) := arg〈ψ(sa)|ψ(sb)〉 → total phase of C , (2.17)

φd(C) := −i
∫ sb

sa

〈ψ(t)|ψ̇(t)〉dt→ dynamical phase of C. (2.18)

The name “total phase of C” for the expression φt emphasises the fact that this phase represents
the phase difference between initial and final point of the curve C, according to the notion of distant
parallelism introduced by Pancharatnam [58]. This quantity is not independent of the gauge choice,
since, as we already pointed out in the previous section, the phase relation introduced by the definition
of distant parallelism is not invariant under U(1) transformation, thus, a fortiori, it cannot be a gauge
independent quantity. This expression, as can be easily seen, is a nonlocal functional of C, in the sense
that it depends only on initial and final point of the curve C. On the hand the “dynamical phase” φd is a
locally additive functional of C, as it depends on an integral of a locally well defined quantity.

These two functional are individually dependent on C; only their difference is a functional of C.
Given a curve C in P , using the gauge degree of freedom, it is possible to express φg in different ways,
choosing different lifts C ∈ B.

For example, we can choose C so that φt is set equal to 0. We are then requiring the initial and final
state, ψ(s1) and ψ(s2), to be “in phase”, according to Pancharatnam’s criterion of distant parallelism.
According to this condition we find

φt(C) = 0⇒ 〈ψ(s1)|ψ(s2)〉 ≥ 0 ⇒ ψ(s1) and ψ(s2) “in phase” , (2.19)

φg(C) = −φd(C) . (2.20)

However, this choice doesn’t define uniquely a gauge transformation, as there still exists an infinite
amount of freedom in the choice of lifts that determines the same phase relation between φ(s1) and
φ(s2). We can choose any gauge transformation in which the value of α(s) is the same in s1 and s2 and
this gauge still fulfils the same phase relation.

On the other hand, there exists a more interesting choice that can easily satisfy a criterion of unique-
ness. To this end we observe that the previous condition defines a phase relation that is non-local. By
defining a local criterion, i.e. a criterion that relates the phase of each point ψ(s) along the curve, it is
possible to establish a unique gauge choice. We can consider a lift C such that the dynamical phase is
zero in any point s of the curve, i.e. a lift for which the integrand of the functional φd is identically zero.
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It will shortly be clear that this condition can always be achieved. Such a lift is called horizontal lift, and
correspondingly we have,

〈ψ(s)|ψ̇(s)〉 = 0 ∀s⇒ φd(C) = 0 , (2.21)

φg(C) = φt(C) . (2.22)

The existence and uniqueness of such a horizontal curve in B can be easily shown as follows. Let C be a
given curve in B, and let’s then ask under which conditions the gauge transformed curve C ′ is horizontal.
From the expression (2.21) it follows that α(s) must satisfy the equation:

α̇(s) = i〈ψ(s)|ψ̇(s)〉,

i.e.
α(s) = α(s1) + i

∫ s

s1

〈ψ(s′)|ψ̇(s′)〉ds′ .

If we then specify that ψ and the gauge transformed ψ′ have the same value in s1, then the horizontal lift
is completely determined by

α(s) = i

∫ s

s1

〈ψ(s′)|ψ̇(s′)〉ds′.

From this result it follows that, given a curve C in P and given the initial point ψ(s1), there exists a
unique horizontal lift of C in B starting out from ψ(s1). Then, in contrast to the condition specified
in (2.19), the condition (2.21) determines uniquely the gauge transformation, and there are no degrees of
freedom left.

2.4 Geometric phase and Schrödinger evolution

2.4.1 Berry’s phase

Historically, the definition of geometric phase was originally introduced by Berry in a context of closed,
adiabatic, Schrödinger evolution. What Berry showed in his seminal paper [2] was that a quantum
system subjected to a slowly varying Hamiltonian manifests in its phase a geometric behaviour due to
the structure of the Hilbert space. When the Hamiltonian of a system evolves cyclically and slowly
enough, any (non-degenerate) eigenstate of the initial Hamiltonian evolves adiabatically following the
instantaneous eigenspace. When the Hamiltonian returns to its original value, the system is eventually
brought back to the ray of its initial state, acquiring a phase that, apart from the usual dynamical phase,
is geometrical in nature. This phase is called Berry’s phase. It is easy to show that the Berry phase
originally defined in the context of adiabatic closed evolution can be recovered as a special case of the
geometric phase φg(C) introduced in section 2.3.

Let’s summarise the derivation of the Berry phase and show how this geometric property comes nat-
urally from the solution of the Schrödinger equation. Consider a Hamiltonian H(λ) depending on some
external parameters λ = (λ1, λ2, . . . , λn), and suppose that these parameters can be varied arbitrarily in-
side a spaceM (the parameter space). Assume that for each value of λ the Hamiltonian has a completely
discrete spectrum of eigenvalues, given by the equation

H(λ)|n(λ)〉 = εn(λ)|n(λ)〉, (2.23)
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where |n(λ)〉 and εn(λ) are smooth concatenations of eigenstates and eigenvalues, respectively, ofH(λ),
as functions of the parameters λ. Suppose that the values of the parameters evolve smoothly along a
curve λ(τ) ∈ M (τ ∈ [a, b]), respecting the prescription of the adiabatic theorem, i.e that the rate at
which the parameters evolve is low compared to the time scales of the Bohr frequencies of the system
(εn(λ) − εm(λ)) (as usual assume ~ = 1). The adiabatic theorem states that, under such a regime, an
eigenstate of the system evolves following “rigidly” the transformation of the Hamiltonian: a system
initially prepared in an eigenstate with eigenvalue εn(λ(a)), remains at any instant t of its evolution in
the eigenspace εn(λ(t)), i.e. the eigenspace smoothly connected with the initial eigenspace εn(λ(a)).

Thus, in the simplest case of non-degenerate eigenvalues, since the eigenspace is one-dimensional,
the evolution of any eigenstate is specified by the spectral decomposition (2.23) up to a phase factor. The
adiabatic approximation introduces a constraint only on the direction of the vector state at any instant of
time, and the eigenvalue equation (2.23) implies no relation between the phases of the eigenstates |n(λ)〉
at different λ’s. Thus, for the present purpose any (smooth) choice of phases can be made. Then, a state
|ψn〉 initially in the eigenstate |n(λ(a))〉, evolves as

|ψ(t)n〉 ' exp

{
−i
∫ t

a
εn(λ(τ))dτ

}
exp iφBn (t)|n(λ(t))〉, (2.24)

where the first phase factor is the usual dynamic one, and the second one is an additional phase that is
introduced to solve the dynamics of the system.

The novel idea introduced by Berry was to recognise that this additional phase factor has an inherent
geometrical meaning. The crucial point is that this phase φBn is non-integrable, i.e. it cannot be written as
a single valued function of λ. Its actual value must be determined as a function of the path followed by
the state during its evolution. The most important thing is that this value depends only on the geometry
of this path, and not on the rate at which it is traversed. Or, in a more formal way, it is independent of
the parameterisation of the path.

Under the assumption of the adiabatic approximation, this phase can be determined by requiring that
|ψ(t)n〉 satisfies the solution of the Schrödinger equation. A direct substitution of the expression (2.24)
into

H(λ(t))|ψ(t)n〉 = i
d

dt
|ψ(t)n〉 (2.25)

leads to
dφBn (t)

dt
= i〈n(λ(t))| d

dt
|n(λ(t))〉. (2.26)

Therefore φBn (t) can be represented by a path integral in the parameter spaceM,

φBn (t) = i

∫ b

a
〈n(λ(t))| d

dt
|n(λ(t))〉dt =

∫ λ(b)

λ(a)
AB, (2.27)

where AB :=
∑

µA
B
µ dλµ is called Berry connection (one-form), a differential form, whose elements,

with respect to the local coordinates {λµ}, are defined as

ABµ = i〈n(λ)|∂µ|n(λ)〉, (2.28)

where ∂µ := ∂/∂λµ. This phase φBn becomes physically relevant and non-trivial only when the param-
eters are changed along a closed path, such that λ(a) = λ(b). Otherwise, the geometrical phase can be
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factored out by choosing a suitable eigenbasis. This non-trivial phase, the Berry phase, is then given by

φBn (C) =

∮
C
AB. (2.29)

This is nothing but a line integral of a vector potential, (analogous to the electromagnetical vector po-
tential) around a closed path in the parameter space. As this quantity is not identically zero, it implies
that the phase acquired is not integrable in nature. It is not possible to define the phase as a single valued
function of the parameter space, because the phase depends on the previous history of the state, i.e. on
the path that it has followed to arrive to this point. By exploiting the Stokes theorem in the n-dimensional
spaceM, this quantity can be written as an integral on the (oriented) surface Σ(C) bounded by the closed
curve C

φBn (C) =

∫
Σ(C)

FB, (2.30)

where FB := dAB = 1
2

∑
µν F

B
µνdλµ ∧ dλν is the Berry curvature (differential two-form), where

dλµ ∧ dλν is the infinitesimal surface element of Σ(C), spanned by the two independent directions λµ
and λν ofM, and [FBµν ] is an antisymmetric tensor field (analogous to the electromagnetic tensor field),
with components

FBµν := ∂µAν − ∂νAµ = 〈∂µn(λ)|∂νn(λ)〉 − 〈∂νn(λ)|∂µn(λ)〉, (2.31)

or, in a coordinate independent way,

FB = 〈dn(λ)| ∧ |dn(λ)〉, (2.32)

where |dn〉 := d|n〉. 1 As already pointed out, |n(λ)〉 is only one choice out of infinitely many possible
concatenation of states that satisfy the eigenvalue equation (2.23). If |n(λ)〉 is a solution of (2.23),
eiα(λ)|n(λ)〉 also satisfies the same eigenvalue problem. The choice of a particular |n(λ)〉 is, in fact,
equivalent to selecting a specific gauge representation, in the sense explained in the last section. From
the definition (2.28) it follows that the Berry connection A does depend on the gauge choice; indeed it
transforms according to

|n(λ)〉 → |n′(λ)〉 = e−iα(λ)|n(λ)〉

ABµ → AB
′
µ = ABµ + ∂µα(λ)

1Throughout this thesis we will sometimes make use of “d” in the sense of exterior derivative. In differential geometry, the
exterior derivative is the generalisation of the concept of differential applied to k-forms. For a scalar f (a differential 0-form),
the application of the exterior derivative yields the usual differential of calculus, i.e. df =

∑
µ ∂µfdλµ. In general, the exterior

derivative is the unique mapping from k-forms to (k + 1)-forms, satisfying the following properties:

1. df is the differential of f for smooth functions f ;

2. d(df) = 0, (or in short d2 = 0), for any (smooth) form f ;

3. d(f ∧ g) = df ∧ g + (−1)kf ∧ dg, where f is a k-form.

This leads to generalised Stokes’ theorem (or the generalised fundamental theorem of calculus), in the following form;
ifM is a compact smooth orientable n-dimensional manifold with boundary ∂M, and ω is an (n− 1)-form onM, then [62]∫

M
dω =

∫
∂M

ω .
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Notice that such phase transformation reveals a gauge structure of the Berry connection analogous to the
one of an electromagnetic vector potential. By following the electromagnetic analogy, we can expect
that, although A is gauge dependent, the tensor field FBµν should be invariant under this transformations.
It is easily verified that under gauge change

FBµν → FB
′
µν = ∂µA

B ′
ν − ∂νAB

′
ν = ∂νAµ − ∂2

µνα− ∂νABµ + ∂2
νµα = FBµν , (2.33)

which consequently demonstrates the gauge independence of φBn (C) itself. This reinforces the idea that
φBn (C) is indeed a physical observable effect, independent of unessential phase choices. Moreover, the
expression of φBn (C) as a path integral in the parameter space guarantees that it does not depend on the
rate of traversal of the circuit C (provided the adiabatic approximation holds). Therefore, the Berry
phase, a natural consequence of the Schrödinger evolution and the adiabatic approximation, respects the
essential requirements to be a geometric feature: (i) gauge independence, (ii) parameterisation invari-
ance. As we already mentioned, the eigenvalue equation (2.23) implies no relation between the phases of
the instantaneous eigenstates |n(λ)〉 at different λ. It is equation (2.26) which imposes constraints on the
phase acquired by the time dependent eigenstates. By subtracting the dynamical phase, this constraints
can be rephrased in a compact form. By absorbing the phase factor into the definition of the eigenstates
as follows

|ñ(t)〉 = eiφ
B(t)|n(λ(t))〉 (2.34)

equation (2.26) becomes a condition on the possible eigenstates ñ satisfying the time evolution along
φB(t)

〈ñ(t)| d
dt
|ñ(t)〉 = 0. (2.35)

This constraint is the parallel transport condition, which literally requires the time derivative of the
instantaneous eigenvector to have vanishing component along the direction of the eigenvector itself.
The term parallel transport is to be understood in the sense that neighbouring states along the curve
are chosen “as parallel as possible”. This quantitatively means that (2.35) maximises the scalar product
between infinitesimally closed states

|〈ñ(t)|ñ(t+ dt)〉|2 ' 1− 2|〈ñ(t)| d
dt
|ñ(t)〉|dt. (2.36)

Solving equation (2.35) amounts to choosing a particular smooth concatenation of eigenstates |ñ(t)〉with
a special property: each state and its neighbouring are in phase, i.e. arg 〈ñ(t)|ñ(t+ dt)〉 ' 0. Although,
locally the states are in phase, a global phase accumulates as the path is traversed. If compared, the two
endpoints of this chain reveal a relative phase which is the Berry’s phase

〈ñ(T )|ñ(0)〉 = eiφ
B(C).

This is the original result of Berry: the state of the system, after a closed adiabatic evolution, returns to a
stateψ(T ) that gains an irreducible part in its phase φg(C), in addition to the dynamical contribution. This
phase, analogously to the definition of phase that we have shown in the previous section, has an inherent
geometrical meaning, since it does not depend on either the detail of time evolution or unessential phase
transformations.
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However, we can regard the solution |ψ(t)〉 as a curve C(t) ∈ B traversed by the system during its
time evolution. The definition of φt and φd introduced in section 2.3, applied to this case, leads to:

φt(C) = arg 〈ψ(0)|ψ(T )〉 = −
∫ T

a
εn(λ(τ))dτ + φB(T ) (2.37)

and

φd(C) =

∫ T

0
〈ψ(τ)|ψ̇(τ)〉dτ =

= −i
∫ T

0
〈ψ(τ)|H(τ)|ψ(τ)〉dτ = −i

∫ T

a
εn(λ(τ))dτ ,

which implies that
φg(C) = φt(C)− φd(C) = φB(T ).

This means that Berry’s phase can be regarded as a special case of the geometric phase given by equa-
tion (2.11).

In the case of an adiabatic and closed evolution, the origin of the two expressions “dynamical phase”
and “total phase” used for φd and φt, respectively, is now clear. Because of the closed evolution, the rel-
ative phase between initial and final state is a well defined concept, and it is natural to regard this as the
“total” amount of phase acquired by the system after the evolution. On the other hand, the phase φd is the
only part of the total phase containing “information” about the details of the dynamics, namely, the rate
at which the path is traversed. Furthermore, in the adiabatic case φd assumes the form of a time average
of the typical “dynamical” phase factor eiεt usually generated by a time independent Hamiltonian.

2.4.2 Aharonov and Anandan’s geometric phase

In the formulation of the Berry phase, the assumption of a closed evolution of the parameters is essential
because it guarantees both the gauge invariance and the parameterisation invariance. However, this result
is not necessary related to the adiabatic evolution of a system. The closed path of the parameters, together
with the adiabatic condition, ensures a closed evolution of the system in the space P . The abstract treat-
ment of the geometric properties of a system, that we have introduced in the previous sections, suggests
that the geometric phase can be associated with the motion of the quantum system and not necessarily
with the Hamiltonian used to achieve this motion. This is the basic idea that was first considered by
Aharonov and Anandan [63]. In fact, a phase associated with the evolution of a quantum system itself
and not the Hamiltonian of the system does not need an adiabatically varying Hamiltonian to be defined.

In the Aharonov and Anandan definition of geometric phase it is assumed to have a general unitary
cyclic evolution which means that the evolution of the system is governed by a Hamiltonian with the
following property:

H(0) = H(T ).

It is also assumed that a solution ψ(t) of the Schrödinger equation is given, such that

ψ(T ) = eiχψ(0). (2.38)

As a consequence of this, even if the curve C in B is in general open, the projection C of this curve is
closed. This condition, as Aharonov and Anandan observed, is sufficient to define a geometric phase. In
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fact, given the projection C of the evolution in P , it is always possible to define a closed lift C ′ of the
curve C

ψ′(T ) = ψ′(0). (2.39)

by applying a gauge transformation of the following form

ψ′(t) = eiα(t)ψ(t) where α(T )− α(0) = −χ . (2.40)

The Aharonov and Anandan geometric phase is then defined as:

φAA =

∫ T

0
〈ψ′(τ)|ψ̇′(τ)〉dτ , (2.41)

which is strongly reminiscent of the Berry phase. Indeed, it is the line integral of Berry’s connection
Aτ = 〈ψ′(τ)|ψ̇′(τ)〉 along the curve C, chosen with the specific gauge condition (2.40). The main
difference with the Berry phase is that ψ′ is not required to be an eigenstate of the Hamiltonian, and its
motion is not restricted to an adiabatic evolution.

To calculate the value of φAA we are imposing the condition (2.40) on the gauge, but, of course, this
condition does not define the lift uniquely, since there is still an infinite amount of freedom in the choice
of the gauge. To show that the geometric phase defined by Aharonov and Anandan is gauge independent
we need, therefore, to demonstrate that the functional (2.41) is invariant under the following kind of
phase transformations

ψ′′ = eiϕ(t)ψ′(t) where ϕ(T ) = ϕ(0) ,

that preserve the condition (2.40). It is easy to verify that∫ T

0
〈ψ′′(τ)|ψ̇′′(τ)〉dτ =

∫ T

0
〈ψ′(τ)|ψ̇′(τ)〉dτ +

(
ϕ(T )− ϕ(0)

)
, (2.42)

where the second term in the right hand side is zero. Moreover, as in the adiabatic case, it is clear from
its definition, that φAA is not dependent on the parameter τ , and is uniquely defined up to 2πn, with n
integer. Therefore eiφ

AA
is a geometric phase factor that depends only on the property of the curve C.

This is the result of Aharonov and Anandan.
Now, applying the definition of total, dynamical and geometric phase, introduced in section 2.3 we

find that:

φt(C) = arg〈ψ(0)|ψ(T )〉 = χ (2.43)

φd(C) = φd(C) =

∫ T

0
〈ψ(τ)|ψ̇(τ)〉dτ = −i

∫ T

0
〈ψ(τ)|H(τ)|ψ(τ)〉dτ (2.44)

φg(C) = χ−
∫ T

0
〈ψ(τ)|ψ̇(τ)〉dτ = i

∫ T

0
〈ψ′(τ)|ψ̇′(τ)〉dτ = φAA . (2.45)

By inserting this expression in equation (2.38), we find that in the non-adiabatic case the expression (2.29)
is to be replaced by

ψ(T ) = exp

{
iφg(C)− i

∫ T

0
〈ψ(τ)|H(τ)|ψ(τ)〉dτ

}
. (2.46)

This restates the result of Aharonov and Anandan, in the form given in section 2.3.
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2.5 Metric on the Hilbert Space: the Fubini-Study metric

In a given an Hilbert space, there is a natural gauge invariant metric that can be defined in terms of
elements of P . Given any two ψ and ψ′ in B, the distance dFS between any two points p1 = Πψ1 =

|ψ1〉〈ψ1| and p2 = |ψ2〉〈ψ2| in P is defined by

dFS(p1, p2) = inf
α1,α2

||eiα1ψ1 − eiα2ψ2|| =
√

2− 2|〈ψ1|ψ2〉|, (2.47)

where minimisation is saturated by eiα1ψ1 and eiα2ψ2 in phase according to Pancharatnam’s criterion.
Clearly, dFB(p1, p2) ≥ 0 with equality holding if and only if p1 = p2. Also dFS(p1, p2) = dFS(p2, p1).
The triangle inequality, for any p1 = Π(ψ1), p2 = Π(ψ2) and p3 = Π(ψ3) in P , is implied by the
following chain of relations

dFS(p1, p2) + dFS(p2, p3) = ||ψ1 − ψ2||+ ||ψ2 − ψ3|| ≥ ||ψ1 − ψ3|| ≥ dFS(p1, p3),

where ψ2 is in phase with ψ1, and ψ3 with ψ2. Hence dFS is a metric on P , called the Fubini-Study
distance [64, 65], which can be expressed as dFB(p1, p2)2 = 2(1 −

√
Pr(p1, p2)), where Pr(p1, p2) :=

|〈ψ1|ψ2〉|2 is the transition probability. We will see that the latter quantifies the probability to get an
affirmative answer in testing wether the system is in the state p1 if it was actually in state p2, or viceversa.
I.e. it quantifies the statistical distinguishability between pure states. The Fubini-Study distance is indeed
a geometrical measure of statistical indistinguishability between pure quantum states [66–68]. In terms
of dFS(p1,p2), the projective space, corresponding to the subspace spanned by ψ and ψ′, is described by
a 2-sphere with unit radius embedded in a 3-dimensional Euclidian space. In such a sphere, dFS(p1,p2) is
the straight-line distance separating p1 and p2.

Suppose that ψ1 and ψ2 are such that Π(ψ1) and Π(ψ2) are infinitely close in P . Then Eq. (2.47)
defines a Riemannian metric on P called the Fubini-Study metric. To obtains its metric coefficients,
consider a curve C in P parameterised in the interval [sa, sb], and let C := ψ(s) be any of its lift in B.
By Taylor expanding,

〈ψ(s)|ψ(s+ ds)〉 = 1 + 〈ψ|ψ̇〉ds+
1

2
〈ψ|ψ̈〉ds2 +O(ds3),

where ψ̇ := dψ/ds. Also, differentiating 〈ψ(s)|ψ(s)〉 = 1 twice yields

〈ψ|ψ̇〉+ 〈ψ̇|ψ〉 = 0, (2.48)

〈ψ|ψ̈〉+ 〈ψ̈|ψ〉+ 2〈ψ̇|ψ̇〉 = 0, (2.49)

hence,

dl2 :=2(1−
√
|〈ψ(s)|ψ(s+ ds)〉|2) =

=2− 2

√
1 +

(
〈ψ̇|ψ〉+ 〈ψ|ψ̇〉

)
ds+

(
〈ψ̇|ψ〉〈ψ|ψ̇〉+

1

2
〈ψ̈|ψ〉+

1

2
〈ψ|ψ̈〉

)
ds2 =

=〈ψ̇|(1l− |ψ〉〈ψ|)|ψ̇〉ds2

=
∑
µν

gµνdλµdλν ,
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where {λµ} ∈ M are a set of local parameters labelling P in the neighbourhood of Π(ψ), and

gµν := Re Qµν (2.50)

is a positive-definite real matrix, where

Qµν := 〈∂µψ|(1l− |ψ〉〈ψ|)|∂νψ〉 (2.51)

is a positive semi-definite Hermitian matrix, called the quantum geometric tensor [69, 70]. This quan-
tity, by definition, is gauge invariant, and its imaginary part coincides, up to a factor 1/2, to the Berry
curvature

Im Qµν =
〈∂µψ|∂νψ〉 − 〈∂µψ|∂νψ〉

2
=
FBµν
2
. (2.52)

Notice that, the Fubini-Study metric can also be expressed as dl2FB = 〈u(s)|u(s)〉ds2, where |u〉 =

|ψ̇〉 − 〈ψ|ψ̇〉|ψ〉 is the component of the tangent vector ψ̇(s) orthogonal to ψ(s). Alternatively,

|u〉 = Ds|ψ〉 := |ψ̇〉+ iABs |ψ〉, (2.53)

where Ds := d/ds + iABs is the covariant derivative and ABs = i〈ψ|ψ̇〉 is the Berry connection. Using
this metric one can derive the geodesics in the space P , which amounts to finding the path connecting
two states which minimises the following length:

DFS := min

∫ Π(ψ(sa))

Π(ψ(sa))
dlFS =

∫ sb

sa

√
〈u(s)|u(s)〉ds. (2.54)

The solution of this variational problem leads to a curve C which is a geodesic in B. Notice that (2.54)
is both gauge-invariant and re-parameterisation independent, which shows that the variational problem
is indeed a minimisation over curves C in P . It is on account of this explicit gauge and parameterisation
invariance that the projection C of C should itself be regarded as a geodesic in P . If a specific lift C
of C satisfies the geodesic equation, any other lift C ′ will do so in its own gauge, and with its own
parameterisation.

The Euler-Lagrange equation of the variational problem (2.54) can be cast in the following form [60](
d

ds
+ iABs

)
u(s)

||u(s)||
= f(s)ψ(s), with f(s) real. (2.55)

Let’s have a look at the specific expression for a geodesic connecting two generic points ψ1 and ψ2 in B.
Let C := {ψ(s)|s ∈ [sa, sb]} be any such geodesic, such that ψ1 = ψ(sa) and ψ2 = ψ(sb), and let ψ′(s)
be its horizontal lift, i.e. ABs

′
= i〈ψ′(s)|ψ̇′(s)〉 = 0. In the horizontal lift, u(s) reduces to ψ̇(s), and the

geodesic equation (2.55) turns into

d

ds

ψ̇′(s)

||ψ̇′(s)||
= f(s)ψ′(s), with 〈ψ′(s)|ψ̇′(s)〉 = 0, and f(s) real. (2.56)

In picking up the horizontal lift, the gauge freedom in C has been used up. One can as well exploits the
parameterisation invariance in order to achieve a constant value of ||ψ̇′(s)||, which yields

d2

ds2
ψ′(s) = f(s)ψ′(s), with 〈ψ′(s)|ψ̇′(s)〉 = 0, 〈ψ̇′(s)|ψ̇′(s)〉 = const, and f(s) real.

(2.57)
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Finally, plugging equation (2.57) into (2.49) leads to f(s) = −〈ψ̇′(s)|ψ̇′(s)〉 := −ω2, and the geodesic
equation reduces to

d2

ds2
ψ′(s) + ω2ψ′(s) = 0. (2.58)

Let’s show that the horizontal lift of a geodesic satisfies the condition:

arg 〈ψ1|ψ′(s)〉 = 0 ∀ s ∈ [sa, sb], (2.59)

which means that any state ψ′(s) is in “phase” with the initial state ψ′(sa) = ψ(sa) = ψ1. To this
end, let’s define the function µ(s) := Im〈ψ1|ψ′(s)〉. Obviously µ(0) = 0, and from the horizontality
condition it follows that µ̇|0 = 0. Then, from the geodesic equation (2.58) it turns out that:

µ̈(s) + ω2µ(s) = 0, (2.60)

whose unique solution is given by µ(s) = 0. This means that 〈ψ1|ψ′(s)〉 is a real function along the
geodesic. IfC is the shortest geodesic then 〈ψ1|ψ′(s)〉 is also positive. In fact, 〈ψ1|ψ′(s)〉 is a continuous,
non-vanishing function of s and therefore it remains positive along the geodesic as it is so for s = sa.
Hence arg〈ψ1|ψ′(s)〉 is identically zero along C. Let’s define cos θ := 〈ψ1|ψ′2〉 with 0 < θ < π/2,
for non-orthogonal initial state ψ′(sa) = ψ(sa) = ψ1 and final state ψ′(sb) = ψ′2. The unique solution
of the geodesic equation (2.58) is provided by

|ψ′(s)〉 = cos[(s− sa)ω] |ψ1〉+ sin[(s− sa)ω] |ψ⊥〉, (2.61)

where |ψ⊥〉 := (|ψ′2〉 − cos θ|ψ1〉)/ sin θ, with 〈ψ1|ψ⊥〉 = 0, is the state orthogonal to ψ1 in the linear
span of ψ1 and ψ2, and with ω = θ/(sb − sa). More explicitly,

|ψ′(s)〉 = {cos[(s− sa)ω − θ] |ψ1〉+ sin[(s− sa)ω] |ψ′2〉}/ sin θ. (2.62)

These expressions show that the geodesics C are arcs of the greatest circles on the 2-sphere representation
of the projective Hilbert space generated by Π(ψ1) and Π(ψ2). The length of this geodesics arc is given
by

DFS :=

∫
C
dlFS =

∫ sb

sa

||ψ̇′||ds = (sb − sa)ω = θ = arccos |〈ψ1|ψ2〉| , (2.63)

which is called Fubini-Study length or Fubini-Study angle, which is itself a distance on the projective
Hilbert space

DFS(p1, p2) = arccos |〈ψ1|ψ2〉| = arccos
√

Pr(p1, p2). (2.64)

2.5.1 Fubini-Study distance as a statistical distance

Let’s digress onto a specific aspect of the Fubini-Study distance. The Fubini-Study distance provides
a measure of statistical (in-)distinguishability between pure quantum states. Assume that one wishes
to perform a finite set of experiments to distinguish between two states ψ1 and ψ2. To this extent, one
needs some specific set of measurements, or equivalently a set of observables, and then use the results
to define a statistical distance between the states. However, it is clear that this distance will depends on
the choice of the observable as well as on the states. A solution to this problem would be to single out
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an exceptional set of measurements which maximises the resulting statistical distance. By definition this
will be the distance between the states.

Assume that a chosen observable O has n non-degenerate orthogonal eigenstates |k〉 in terms of
which we can expand both states. When the state is ψi, according to the standard Born rule, the
probability distribution Pi := {pi(k), k = 1 . . . n} to obtain the k-th outcome in the measurement is
pi(k) := |〈ψi|k〉|2. Each state ψi, therefore, results in a distinct outcome probability distribution. The
point now is to quantify by means of a statistical distance the degree of distinguishability of these prob-
ability distributions in an operationally meaningful way. Two popular choices that accomplish this task
are the Bhattacharyya distance,

DBha
O (ψ1, ψ2) := arccos(

∑
k

√
p1(k)p2(k)) = arccosB(P1, P2) (2.65)

and the Hellingher distance

DH
O (ψ1, ψ2) :=

(∑
k

(√
p1(k)−

√
p2(k)

)2
) 1

2

=
√

2− 2B(P1, P2) (2.66)

both monotonous functions of the Bhattacharyya coefficient, which can be computed from the square
roots of the probabilities,

B(P1, P2) :=
∑
k

√
p1(k)p2(k) =

∑
k

|〈ψ1|k〉||〈k|ψ2〉| ≤ |〈ψ1|ψ2〉|. (2.67)

There are several optimal measurements that saturate the inequality above. A solution is found by any
observable O having either of the state ψi as one of its eigenstates, in which case the Bhattacharyya
distance and the Hellinger distance collapse to the Fubini-Study length DFB (2.64) and Fubini-Study
distance dFB (2.47), respectively. This establishes the Fubini-Study metric as a measure of the distin-
guishability of pure quantum states in the sense of statistical distance [66]. More precisely, what the
Fubini-Study distance measures is the experimental distinguishability of two quantum states, assuming
no limitations on the type of measurements one can perform. In practice, a measurement device available
to a laboratory may correspond to a limited subset of observables only, and this device may be subject
to various sources of imperfections. In this case, the Fubini-Study geometry may not provide the correct
measure of experimental distinguishability, but still it is relevant, as it provides information on what we
can know in general, without knowledge of the specific physical system.

2.5.2 Pancharatnam’s connection and geodesics

In the previous section, we have introduced a metric, the Fubini-Study metric, which is the natural
way of defining distances on the projective Hilbert space. We have provided the explicit expression
for the geodesics induced by such metric. In this subsection, we introduce another interesting property
of the geodesics, and illustrate their role in the ultimate generalisation of the geometric phase for pure
states. The widest generalisation of the geometric phase for the evolution of a pure state under a unitary
evolution is due to Simon and Bhandari [71]. They defined, in fact, the geometric phase in a context
where the state of the system is allowed to evolve along a general open curve C in P . Simon and
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Bhandari’s definition is a generalisation of both Berry’s and Aharonov-Anandan’s geometric phase. Their
brilliant contribution used Pancharatnam’s ideas on distant parallelism and recognised that there is a
natural way to close an open path. By employing the fact that any non-orthogonal pair of states can
be connected by a geodesic, any open path evolution can be closed by joining its initial and final state
with a geodesics. The resulting path is, by definition, closed, and it is amenable to the application of the
Aharonov and Anandan definition of geometric phase.

It turns out that the contribution to the geometric phase given by the integration along the geodesic
is exactly the Pancharatnam phase between the two end-point states. Therefore, this program leaves us
with a clear approach to define geometric phase for open path evolution on the projective Hilbert space
P .

Let ψ1 and ψ2 be any state in B, and let

ξ = arg 〈ψ1|ψ2〉

be the phase difference between them, according to the criterion of the distance parallelism. And let
C := {ψ(s)|s ∈ [sa, sb]} be any geodesic curve such that ψ1 = ψ(sa) and ψ2 = ψ(sb). Then it is
possible to show that:

ξ =

∫ ψ2

ψ1

AB, (2.68)

where the integration is performed along the geodesic, and AB = ABs ds = i〈ψ(s)|ψ̇(s)〉ds is the Berry
connection.

Proof: Let ψ′(s) be the horizontal lift of the geodesic, i.e. AB ′s = i〈ψ′(s)|ψ̇′(s)〉 = 0. This means
that:

|ψ′(s)〉 = eiα(s)|ψ(s)〉 with α(s) = i

∫ s

sa

〈ψ(s)|ψ̇(s)〉ds. (2.69)

We proved in the previous section that arg〈ψ′(sa)|ψ′(s)〉 is identically zero along the geodesic.
This quantity is related to the Pancharatnam connection through the gauge transformation (2.69), we can,
indeed, write:

ξ = arg〈ψ(sb)|ψ(sa)〉 = arg〈ψ′(sb)|ψ′(sa)〉ei(α(sb)−α(sa)) = α(sb) − α(sa), (2.70)

which, from (2.69), gives:

ξ = i

∫ sb

sa

〈ψ(s)|ψ̇(s)〉ds =

∫ ψ2

ψ1

AB
s . � (2.71)

The demonstration of this geodesic property of Pancharatnam’s phase is the starting point to define
a geometric phase of open paths. Let C be an open curve in the projective Hilbert space associated with
the time evolution of the system, with the assumption that its initial and final states are not orthogonal.
Suppose that C := {ψ(t)} is a lift of this curve, with ψ1 and ψ2 its initial and final point. The composite
curve, obtained as the combination of ψ(t) and the geodesic connecting ψ1 and ψ2, is clearly a closed
curve in the space B. We can apply Aharonov and Anandan’s definition of geometric phase to this closed
path, which gives

φB(C) =

∮
AB =

∫
C
AB +

∫ ψ1

ψ2

AB. (2.72)
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This is the definition of geometric phase of Samuel and Bhandari, which can be applied to the most
general evolution of a (pure) quantum system. This quantity clearly is parameterisation independent and
gauge invariant, since these properties are guaranteed by the invariance of the Aharonov and Anandan
geometric phase of the closed curve C+geodesic. Then it is clear that φB(C) can be regarded as a geo-
metric feature of the curve C.

From the results (2.71) it is now evident that the definition of geometric phase of Samuel and Bhan-
dari coincides with the expression of the phase φg(C) introduced in section (2.3). We can, in fact, write:∫

C
AB =

∫
C
ABs ds =

∫ sb

sa

〈ψ(s)|ψ̇(s)〉 = φd(C) ,∫ ψ2

ψ1

AB =

∫ ψ2

ψ1

ABs ds = arg 〈ψ1|ψ2〉 = φt(C) ,

φB(C) = φt(C)− φd(C) = φg(C).

In section 2.2, aN -vertex Bargmann invariant was represented diagrammatically as a polygon, whose
sides represent the Pancharatnam connections in the expression of the Bargmann invariant, (see fig-
ures 2.2 and 2.3). The equation (2.71) offers a rigourous explanation for the representation of this phase
invariant by means of polygons. It is now clear that the lines connecting the vertices of this polygon
are the geodesics of the space B. As we showed, Pancharatnam’s phase between the states associated
with each vertex is exactly the line integral of the Berry connection along geodesics. Then the Bargmann
phase invariant is simply the line integral along the sides of the polygon. For instance, applying the
Stokes theorem to a geodesic triangle we obtain:

arg 〈ψ1|ψ2〉〈ψ2|ψ3〉〈ψ3|ψ1〉 =

∮
4
AB =

∫
Σ(4)

FB (2.73)

whereF is the (two-form) vector field associated with Berry’s connection, the Berry Curvature. Then the
Bargmann invariant is the integral of Berry’s connection on the surface bounded by the closed polygonal.
This result then explains the additive property of the Bargmann invariant and its area-like behaviour, as
showed in section 2.2. In fact, the Bargmann invariant with N vertex has been represented by an N -
vertex polygon. A polygon can be decomposed into two “sub-polygons” with one side in common,
(see figure 2.2). The Pancharatnam phase associated with the first one can be written as the sum of the
phase of two sub-polygons. Exploiting this additive property, it is now clear that the general definition
of geometric phase for pure state can be rephrased as a surface integral of the Berry Curvature FB∮

Σ
AB =

∫
Σ(4)

FB (2.74)

on the surface represented by the closed path formed by the open evolution and the geodesics connecting
its endpoints.

It is now clear that this behaviour is due to geometric structure of the projective Hilbert space P ,
which is characterised by a natural metric, the Fubini-Study metric, and the Bargmann’s invariant is
nothing but a manifestation of the gauge structure associated with this metric.
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3

THE UHLMANN GEOMETRIC PHASE

AND THE BURES METRIC

In chapter 2, the geometric phase has been presented as an abstract definition related to the geometrical
property of path in the projective Hilbert space. The starting point for this definition was the observation
that even in the simplest case of a three linearly independent state it is possible to define, and observe
a manifestation of the geometric structure of the Hilbert space. Generalising this idea we introduced a
geometric phase that can be associated with any trajectory of a quantum (pure) state. This definition of
geometric phase, originally due to Samuel and Bhandari, is not only an abstract property of the motion
of a quantum system, but it can actually be observed in a physical process. In fact, this geometrical
phase factor appears in the state of a quantum system as a consequence of its time evolution, and can be
measured via an interference experiment. It is hard to think a more general kind of definition than that
introduced by Samuel and Bhandari. It includes consistently the definition of geometric phase observ-
able in non-adiabatic as well as non-cyclic evolutions and even in non-unitary evolutions determined by
sequence of measurements.

However, all these scenarios take into account only motions of pure states, whereas a more realistic
description of a physical systems has to deal with natural statistical uncertainties. It is still an open
problem the formulation of a physically well motivated definition of a geometric phase in the most
general setting, where a mixed state of a system can undergoes a general quantum evolution. Non-
unitary evolutions due to interaction with an environment, transformation of a system under generalised
measurements, are examples of physical process were the concept of geometric phase is still far from
having a physically motivated definition.

This chapter is devoted to the description of one of most significant definitions of geometric phase in
such a scenario, namely the Uhlmann geometric phase.

3.1 Definition of Mixed Geometric Phase via State Purification

The first definition of geometric phase for mixed state has been proposed by Uhlmann [23, 72]. In his
formulation a mixed state is allowed to perform any kind of physically admissible evolution. Therefore,
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it is truly general and applicable to the most general setting. However, admittedly, this definition relies
on a rather abstract approach which somehow obscures its physical interpretation. Still, many proposals
to measure it have been already put forward [38–40], and demonstrated experimentally [41]. The formu-
lation of Uhlmann geometric phase relies on the concept of “purification”. According to this concept,
any mixed state ρ can be regarded as the “reduced density matrix” of a pure state lying in an enlarged
Hilbert space. Essentially, one looks for larger, possibly fictitious, quantum systems from which the
original mixed states are seen as reductions of pure states. For density operators there is a standard way
to do so by use of the Hilbert Schmidt operators (or by Hilbert Schmidt maps from an auxiliary Hilbert
space into the original one).

3.1.1 Purification

Let’s start with reviewing some basic idea of the purification procedure. Let H be a complex Hilbert
space of finite dimension n with the usual scalar product 〈...〉 and let B(H) be the algebra of linear
operators acting on H. We remind that formally a general (mixed or pure) state is defined as positive
linear trace class operator ρ ∈ B(H) such that Trρ = 1. In this formalism, a pure state (or rank one
density operator) is any state ω ∈ B(H) for which also ω2 = ω holds. Using the standard notation
used in chapter 2, a pure state ω is denoted with |ψ〉〈ψ|, |ψ〉 ∈ H being the only eigenstate of ω with
eigenvalue 1.

A purification of a mixed state ρ ∈ B(H) is a a lift to pure state |ψ〉〈ψ| in a larger space B(H′)
embedding ρ ∈ B(H). To achieve purification, it is sufficient to consider an auxiliary Hilbert space
Haux, at least of the same dimension n, and then consider the tensor product space:

H⊗Haux, n = dimH ≤ dimHaux. (3.1)

A reduction to H means performing the partial trace over the auxiliary space. Now, let 1laux be the
identity operator inHaux, then a state |ψ〉 ∈ H⊗Haux is said to purify ρ, if for any operator O ∈ B(H)

Tr(Oρ) = 〈ψ|O ⊗ 1laux|ψ〉, (3.2)

or equivalently if ρ = Traux|ψ〉〈ψ|, where Traux is the partial trace over the auxiliary spaceHaux.1

It can be, however, formally more convenient to work with a different notation. Indeed, being of
finite dimension, H̄ = H ⊗H is canonically isomorphic to B(H). This can be made explicit by fixing
two arbitrarily chosen orthonormal basis φ1, φ2, ... in H and φ′1, φ

′
2, ... in Haux. Given any operator

w ∈ B(H),

|ψw〉 =
∑
|φi〉 ⊗ |φ′j〉 · 〈φi|w|φ′j〉 ∈ H̄ (3.4)

The canonical scalar product in H̄ is equivalent to the Hilbert-Schmidt scalar product (w1,w2) in B(H):

(w1,w2) := Tr
(
w1 ·w†2

)
=
∑
〈φi|w1|φ′j〉〈φ′j |w

†
2|φi〉 = 〈ψw1 |ψw2〉, (3.5)

1A distinguished way to choose a purification, called standard purification, is to require

Haux = H, H̄ = H⊗Haux. (3.3)

When not otherwise specified we will consider only standard purifications.
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and the partial trace over the auxiliary space is given by:

Traux (|ψ〉〈ψ|) =
∑
|φi〉〈φk| · 〈φi|w|φ′j〉〈φ′j |w†|φk〉 (3.6)

= w
† ·w. (3.7)

Therefore, given this isomorphism w ↔ ψw, in the following we will refer as standard purification or
amplitude of a density matrix ρ either an operator w ∈ B(H), for which

ρ = w† ·w, (3.8)

or its isomorphic counterpart ψw ∈ H̄ defined by 3.4.
A crucial point to stress is that, given a mixed state, the construction of a standard purification is by

no means unique. From a formal point of view, it can be easily checked that anyw′ = U ·w, for a given
unitary operator U ∈ U(n), represents a standard purification of the same state ρ. This is somehow
expected, as the purification, from a physical point of view, represents a “complete information” on
the global system described by the global Hilbert space H ⊗ Haux, whereas ρ describes only a part of
this compound. Therefore, ρ is expected to contain only that part of the “information” which can be
“locally” stored in one of the subsystem H. This becomes physically obvious by considering that the
transformation U in H̄ = H⊗Haux, looks just like a local change of basis inHaux, which by no means
can affect the state ρ inH.

In the next section, I will often stress the implications of this “one to many” relation between mixed
states and their purifications. Indeed, for what concern the definition of mixed state geometric phase it
will become crucial to establish a criterion which diminish such ambiguity, by selecting distinguished
set of purifications.

3.1.2 Parallel Transport of Density Matrices and Uhlmann Geometric Phase

Given this definition of purification, it would be natural to generalise the concept of geometric phase for
a chain of density matrices, by referring to their purifications. Indeed, as purifications are, by definition,
pure, we could just straightforwardly apply the Bargmann invariant technique exploited in chapter 2, i.e.
calculate the Bargmann invariant of the purified path, and take its complex argument to be the geometric
phase of the mixed state path. Unfortunately, this programme does not generate an unambiguous value of
the geometric phase, on account of the lack of uniqueness in the purification procedure. The problem, is,
therefore, to select among all possible ones a distinguished set of purification. A solution to this problem
was proposed by Uhlmann [23, 73–75]. His idea is based on the concept of parallel transport.

Let’s start by considering a path of density operator ρ(s), s ∈ [sa, sb], and its purified path

ρ(s)→ w(s) (3.9)

i.e. such that ρ(s) = w†(s) ·w(s). By the previous argument, not only (3.9) represents a purification but
also every unitarily transformed path

w(s)→ U(s) ·w(s). (3.10)

By analogy with the idea of gauge transformation used in chapter 2 for pure states, it is natural to refer
to (3.10) as a gauge transformation for mixed states, and in general the freedom in the choice of an
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amplitude w as gauge freedom. Notice, that the set of possible gauge transformations that could be
adopted in the case of the Bargmann invariants were mere multiplications by complex phase factor’s
eiα ∈ U(1), i.e. a U(1) gauge freedom. This allowed for the description of the Berry phase in terms of
an underlying Abelian gauge theory, which by analogy could be compared with the usual electromagnetic
U(1) gauge field. The much wider choice of a general unitary operator U ∈ U(n), in the present case,
calls for the more convoluted U(n) gauge structure. We will show, that the natural setting underlying
the definition of the Uhlmann geometric phase is within the theory of holonomies, i.e. the non-Abelian
generalisation of the geometric phase.

Letw1,w2, ..,wm be a finite subdivision of curve (3.9), i.e. a path ordered subset of operators (3.9).
Notice that this operators have norm ||wi||2 := (wi,wi) = 1, due to the normalisation condition of ρi.
According to the “programme” we just need to calculate the Bargmann invariant [57] as illustrated in
chapter 2, for the discrete chain of pure states ψwi

ξ = (w1,w2)(w2,w3) . . . (wm−1,wm)(wm,w1) (3.11)

= 〈ψw1 |ψw2〉〈ψw1 |ψw3〉 . . . 〈ψwm−1 |ψwm〉〈ψwm |ψw1〉. (3.12)

It is straightforward to check that this “recipe” generalises the idea of Bargmann invariant for pure
states. As, when (3.11) is applied to pure states ρi = |ψi〉〈ψi| in H, the Hilbert-Schmidt scalar product
(wi,wi+1) simply turns into the canonical product 〈ψi|ψi+1〉 between pure states, and therefore, arg ξ

reduces to the Pancharatnam phase (2.7).

This is a first check which indicates that this “programme” might provide a reasonable candidate for a
mixed geometric phase. In analogy, with the pure state case, we could just consider the complex argument
of the functional ξ, and take the limit from the discrete chain w1 . . .wn to a continuous evolution, and
identify this limit with the ”mixed state geometric phase” of the path ρ(s). However, despite these
similarities, the crucial difference with the pure state case is that, while the Pancharatnam phase for
pure states is independent of the gauge transformation, and therefore “geometrically meaningful”, each
gauged transformed path (3.10) generally produces a different ξ̃ 6= ξ. A sensible criterion to diminish
this arbitrariness is needed.

Uhlmann introduced a parallel transport criterion, analogous to the parallel transport condition for
pure states, which is able to single out a specific set of purified paths and uniquely identifies the geometric
phase. In fact, if one tries to purify two density operators, ρ1 and ρ2, simultaneously, say with ψw1 and
ψw2 , the purification ambiguity can be partially lifted by choosing them to be “as near as possible” to
each other [73, 76–78]. Given |ψw1〉, there is a |ψw2〉 with maximal overlap

|〈ψw1 |ψw2〉| ≥ |〈ψ′w1
|ψ′
w2
〉| (3.13)

or, equivalently, with minimal Fubini-Study distance d2
FS(ψw1 , ψw2) = 2 − 2|〈ψw1 |ψw2〉| among all

pair of vectors, |ψ′
w1
〉, |ψ′

w2
〉 simultaneously purifying ρ1 and ρ2. Ulhmann describes this situation by

calling the pair ψw1 and ψw2 , parallel as a shorthand for “as parallel as possible” [23]. This criterion,
therefore, allows one to distinguish within all purifications wi of curve ρ(s) exceptional ones w̃i, i.e.
those for which the overlap between an element of the purified chain w̃i and the neighbouring one w̃i+1

is maximised. If these conditions are fulfilled for the whole chain, the remaining arbitrariness is in a
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regauging w̃i → eiαiU · w̃i of the subdivision, with αi ∈ R and a unitary operator U independent of the
index i. This, however, leaves the quantity

ξ̃ = (w̃1, w̃2)(w̃2, w̃3)...(w̃m−1, w̃m)(w̃m, w̃1) (3.14)

invariant. Therefore, ξ̃ is uniquely defined by the discrete chain of state ρi = w†iwi and it is meaningful
to regard it as the mixed state generalisation of the Bargmann invariant and its complex argument Φg =

arg ξ̃ as the mixed geometric phase.
We can also sharpen the condition of parallel transport (3.13) by making use of the remaining re-

gauging degree of freedom. We can, indeed, require two neighbouring purifications to be in phase, (in
the sense of Pancharatnam phase difference), i.e.:

(w̃i, w̃i+1) = 〈ψwi |ψwi+1〉 ≥ 0. (3.15)

For such a parallel purification, the mixed geometric phase becomes:

Φg = arg (w̃N , w̃1) , (3.16)

Condition (3.15) is equivalent to requiring that

||ψw1 − ψw2 ||+ ||ψw2 − ψw3 ||+ · · ·+ ||ψwN−1 − ψwN ||, (3.17)

attain its minimum. Going to the limit of finer and finer subdivisions, equation (3.17) converges to the
length of the curve of the purification (3.9). Therefore the purification is parallel if and only if it solves
the following variational problem,

DB =

∫ ρ(sb)

ρ(sa)
dlB := min

∫ sb

sa

√
〈ψ̇
w(s)|ψ̇w(s)〉ds , (3.18)

where ψ
w(s) is a purified path of ρ(s), and the dots denote derivatives with respect to s. The resulting

minimal lengthDB is called Bures length or Bures angle [76,79]. Therefore a purification ψ
w(s) is called

“parallel” or “parallel transported” if, for every gauged purification ψ′
w(s) of ρ(s), it holds√

〈ψ̇
w(s)|ψ̇w(s)〉 ≤

√
〈ψ̇′

w(s)|ψ̇′w(s)〉 ∀s. (3.19)

It is plain to derive a condition for parallel purification, which is easier to handle. Suppose that ψ
w(s) is

a parallel purification, then ψ′
w(s) = U(s)ψ

w(s), with U(s) = 1l ⊗ U ′ unitary, is another purification of
ρ(s). Inserting this into (3.19) leads to

0 ≤ 〈ψw|B†B|ψw〉+ i
(
〈ψ̇w|B|ψw〉 − 〈ψw|B|ψ̇w〉

)
, (3.20)

where B is the Hermitian generator of U , i.e. B(s) := iU̇(s)U †(s). This inequality is valid if and
only if 〈ψ̇w|B|ψw〉 = 〈ψw|B|ψ̇w〉 for all Hermitian operators B = 1l ⊗ B′. In the language of the
Hilbert-Schmidt space, this condition becomes Tr

(
ẇw

†B′ −wẇ†B′
)

= 0 for all B′ Hermitian, which
essentially means nothing other than

ẇw
† = wẇ†. (3.21)
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This condition, together with the normalisation of ρ(s), implies that (w(s),w(s+δs)) ≈ 1, thus guaran-
teeing that eachw(s) and its neighbourw(s+δs) are in phase in the Pancharatnam sense. The Ulhmann
mixed geometric phase results just in the residual phase difference between initial and final state, i.e.

Φg = arg (w(sb),w(sa)) , (3.22)

with sa and sb initial and final value of the parameter, respectively.

3.2 Fidelity and Bures Metric

According to Uhlmann parallelism, two amplitudesw1 andw2 are called parallel if they maximise their
Hilbert Schmidt scalar product, among those simultaneously purifying ρ1 and ρ2. A very important
byproduct of this maximisation procedure is the so called fidelity [73], defined as

F(ρ1, ρ2) := max
w1,w2

|(w1,w2)| = max
ψw1 ,ψw2

|〈ψw1 |ψw2〉| . (3.23)

This is a very crucial quantity in quantum information and in quantum estimation theory. It provides an
operationally well-defined distance between quantum states, in terms of statistical distinguishability of
quantum states. An explicit expression for the above maximal value has been proven by Uhlmann [67,73]

F(ρ1, ρ2) = Tr
√√

ρ2ρ1
√
ρ2, (3.24)

which readily shows how the fidelity depends on ρ1 and ρ2 only. The proof of the above expression relies
on the following simple lemma.

Lemma 1 For any operator B, and any unitary U , |Tr(BU)| ≤ Tr|B|, with equality attained for
U = V †, where B =: |B|V is the polar decomposition of B, with |B| :=

√
BB†.

The equality follows straightforwardly from the condition stated, whereas the inequality arises from

|TrBU | = |Tr(|B|V U)| = |Tr(|B|
1
2 |B|

1
2V U)| ≤

√
Tr|B|Tr(U †V †|B|V U) = Tr|B|, (3.25)

where the second relation is the Cauchy-Schwartz inequality for the Hilbert-Schmidt scalar product. �

To prove equation (3.24), we define wi =:
√
ρiUi, with i = (1, 2) the polar decompositions of two

purifications of ρ1 and ρ2. Then, by Lemma 1

|Tr(w†1w2)| = |Tr(
√
ρ1
√
ρ2U2U

†
1)| ≤ Tr|√ρ1

√
ρ2| = Tr

√√
ρ1ρ2
√
ρ1.

The equality is attained for U2U
†
1 = V †, where

√
ρ1
√
ρ2 =: |√ρ1

√
ρ2|V . �

Two important limiting case of the fidelity are worth mentioning explicitly. The first one is when
we deal with pure states, ρ1 = |ψ1〉〈ψ1| and ρ2 = |ψ2〉〈ψ2|. In this case, the fidelity reduces to the
standard overlap F(ρ1, ρ2) = |〈ψ1|ψ2〉|. Slighlty more generally, if just one of the two states is pure,
ρ1 = |ψ1〉〈ψ1|, then F(ρ1, ρ2)2 = |〈ψ1|ρ2|ψ1〉|, which is the probability that the state ρ2 will score
positively if tested on whether it is in the pure state ρ1. It serves as a figure of merit in many statistical
estimation problems.
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The second example is when ρ1 and ρ2 commute, i.e. when they are simultaneously diagonal, ρi =∑
k pi(k)|k〉〈k|. In this case, the fidelity reduces to

F(ρ1, ρ2) =
∑
k

√
p1(k)

√
p2(k) = B(P1, P2) (3.26)

i.e. the Bhattacharyya coefficient of the classical statistical distributions Pi := {pi(k), k = 1 . . . n}.
The fidelity also enjoys a number of quite desiderable properties for a measure of statistical distin-

guishability [67]:

1. 0 ≤ F(ρ1, ρ2) ≤ 1;
2. F(ρ1, ρ2) = 1 iff ρ1 = ρ2 and F(ρ1, ρ2) = 0 iff ρ1 and ρ2 have orthogonal supports;
3. Symmetry, F(ρ1, ρ2) = F(ρ2, ρ1);
4. Strong concavity, F(

∑
j pjρj ,

∑
j qjρ

′
j) ≥

∑
j
√
pjqjF(ρj , ρ

′
j);

5. Multiplicativity, F(ρ1 ⊗ ρ2, ρ3 ⊗ ρ4) = F(ρ1, ρ3)F(ρ2, ρ4);
6. Unitary invariance, F(ρ1, ρ2) = F(Uρ1U

†, Uρ2U
†);

7. Monotonicity, F(Φ(ρ1),Φ(ρ2)) ≤ F(ρ1, ρ2), where Φ is a trace preserving CP map.

Property (4) also implies concavity, i.e. F(
∑

j pjρj , ρ
′) ≥

∑
j
√
pjqjF(ρj , ρ

′). Property 7 is a key entry,
it means that the fidelity cannot grow under any type of physical process, i.e. unitary transformations,
generalised measurements, stochastic maps and combinations thereof. This is a crucial demand for any
bona-fide measure of distinguishability. It is, indeed, physically unacceptable that any stochastic map,
including measurements, may contribute in increasing the distinguishability of two states.

To explicitly see in what sense the fidelity is a measure of statistical distinguishability [80] let’s
follow a similar argument exposed in section 2.5.1. In the case of two pure states ψ1 and ψ2, it has
been shown that the overlap |〈ψ1|ψ2〉| provides a measure of the experimental (in)-distinguishability of
two quantum states, assuming no limitations on the type of measurements one can perform. One can
show that the same applies to the fidelity in the case of two mixed states ρ1 and ρ2. One assumes a
specific measurement process, and defines a statistical measure of distinguishability between the two
resulting outcome distributions. This measure clearly depends on the choice of the measurement process
as well as on the states. One can then select the optimal measurements strategy that maximises the
distinguishability according to some figure of merit, and define the latter the measure of distinguishability
between the states.

For simplicity we will assume both states to be full-rank (i.e. invertible) density matrices. We
will allow for the most general type of measuring device, i.e. a positive operator valued measurement
(POVM) [81] {Ek, k = 1 . . . n}. A given density matrix ρi responds to such a measurement process with
a probability distribution Pi := {p(ρi, Ek), k = 1 . . . n}, where pi(k) := Tr(ρiEk). The optimal POVM
is the one that produces two distribution P1 and P2 which are the most statistically distinguishable. As
in the case of pure states, the figure of merit of choice is the Bhattacharyya coefficient

B(P1, P2) =
∑
k

√
p1(k)p2(k) ,

which has to be minimised over the POVMs. For a generic unitary U , rewriting

p1(k) := Tr
(

(U
√
ρ1

√
Ek)(U

√
ρ1

√
Ek)

†
)
,
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yields the following chain of relations,

B(P1, P2) =
∑
k

Tr
(

(U
√
ρ1

√
Ek)(U

√
ρ1

√
Ek)

†
) 1

2 Tr
(

(
√
ρ2

√
Ek)(
√
ρ2

√
Ek)

†
) 1

2

≥
∑
k

|Tr
(

(U
√
ρ1

√
Ek)(
√
ρ2

√
Ek)

†
)
| =

∑
k

|Tr (U
√
ρ1Ek

√
ρ2) |

≥
∣∣∣Tr
(∑

k

U
√
ρ1Ek

√
ρ2

)∣∣∣ = |Tr(U
√
ρ1
√
ρ2)|,

where the second line is due to the Cauchy-Schwarz inequality for the Hilbert-Schmidt scalar product,
with the equality being attained if condition (a):

√
ρ2Ek ∝ U

√
ρ1Ek is fullfilled. The remaining relations

arise from the linearity of the trace and completeness property of the POVMs, and the second inequality
can be saturated only if (b): Tr

(
U
√
ρ1Ek

√
ρ2

)
≥ 0 ∀k.

Notice that the above inequalities are fulfilled by any unitary U . Therefore, if it has to be a chance of
attaining equality in them, U had better be chosen so as to maximise |Tr(U

√
ρ1
√
ρ2)|. From Lemma 1,

we know that this is achieved by

U =
√√

ρ2ρ1
√
ρ2ρ
− 1

2
2 ρ

− 1
2

1 . (3.27)

It can be checked that with this unitary operator both condition (a) and (b) can be satisfied by a set of
POVMs Ek, which are projective measurements onto the eigenbasis of the following Hermitian operator

M := ρ
− 1

2
2

√√
ρ2ρ1
√
ρ2ρ
− 1

2
2 . (3.28)

The end result is B(P1, P2) = F(ρ1, ρ2).
This finally establishes the interpretation of the fidelity as a statistical measure of distinguishability. This
parallels the discussion we made regarding the Fubini Study metric in section 2.5.1, when the states
to be distinguished were pure, i.e. ρi = |ψi〉〈ψi|. In that case, it was found that the Bhattacharyya
coefficient distinguishing the probability distributions for of the optimal measurement apparatus equalled
the overlap |〈ψ1|ψ2〉|. These two solutions are consistent. However, while for pure states several optimal
measurements are possible, here the observable M providing the optimal distinguishability is uniquely
defined. We have derived its expression, and it corresponds to the geometric mean of the operators ρ−1

2

and ρ1.

3.2.1 The Bures Metric

The fidelity provides a natural way of defining a distance on the space of density matrices. The defini-
tion (3.23) of the fidelity is based on a suitably optimised overlap between pure states. We could therefore
borrow the considerations on the Fubini-Study metric exposed in chapter 2, and apply them verbatim to
purifications. Once the optimisation over the purification is carried out, the result is the definition of two
Riemannian distances, called Bures distance

dB(ρ1, ρ2) :=
√

2− 2F(ρ1, ρ2); (3.29)

and Bures length or Bures angle

DB(ρ1, ρ2) := arccosF(ρ1, ρ2). (3.30)
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These are the clearly generalisations of the Fubini-Study distance dFS and Fubini-Study length DFS ,
respectively, when the states ρ1 and ρ2 are allowed to be mixed. Like in the case of the Fubini-Study
metric, the first distance dB measures the length of a straight chord, while DB measures the length of a
curve within the manifold of density matrices. By construction, they are Riemannian distances, and are
consistent with the same Riemannian metric. Moreover, notice that they are both monotonously decreas-
ing functions of the fidelity. This means that dB and DB can be regarded as distances that measure the
statistical distinguishability between two quantum states. This is further confirmed by the monotonicity
property 7, which entails that both dB and DB are non-decreasing under stochastic maps, i.e.under any
physically meaningful quantum operations.

With the confidence that we are investigating a relevant definition of distance, let’s turn to the Rie-
mannian metric induced by the Bures distance, or equivalently by the Bures length. In the limit of two
density matrices infinitesimally apart ρ(s) and ρ(s+ ds), both dB and DB converge to the infinitesimal
length

dl2B := min Tr(ẇ†ẇ)ds2, (3.31)

in agreement with the expression (3.18), where the minimum is attained by the amplitudesw(s) fulfilling
the parallel transport condition (3.21). This is the Bures metric. It is easy to check that condition (3.21)
is fullfilled by the following ansatz [74, 82, 83]

ẇ = Gw, G† = G. (3.32)

G can be determined by differentiating ρ = ww† and inserting (3.32), which yields:

ρ̇ = Gρ+ ρG. (3.33)

The quantity G, which may be called the parallel transport generator (PTG) is implicitly defined as the
(unique) operator solution of (3.33) with the auxiliary requirement that

〈ψ|G|ψ〉 = 0, whenever ρ|ψ〉 = 0. (3.34)

In terms of G, the Bures metric can be cast in the following forms

dl2B := Tr(w†G2
w)ds2 = Tr(G2ρ)ds2 =

1

2
Tr(Gρ̇)ds2 , (3.35)

where gµν is the Bures metric tensor. Assume that the ρ(λ) is a collection of density matrices labelled
by a set of parameters λ := {λµ} ∈ M belonging to a manifoldM. The component of the Bures metric
on the induced manifold are given by

dl2B =:
∑
µν

gµνdλµdλν , gµν =
1

2
Tr({Gµ, Gν}ρ), (3.36)

where {., .} is the anti-commutator, and Gµ is the restriction of G along the coordinate λµ, and it is
determined by the analog of equation (3.33), i.e. ∂µρ = Gµρ+ ρGµ. We can also raise G to the rank of
an operator-valued differential one-form, defined asG :=

∑
µGµdλµ, which clearly obeys

dρ = Gρ+ ρG.
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This expression can be easily solved in the basis of eigenvalues of the density matrix ρ =
∑

k pk|k〉〈k|:

〈j|G|k〉 =
∑

pj>0,pk>0

〈j|dρ|k〉
pj + pk

(3.37)

where the restriction pj > 0, pk > 0 on the summation derives from the auxiliary condition (3.34).
Casting this expression into Eq. (3.36) leads to the following explicit form for the Bures metric tensor [84,
85],

gµν =
1

2

∑
pj>0,pk>0

〈j|∂µρ|k〉〈k|∂νρ|j〉
pj + pk

. (3.38)

Now, let’s cast the expression (3.38) in a from amenable to interesting considerations. Let us first
differentiate the density matrix ∂µρ =

∑
k(∂µpk|k〉〈k| + pk|∂µk〉〈k| + pk|k〉〈∂µk|) and consider the

matrix element (∂µρ)µν . Notice that 〈j|k〉 = δj,k ⇒ 〈∂µj|k〉 = −〈i|∂µk〉; whence 〈j|∂µρ|k〉 =

δj,k ∂µpj + 〈j|∂µk〉(pk − pj). Plugging this expression back into (3.38) yields

gµν =
1

4

∑
pk>0

pk

(
∂µpk
pk

)(
∂µpk
pk

)
+

1

2

∑
pj>0
pk>0

〈j|∂µk〉〈∂νk|j〉
(pj − pk)2

pj + pk
. (3.39)

This expression provides an interesting distinction between a classical and a quantum contribution.
Indeed, the first term in (3.39) is the so called Fisher-Rao metric. This is the metric induced by the
Hellinger distance, and the Bhattacharyya distance between the infinitesimally close probability distri-
butions {pk} and {pk + dpk}. While the second term takes into account the generic non-commutativity
of ρ and ρ′ := ρ+dρ. Thus, one may refer to these two terms as the classical and non-classical contribu-
tions to the metric, respectively. When [ρ′, ρ] = 0 the problem reduces to an effective classical problem
and the Bures metric obviously collapses to the Fisher-Rao metric.

One can draw an interesting connection between the metric (3.38) and a quantity of quantum in-
formation known as quantum Chernoff bound [86]. This is the generalisation of the classical Chernoff
bound used in information theory [87,88]. Consider an experimental procedure aiming at distinguishing
two quantum states ρ1 and ρ2, where a large number n of copies are provided, and collective measure-
ment are allowed for. In the limit of very large n, the probability of error in discriminating ρ1 and ρ2

decays exponentially as Perr ∼ exp(−nξQCB)., where ξQCB denotes the quantum Chernoff bound. The
Chernoff bound generates a metric over the space of quantum states naturally endowed with an opera-
tionally well defined character: The farther apart two states lie according to this distance, the smaller is
the asymptotic error rate of a procedure that attempts to tell them apart.

In [86] it has been proved that

exp(−ξQCB) = min
0≤s≤1

tr
(
ρs

1ρ
1−s
2

)
≤ F(ρ1, ρ2) , (3.40)

which for infinitesimally close states ρ1 = ρ and ρ2 = ρ+ dρ, yields

dl2QCB := 1− exp(−ξQCB) =
∑
µν

gQCBµν dλµdλν , (3.41)

where
gQCBµν =

1

2

∑
j,k

〈j|∂µρ|k〉〈k|∂νρ|j〉
(
√
pj +

√
pk)2

. (3.42)
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This expression shows both distinguishability distances, the quantum Chernoff bound metric and the
Bures metric (3.38), share similar structures. They are identical except for the denominators, where
pj + pk are replaced by (

√
pj +

√
pk)

2. The following inequalities (
√
pm +

√
pn)2 ≥ pn + pm and

2(pj + pk) ≥ (
√
pj +

√
pk)

2 imply the equivalence of these two metric tensors, i.e.

gµν
2
≤ gQCBµν ≤ gµν . (3.43)

Therefore one expects the two distinguishability measures to convey equivalent information as far as
local properties of the manifold of quantum states are concerned.

3.3 Uhlmann Connection and Uhlmann Curvature

In the closed path ρλ(s), initial and final amplitudes are related by a unitary transformation, i.e. wλ(sb) =

wλ(sa)Vγ . If the path of amplitudes wλ(s) fullfills the Uhlmann condition, Vγ is a holonomy, i.e. the
non-Abelian generalisation of Berry phase [23]. The holonomy is expressed as

Vγ = Pei
∮
γ A , (3.44)

where P is the path ordering operator and A is the Uhlmann connection one-form. The Uhlmann con-
nection can be derived from the following ansatz [72, 74]

dw = iwA+Gw , (3.45)

which is the generalisation of (3.32) when the parallel transport condition is lifted. By differentiating
ρ = ww† and using the defining property of G (see Eq. (3.33)), it follows that A is Hermitian and it is
implicitly defined by the equation

Aw†w +w†wA = i(dw†w −w†dw), (3.46)

with the auxiliary constraint that 〈ψ′|A|ψ′〉 = 0, for w|ψ′〉 = 0. From Eq. (3.45), it can be checked that
A obeys the expected transformation rule of non-Abelian gauge potentials,

A→ U †(s)AU(s) + iU †(s)dU(s), under w(s)→ w(s)U(s), (3.47)

and that G is gauge invariant. The analog of the Berry curvature, the Uhlmann curvature two-form, is
defined as

F := dA+ iA ∧A =
1

2

∑
µν

Fµνdλµ ∧ dλν . (3.48)

Its components Fµν = ∂µAν −∂νAµ+ i [Aµ, Aν ] can be understood in terms of the Uhlmann holonomy
per unit area associated to an infinitesimal loop in the parameter space. Indeed, for an infinitesimal
parallelogram γµν , spanned by two independent directions êµδµ and êνδν in the manifold, it reads

Fµν = lim
δ→0

i
1− Vγµ,ν
δµδν

, (3.49)
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where δ → 0 is a shorthand of (δµ, δν) → (0, 0). While the Abelian Berry’s curvature FB is a gauge
invariant (as one expect from the electromagnetic field analogy), the Uhlmann curvature F is only gauge
covariant, i.e. it transform as:

F → U †(s)FU(s), under w(s)→ w(s)U(s) . (3.50)

This is a direct consequence of the of gauge covariance of any non-Abelian holonomy [62, 89],

Vγ = Pei
∮
γ A → U †t Pe

i
∮
γ A Ut. (3.51)

The standard approach to the definition of bona-fide observables associated to non-Abelian gauge
fields is to resort to the Wilson loopWγ := TrVγ , i.e. the trace of the holonomy operator associated to an
arbitrary loop. Thanks to the cyclic property of the trace, the Wilson loop is evidently gauge invariant.
It would then be tempting to define a local gauge invariant quantity, analogue of Uhlmann curvature, by
considering the Wilson loop per unit area of an infinetimal loop in the parameter space. This would lead
to the trace of curvature, which, however, in the case of the Uhlmann holonomy is always trivial TrF = 0.

Alternatively, one may consider another gauge invariant quantity, the Uhlmann geometric phase (3.22),
which in terms of the Uhlmann holonomy reads,

ϕU [γ] := arg Tr
[
w
†
λ(0)wλ(T )

]
= arg Tr

[
w
†
λ(0)wλ(o)Vγ

]
. (3.52)

and evaluate the phase per unit area on an infinitesimal closed loop, which reads

Uµν := lim
δ→0

ϕU [γµν ]

δµδν
= Tr

[
w
†
λ(0)wλ(0)Fµν

]
.

This is by definition a gauge invariant. I will call it mean Uhlmann curvature (MUC), on account of the
expression

Uµν = Tr(ρFµν) = 〈Fµν〉 (3.53)

that Uµν takes in the special gauge w0 =
√
ρ(0).

By taking the external derivative of the expression (3.45) and by using the property d2 = 0, it can be
shown that

0 = d2
w = iwdA+ idw ∧A+ dGw −G ∧ dw

= iwdA+ i
(
iwA+Gw

)
∧A+ dGw −G ∧

(
iwA+Gw

)
= iw

(
dA+ iA ∧A) +

(
dG−G ∧G

)
w

which leads to [75]

wF = i (dG−G ∧G)w,

Fw† = −iw† (dG+G ∧G) .

Multiplying the above expressions by w† and w, respectively, and taking the trace yields

U = Tr(wFw†) = −iTr(ρG ∧G), (3.54)
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where U := 1/2
∑

µν Uµνdλµ ∧ dλν is a real-valued two-form whose components are

Uµν = −iTr(ρ[Gµ, Gν ]) . (3.55)

Notice the striking similarity with the expression (3.36) with which the mean Uhlmann curvature shares
the same origin and mathematical structure. Similarly to (3.38), it is easy to derive an expression for the
MUC in the eigenbasis of the density matrix by making use of the expression (3.37), i.e.

Uµν = −i
∑
pj>0
pk>0

(pj − pk)
〈j|∂µρ|k〉〈k|∂νρ|j〉

(pj + pk)2
. (3.56)

From the common mathematical structure of the Bures metric gµν in (3.36) and the mean Uhlmann
curvature (3.55), it is quite tempting to define the following positive (semi)-definite Hermitian tensor

Qµν := Tr(ρGµGν) = gµν +
i

2
Uµν . (3.57)

This is clearly a mixed state generalisation of the quantum geometric tensor (2.51) defined in section 2.5.
In the following, I will indistinctly refer to both Eq. (2.51) and to its mixed state generalisation Eq. (3.57)
as quantum geometric tensor.

3.4 Multi-parameter quantum state estimation

This section aims at providing a different physical perfective to the quantities introduces in the previous
sections. It turns out that objects such as the Bures metric and the mean Uhlmann curvature are intimately
related to a pivotal quantity in quantum parameter estimation problems, namely the quantum Fisher
information.

The quantum Fisher information matrix J(λ) defines a figure of merit of the estimation precision of
parameters labelling a quantum state, known as the quantum Cramér-Rao (CR) bound [90–92]. Given
a set of locally unbiased estimators {λ̂} of the parameters λ ∈ M, the covariance matrix Covλ[λ̂]µν =

〈(λ̂µ − λµ)(λ̂ν − λν)〉 is lower bounded (in a matrix sense) as follows

Covλ[λ̂] ≥ J(λ)−1. (3.58)

It turns out that such a matrix is mathematically equivalent, except for pathological case [85] to the
Bures metric tensor g, or precisely

Jµν(λ) = 4gµν . (3.59)

For single parameter estimation, the quantum Cramér-Rao bound (3.58) can always be saturated
by a suitable optimal POVM. However, in a multi-parameter scenario this is not always the case, the
above inequality cannot always be attained. This is due to the non-commutativity of measurements
associated to independent parameters. It turns out that, within a relatively general setting, known as
quantum local asymptotyc normality [93–96], the multi-parameter quantum Cramér-Rao bound (3.58) is
attainable iff [42]

Uµν = 0 ∀λµ, λν . (3.60)
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In this sense, Uµν marks the incompatibility between λµ and λν , and such incompatibility arises from the
inherent quantum nature of the underlying physical system.

In particular, I will show in the following that [43] for a two-parameter model, the discrepancy
between the attainable multi-parameter bound and the Cramér-Rao bound can be estimated by the ratio

2|Uµν |/DetJ. (3.61)

Moreover, the MUC is upper bounded by

|Uµν | ≤
√

DetJ/2. (3.62)

When saturated, bound (3.62) marks the condition of maximal incompatibility. When this condition is
met, the quantum indeterminacy in the estimation problem reaches the order of Det(J)−1/2, which is the
same of the Cramér-Rao bound (3.58). In other words, this implies that the indeterminacy determined by
the quantum nature of the underlying physical system would arise at an order of magnitude which cannot
be neglected.

This is particularly relevant, considering that the scope of optimal schemes is minimising the param-
eter estimation error. This can only be done by designing strategies which strive for the higher possible
rate of growth of J(n) with the number n of available resources. When the condition (3.58) of maximal
incompatibility holds, it implies that the quantum indeterminacy in the parameter estimation problem
remains relevant even in the asymptotic limit n→∞.

3.4.1 Formulation of the problem

It is often the case that a physical variable of interest is not directly accessible, either for experimental
limitations or due to fundamental principles. When this happens one could resort to an indirect approach,
inferring the value of the variable after measurements on a given probe. This is essentially a parameter
estimation problem whose solution may be found using methods from classical estimation theory [97]
or, when quantum systems are involved, from its quantum counterpart [90].

The solution of a parameter estimation problem amounts to find an estimator, i.e a mapping λ̂ =

λ̂(x1, x2, ...) from the set χ of measurement outcomes into the space of parameters λ ∈ M. Optimal
estimators in classical estimation theory are those saturating the Cramer-Rao inequality,

Covλ[λ̂] ≥ Jc(λ)−1 (3.63)

which poses a lower bound on the mean square error Covλ[λ̂]µν = Eλ[(λ̂−λ)j(λ̂−λ)k] in terms of the
Fisher information

Jcµν(λ) =

∫
χ
dλ̂(x) p(λ̂|λ)∂µ log p(λ̂|λ)∂ν log p(λ̂|λ) . (3.64)

For unbiased estimators, the mean square error is equal to the covariance matrix Covλ[λ̂]µν = Eλ[λ̂jλ̂k]−
Eλ[λ̂j ]Eλ[λ̂k]. The expression (3.63) should be understood as a matrix inequality. In general, one writes

tr(WCovλ[λ̂]) ≥ tr(WJc(λ)−1),

whereW is a given positive definite cost matrix, which allows the uncertainty cost of different parameters
to be weighed unevenly.
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In the classical estimation problem, both in the single parameter case, and in the multi.parameter
one, the bound is saturable in the limit of an infinite number of repetitions of an experiment using the
maximum likelihood estimator [98]. However, an interesting difference between of multi-parameter the
single parameter metrology arises due to correlation between parameters. Indeed, it may well happen
that the resulting Fisher information matrix is non-diagonal. This means that the estimators for the
parameters will not be independent. In a separate scheme in which all parameters except the λµ are
perfectly known, the single parameter CR bound implies that the uncertainty of estimating λµ is lower
bounded by Var(λ̂) ≥ 1/Jcµµ. On the other hand, in the simultaneous scenario in which all parameters
are estimated at the same time, one finds Var(λ̂) ≥ (Jc(λ)−1)µµ. From basic algebra of positive-
definite matrices, we have that (Jc(λ)−1)µµ ≥ 1/Jc(λ)µµ, with equality holding only in the case when
all off-diagonal elements vanish. Since asymptotically the CR bound is saturable, it implies that the
equivalence between the simultaneous and separate scheme in the limit of a large number of experiment
repetitions can only hold if F is a diagonal matrix, and hence there are no statistical correlations between
the estimators [99].

Clearly, for any real positive definite matrix one can perform an orthogonal rotation to a new basis
in which the matrix is diagonal. This simply means that there are always linear combinations of the
parameters for which the diagonality conditions hold. This choice should be, however, contrasted with
the physical opportunity of performing such rotation, as the choice of the parameters we are interested
in may arise as a result of physical considerations and in this sense determine a preference in a specific
basis.

While the fundamental objects in classical Fisher information are parameter dependent probability
distribution of the data, the fundamental objects involved in the quantum estimation problem are the
density matrices ρ(λ) labelled by λ ∈M. In the quantum scenario we therefore face an additional chal-
lenge of determining the optimal measurement for extracting most of the information on the parameters
of interest from the quantum states. In the single parameter case the situation is relatively simple. Maxi-
mization of the classical Fisher information over all quantum measurements yields the quantity referred
to as the quantum Fisher information (QFI). The key object involved in the calculation of the QFI is the
so called symmetric logarithmic derivative (SLD), which is implicitly defined as the Hermitian operator
satisfying the equation

∂µρ(λ) =
1

2
{ρ(λ)Lµ(λ) + Lµ(λ)ρ(λ)} . (3.65)

The above equation, apart from a factor 1/2 is identical to the defining equation (3.33) of the parallel
transport generator Gµ. However, a relatively benign difference between Gµ and Lµ arises from the
auxiliary condition (3.34). This may cause a sizeable discrepancy between their behaviours in some
pathological cases. This cases may occur around point in state the manifold where ρ(λ) undergoes a
change of rank [85].

The QFI can be calculated using the formula:

Jµµ(λ) =
1

2
Trρ(λ){Lµ(λ), Lµ(λ)} . (3.66)

One can always choose the projective measurement in the eigenbasis of the SLD which yields FI equal
to the QFI. Hence, the QFI determines the ultimate achievable precision of estimating the parameter on
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density matrices ρ(λ) in the asymptotic limit of an infinite number of experiment repetitions. In a mul-
tiparameter scenario, a direct generalization of single parameter CR bound leads to the multiparameter
QFI CR bound [90–92], that reads

tr(WCov(λ̂)) ≥ tr(WJ−1), (3.67)

where
Jµν =

1

2
Trρ{Lµ, Lν}, (3.68)

is the quantum Fisher information matrix (QFIM), W is the cost matrix.

3.4.2 Multi-parameter Incompatibility: a Measure of Quantumness

Unlike the single parameter case, in the multi-parameter scenario the QFI CR bound cannot always
be saturated. Intuitively, this is due to the incompatibility of the optimal measurements for different
parameters. A sufficient condition for the saturation is indeed [Lµ, Lν ] = 0, which is however not
a necessary condition. Within the comprehensive framework of quantum local asymptotic normality
(QLAN) [93–96], a necessary and sufficient condition for the saturation of the multi-parameter CRB is
given by Uµν = 0 for all µ and ν [42].

Here, we show explicitly that Uµν provides a figure of merit for the discrepancy between an attainable
multi-parameter bound and the single parameter CRB quantified by J−1. We will confine ourself to the
broad framework of QLAN, in which the attainable multi-parameter bound is given by the so called
Holevo Cramer-Rao bound (HCRB) [90–92]. For a N -parameter model, the HCRB can be expressed
as [93]

tr(GCov(λ̂)) ≥ CH(G), (3.69)

where
CH(G) := min

{Xµ}
{tr(GReZ) + ||(GImZ)||1}. (3.70)

The N × N Hermitian matrix is defined as Zµν := Tr(ρXµXν), where {Xµ} is an array of N Her-
mitian operators on H satisfying the unbiasedness conditions Tr(ρXµ) = 0 ∀µ and Tr(Xµ∂νρ) =
1
2Trρ{Xµ, Lν} = δµν ∀µ, ν, and ||B||1 denotes the sum of all singular values of B. If one chooses
for {Xµ} the array of operators X̃µ :=

∑
ν [J−1]µνLν , it yields

Z = Z̃ := J−1IJ−1 = J−1 − i2J−1UJ−1, (3.71)

where Iµν := TrρLµLν is the quantum Fisher tensor, and U , with a little abuse of formalism, is the
matrix of elements Uµν = i

4Trρ[Lµ, Lν ]. If one indicates byD(G) := CH(G)− trGJ−1 the discrepancy
D(G) between the attainable multi-parameter HCRB and the CRB is bounded as follows

0 ≤ D(G) ≤ 2||GJ−1UJ−1||1, (3.72)

where the first inequality is saturated iff U = 0 [42].
For the special case of a two-parameter model, in the eigenbasis of J , with eigenvalues j1 and j2, it holds

J−1UJ−1 =

(
j−1
1 0

0 j−1
2

)(
0 U12

−U12 0

)(
j−1
1 0

0 j−1
2

)
=

(
0 U12

DetJ

− U12DetJ 0

)
. (3.73)
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It follows that

2||GJ−1UJ−1||1 = 2
√

DetG

√
Det 2U
DetJ

. (3.74)

Hence, in this case
√

Det 2U/DetJ provides a figure of merit which measures the amount of incompati-
bility between two independent parameters in a quantum two-parameter model.

For self-adjoint operators B1, . . . , BN , the Schrodinger-Robertson’s uncertainty principle is the in-
equality [100]

Det
[

1

2
Trρ{Bµ, Bν}

]N
µ,ν=1

≥ Det
[
− i

2
Trρ[Bµ, Bν ]

]N
µ,ν=1

, (3.75)

which applied to the SLD Lµ’s, yields
DetJ ≥ Det2U . (3.76)

For N = 2, when the inequality (3.76) is saturated, it implies that

D(G) ' 2
√

DetGJ−1, (3.77)

which means that the discrepancy D(G) reaches the same order of magnitude of tr(GJ−1), i.e. the
CRB itself. This limit marks the condition of maximal incompatibility for the two-parameter estimation
problem, arising from the quantum nature of the underlying system.
Another interesting inequality relates the eigenvalues of J (and hence of g) with those of U . The QGT2

Qµν := TrρGµGν =
1

4
TrρLµLν =

1

4
Jµν +

i

2
Uµν (3.78)

is a positive (semi)-definite Hermitian matrix. Hence, by definition J ≥ −2iU , in a matrix sense. It
follows that [101]

ji =≥ 2|ui|, (3.79)

where ji (gi) and ui are the i-th eigenvalues of J (g) and U , respectively, ordered according to j1 ≤ j2 ≤
· · · ≤ jN and u1 ≤ u2 ≤ · · · ≤ uN . In particular, for i=1, one gets

||J ||∞ ≥ 2||iU||∞. (3.80)

2I am deliberately assuming Lµ = 2Gµ, thus neglecting possible discrepancy arising due to variations in the rank of ρ [85].
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4

GEOMETRY OF QUANTUM

PHASE TRANSITIONS

Several systems manifest phase transitions as the temperature or other parameter is modified. Examples
range from our mundane experience of ice melting or the loss of ferromagnetism in iron to the far
more elaborated superfluid Mott-insulator phase transition in optical lattices [102]. The studies of phase
transitions at finite temperature has seen a extraordinary upswing in the last few decades [103–107],
partly due to the formidable success of Landau-Ginzburg theories, spontaneous symmetry breaking and
the renormalization group [108–111] in spelling out the nature of a wide variety of finite temperature
phase transitions.

In this chapter, I will focus on the subset of phase transitions known as quantum phase transitions
(QPTs) [10, 112–116] and I will summarise some of the developments brought in the field by the un-
orthodox approaches of geometric phase and geometric information. QPTs are phase transitions which
occur at zero temperature, and are induced by quantum fluctuations. They are typically characterised
by non-analytical behaviour of the ground state energy density of a quantum many-body Hamiltonian at
the quantum critical point, for a given set of parameters labelling the Hamiltonian. I will consider only
continuous QPTs, i.e. phase transitions associated to an order parameter that vanishes continuously at
criticality, as opposed to first order QPT, characterised instead by abrupt changes in the order parame-
ter. According to the standard classification, first order phase transitions are usually signalled by a finite
discontinuity in the first derivative of the ground state energy density, whereas, continuous QPTs are
identified by continuous first derivatives but discontinuous second derivatives of the ground state energy
density.

I will mostly focus the discussion on quantum phase transitions in transverse field models, (namely,
Ising and XY models in a transverse magnetic field) which are paradigmatic examples exhibiting zero
temperature continuous QPTs. This will also pave the ground to the discussions in the last chapter of this
thesis, where I will consider non-equilibrium versions of similar models. The one-dimensional version
of the transverse Ising model emerged for the first time in the resolution of the two-dimensional nearest-
neighbor ferromagnetic classical Ising model. The row-to-row transfer matrix of the two-dimensional
classical model converges to the transverse Ising chain in a suitable limit [117], and its exact solution
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soon followed [118]. This correspondence represents the prototypical example of a quantum-to-classical
mapping. The model was employed, shortly after, to reproduce the ferroelectric transitions in Potassium
Dihydrogen Phosphate (KDP) [119]. More than fifty years since their appearance, it is astounding how
useful the transferse field models continue to be, in understanding QPTs, non-equilibrium dynamics of
quantum critical systems, and their connections to quantum information, and geometric information.

4.1 Continuous Phase Transition and Universality

Since many of the salient features of continuous phase transitions are common to classical and quantum
phase transitions, let’s take a brief detour into the topic of phase transitions driven by thermal fluctuations,
and review some of the basic notions that will recur in the discussion on QPTs.

Assume that, at a given temperature T = Tc, a classical system with translation invariance symmetry
in d-spatial dimensions has a critical point (CP). Any such critical point is characterised by several critical
exponents, which identify most of the remarkable features of the system behaviour around the CP [111,
120]. Let O(r), with r ∈ Td, denote an order parameter, i.e. a variable whose thermal expectation value
〈O(r)〉 = 0 for T ≥ Tc and 〈O(r)〉 6= 0 for T < Tc. If T < Tc, the two-point correlation function of the
order parameter falls off exponentially at large distances, i.e. 〈O(r1)O(r2)〉 ∼ exp(−|r1−r2|/ξ), where
ξ is the so called correlation length, which is a function of T . As the phase transition is approached by
varying some parameter, several remarkable phenomena occur. One of most notable is the divergence of ξ
as T approaches Tc from above, namely, as T → T+

c , usually as a power law which is characterised by the
critical exponent, ν, of correlation length, i.e. ξ ∼ (T−Tc)ν . At criticality, i.e. at T = Tc, the divergence
of the correlation length indicates that the two point correlation function decays only algebraically with
the distance, namely 〈O(r1)O(r2)〉 ∼ |r1−r2|−d−2+η, where η is another critical exponent. Apart from
the above long-ranged spacial correlation, similar scaling can be observed in the temporal behaviours at
criticality. They are characterised by the dynamical critical exponent, z, which defines the scaling law of
the system response-time τc = ω−1

c to external perturbations, which diverges like τ ∼ ξz as T → T+
c ,

a phenomenon-known as critical slowing down. Correlation length ξ and response-time τc set the only
characteristic length scale and characteristic time scale close to the phase transition. Infinite correlation
length and time at criticality entails fluctuations on all length scales and timescales, and the system is said
to be scale-invariant. A direct consequence is that every observable depends on the external parameters
via power laws. The corresponding exponents are the critical exponents.

Apart from z, ν and η, other critical exponents are: β, which characterises the vanishing of the order
parameter as the critical temperature is approached from below, i.e. 〈O(r)〉 ∼ (Tc − T )β as T → T−c ;
α which defines the divergence of the singular part of the specific heat C ∼ (T − Tc)−α as T → T+

c .
By denoting h the conjugate field to the order parameter, i.e. the field which couples to the O(r) in
the Hamiltonian of the system, one defines the zero-field susceptibility χc := d〈O(r)〉/dh|h=0, whose
critical exponent is γ. The latter characterises the divergence χc ∼ (T − Tc)−γ as T → T+

c . Exactly
at T = Tc, the order parameter scales with h as O(r) ∼ |h|

1
δ as h → 0. The critical exponents, whose

values characterise the type of criticality, are not independent of each other, many of them are related to
one another through a set of scaling laws or exponent relations.

Moreover, it turns out that the complete set of critical exponents not only are mutually dependent,
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but they are the same across a whole class of phase transitions, called universal class. Indeed, one of
the most astounding and far-reaching hallmark of continuous phase transitions is the notion of univer-
sality. Its most direct implication is that critical exponents are only determined by the symmetry of the
order parameter, the dimensionality of the system and the nature of the fixed point, regardless of micro-
scopic details of the Hamiltonian. The divergence of the correlation length and characteristic time are
responsible for such universal behaviour. Close to criticality, every physical quantity is averaged over
all lengths that are smaller than the physically relevant scale set by the correlation length. This suggests
that the universal critical behaviour can be satisfactorily described by an effective theory that keeps only
the asymptotic long-wavelength degrees of freedom of the original Hamiltonian. On the other hand,
specific properties which depends on the microscopic details of the model, like e.g. the critical temper-
ature, are not accessible through this coarse graining procedure, and are called non-universal properties.
The paradigm of universality shifts the focus of the investigation from the specific model reproducing a
peculiar critical phenomenon-occurring in nature to the study of an entire class of seemingly unrelated
problems which are governed by the same universal features. Beyond its undoubted theoretical inter-
est, this universality classification has an obvious practical advantage: relevant informations regarding
a specific Hamiltonian model may be gleaned by exploring a simpler instance of the same universality
class.

The above consideration on finite temperature phase transitions can be illustrated by turning to a
specific example, the classical Ising model with ferromagnetic next-neighbour interaction, described by
the Hamiltonian

H = −J
∑
<rr′>

σzrσ
z
r′ − h

∑
r

σzr (4.1)

where,
∑

<rr′> denotes summation over next-neighbouring sites of a d-dimensional hyper-toric lattice,
and σzr is a Pauli z matrix encoding a classical spin variable (assuming values±1) which lies on the r−th
site of the lattice and which couples to a magnetic field of intensity h. For a vanishing magnetic field, the
model shows a Z2 symmetry which may be spontaneously broken in a ferromagnetic phase with non-
zero spontaneous magnetisation m = 1/N〈

∑
r σ

z
r〉h→0. The system undergoes a phase transition as the

critical temperature Tc is crossed from below, from the ferromagnetic phase (T ≤ Tc) to a Z2 symmetric
paramagnetic phase, with m = 0 (T > Tc). In the special cases of d ≤ 2, this model can be exactly
solved with the transfer matrix method. For d = 1, no spontaneous magnetisation are exhibited at any
finite temperature T > 0; whereas, at T = 0 the system shows long-range correlation, with a correlation
length ξ which diverges exponentially as T → Tc = 0. For d ≥ 2, the classical Ising model exhibits
positive critical temperatures Tc > 0. One can appreciate in this example an instance of a general feature
of classical critical models, i.e. the existence of a lower critical dimension, in this case dlc = 1, which
denotes the highest integer dimension for which a model displays a vanishing critical temperature. In the
d = 2 case, the model can be mapped to a one-dimensional transverse quantum Ising chain, which can be
solved exactly, and provides a means of calculating all critical exponents. For example, the correlation
length exponent is ν = 1, while the exponent associated to the spontaneous magnetisationm = |T−Tc|β

is β = 1/8.
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4.2 Quantum vs Classical Phase Transitions

Let us turn briefly to a fundamental question: to what extent a quantum mechanical formulation of a
model is necessary in order to understand its critical phenomena, and to what extent will classical physics
suffice? Are there distinctive features of a quantum critical phenomenon-which cannot be understood in
terms of a classical statistical model?

Within classical statistical mechanics, the statistical properties of a model are described in terms of
its (canonical) partition function Z := Tr[e−βH ], with β := 1/kBT and H = K + U , which factorises
into one term depending on the kinetic energy K only and another that depends only on the potential
energy U , i.e. Z := Tr[e−βK ]Tr[e−βU ]. As a result, the static properties of the system can be studied
independently of the dynamical ones. Moreover, the kinetic energy, which is generically expressed as
K :=

∑
j p

2
j/(2m) in terms of the generalised momenta pi, contributes to the partition function Z

with a Gaussian factor e−βK , which is analytic. Hence, any singular behaviour of Z which results in a
phase transition can only arise from the potential energy factor. In particular, the dynamical exponent
z is independent from all of the other critical exponents, and the static critical behaviour can be studied
by means of an effective functional of a time-independent order parameter. By contrast, in quantum
systems the situation differs quite fundamentally, as in general [K,U ] 6= 0. One then sees that the
statics and the dynamics of quantum systems are intrinsically coupled and need to be treated together
and simultaneously. As a consequence, the dynamical exponent z becomes an integral part of the set of
exponents of a given universality class.

A way of telling whether quantum mechanics is important in the description of a critical phenomenon-
is comparing the thermal fluctuations of the order parameter and its quantum fluctuations, which are set
by the smallest energy scale of the relevant quantum degrees of freedom. A rule of thumb is contrasting
the two most significant energy scales, namely ~ωc, the energy of long-distance order parameter fluctu-
ations, and the thermal energy, kBT . In practise, one says that the order parameter fluctuations changes
its character from quantum to classical when ~ωc falls below kBT . However, for any thermal phase
transition, the typical energy scale vanishes as ~ωc ∼ ξz ∼ |T − Tc|zν . Therefore quantum mechanics
becomes necessarily unimportant, and the critical behaviour at the transition is dominated by classical
fluctuations. This explains the name “classical transition” for transitions occurring at finite temperature.

4.3 Quantum Phase Transitions

The situation is different for transitions occurring at T = 0 driven by a set of non-thermal control
parameters λ = {λ1 . . . λN}, like pressure or magnetic field. In this case the fluctuations in the order
parameter are dominated by quantum mechanics, which therefore justifies calling this type of criticality
“quantum” phase transitions [10].

Quantum phase transitions are therefore criticality arising for T = 0, where the system lies in its
Hamiltonian ground state. The ground state is generally uniquely determined by the values of the param-
eters λ of its HamiltonianH(λ), unless something “singular” happens in the spectrum of the many-body
system for some critical values λc. Such a non-analiticity may be due to a simple level crossing in the
many-body ground state. This possibility can only arise when a λ couples to a conserved quantity of the
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full Hamiltonian, i.e. H(λ) = H0+λH1, with [H0, H1] = 0. This means that, while the eigenvalues will
change as a function of the Hamiltonian parameters, the eigenstates will be independent of λ. Hence, a
level-crossing may well occur, creating a point of non-analyticity of the ground state energy, however, it
will not determine critical singularities in the correlations, and it gives rise to a first-order quantum phase
transition. This is a type of transition that also finite-size systems can exhibit.

A totally different story is what happens for continuous phase transitions, which are characterised by
higher-order singularities in the energy density. This occurs when a system ground state energy, whose
finite-size spectrum displays an avoided level crossing, reaches a infinitely sharp transition in the thermo-
dynamic limit. This involves infinitely many eigenstates of many-body system, and the thermodynamic
limit is needed for such a singularity to arise. In this case, it is the non-commutivity of the Hamilto-
nian terms that are responsible for the quantum fluctuations which drive the systems across the quantum
phase transition. One might think that phase transitions occurring at zero temperature are not physically
relevant to the actual world. However, one can show that many finite temperature features of a system
can be gleaned through the properties of its quantum critical point.

From the above considerations, the point of singularity in the ground state energy density is asso-
ciated with an energy scale ∆ which vanishes as λ approaches a critical value λc. This energy scale is
generally identified by the energy difference between the ground state and the first excited state, i.e. the
energy gap, and its dependence on the system parameter is generally algebraic in the proximity of the
criticality i.e.

∆ ∼ J |λ− λc|νz. (4.2)

Here J is an energy scale associated to the microscopic details of system couplings, and z and ν are criti-
cal exponents characteristic of the critical point λc, which are defined as follows. Similarly to continuous
thermal phase transitions, a QPT may be characterised by an order parameterO(r, t), which is an observ-
able whose expectation value vanishes continuously, as a function λ, across the critical point λc, going
from one phase (the ordered phase) to the other (the disordered phase). One can define a length scale ξ
which typically characterises the exponential decay of the equal-time two-point correlation function of
the ground state,

G(r − r′) := 〈O(r, t)O(r′, t)〉 − 〈O(r, t)〉〈O(r′, t)〉 ∼ e−|r−r
′|/ξ

|r − r′|d−2+η
. (4.3)

Here, η is another critical exponent, characterising the power-law decay of correlationsG(r) ∼ |r|−d−2+η

at exactly λ = λc. In quantum continuous phase one invariably observes the algebraic divergence of the
correlation length approaching the critical point

ξ ∼ |λ− λc|−ν . (4.4)

Similarly, one can define a time scale τc for the decay of equal-space correlations at quantum phase
transitions

τc ∼ ∆−1 ∝ ξz ∝ |λ− λc|−νz. (4.5)
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4.4 Geometric Phase and Criticality

A characteristic that all non-trivial geometric evolutions have in common is the presence of non-analytic
points in the energy spectrum. At these points, the state of the system is not well defined owing to their
degenerate nature. One could say that the generation of a geometric phase (GP) is a witness of such
singular points. Indeed, the presence of degeneracy at some point is accompanied by curvature in its
immediate neighbourhood and a state that evolved along a closed path is able to detect it. These points
or regions are of great interest to condensed matter or molecular physicists as they determine, to a large
degree, the behaviour of complex quantum systems. The geometric phases are already used in molecular
physics to probe the presence of degeneracy in the electronic spectrum of complex molecules. Initial
considerations by Herzberg & Longuet-Higgins [121] revealed a sign reversal when a real Hamiltonian
is continuously transported around a degenerate point. Its generalization to the complex case was de-
rived by Stone [122] and an optimisation of the real Hamiltonian case was performed by Johansson &
Sjöqvist [123, 124].

Geometric phases have been associated with a variety of condensed matter and solid-state phenom-
ena. They are at the core of the characterisation of topological phase transitions [46, 125, 126], and have
been employed in the description and detection of QPT, both theoretically [4–7, 127, 128] and experi-
mentally [9]. However, their connection to quantum phase transitions has been put forward only recently
by Carollo and Pachos [4, 5]. It was further elaborated by Zhu [6], where the critical exponents were
evaluated from the scaling behaviour of geometric phases, and by Hamma [7], who showed that geomet-
ric phases can be used as a topological test to reveal quantum phase transitions. The use of GP in QPT
can be heuristically understood as follows. As we have seen, quantum phase transitions are associated
by dramatic structural changes of the system state, resulting from small variations of control parameters.
These critical changes are accompanied by the presence of degeneracies in the ground state energy den-
sity of the many-body system. The degeneracy are at the origin of the non-analiticity of the ground state
wave-function, which characterises the long-range quantum correlations at criticality [4–7, 127–129].

In this section we explore the ability of geometric phase and related quantities to reveal quantum
critical phenomena in many-body quantum systems. The use of geometric phases provides a new con-
ceptual framework to understand quantum phase transitions, and at the same time suggests novel viable
approaches to experimentally probe criticalities. This maybe done through the evolution of the quantum
many-body system in the neighbourhood of a critical point, in a way that does not take the system directly
through a quantum phase transition. The latter is hard to physically implement as it is accompanied by
multiple degeneracies that can take the system away from its ground state.

Moreover, the geometric phase approach is not based on the identification of an order parameter - and
therefore does not require a knowledge of symmetry breaking patterns - or more in general on the analysis
of any distinguished observable, e.g., Hamiltonian, but it is a purely geometrical characterisation.

This geometric phase approach has been applied in quite a few explicit models [4, 127–129]. How-
ever, for the sake of simplicity I will discuss two of them which stand out for their richness and at the
same time for their simplicity, i.e. the paradigmatic one dimensional XY model in transfer magnetic
field [4, 5] and the Dicke model [127], whose geometric phase properties will be briefly discussed in the
next few sections.
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The XY model is analytically solvable and it offers enough control parameters to support geometric
evolutions. Moreover, its rich criticality structure includes the XX critical model and the Ising critical
model. By explicit calculations one can observe that an excitation of the model gains a non-trivial
geometric phase if and only if it circulates a region of criticality, a feature which expresses the topological
origin property of the geometric phase. The generation of this phase can be traced down to the presence
of a conical intersection of the energy levels located at the XX criticality in an equivalent way used in
molecular systems. The scaling of the geometric phase can be used to obtain the critical exponents that
completely characterize the critical behavior. It is not hard to generalise these results to the case of an
arbitrary spin system, which shed light into the understanding of more general systems, where analytic
solutions might not be available.

4.4.1 A Simple Two-Level System

Before going into the details of the geometric phase for a many-body system, it pays to have a brief
detour to the simplest, yet significant example of geometric phase, i.e. the one arising in a two-level
system. As we already mentioned is section 2.4.1, the natural context in which the geometric phase
is introduced is in the adiabatic evolution of the eigenstate of a Hamiltonian. Within this framework
consider a 2 × 2 Hamiltonian H(λ), where λ is a set of parameters. It can always be expressed (up to
an irrelevant identity matrix) as

H(λ) = n(λ) · σ = |n|g(θ, ϕ)σzg†(θ, ϕ), (4.6)

where tan θ :=
√
n2
x + n2

y/nz and tanϕ := ny/nx. Here

g = e−iσ
zϕ/2e−iσ

yθ/2 (4.7)

is a SU(2) is transformation which rotates the operator n · ~σ to the z-direction, and the vector, σ :=

(σx, σy, σz), of Pauli’s operators is given by

σx =

(
0 1

1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0

0 −1

)
, (4.8)

Using this parameterisation one can represent the Hamiltonian as a tridimensional vector on a sphere,
centred in the point of degeneracy of the Hamiltonian (|n| = 0), (see Fig 4.1).

For θ = ϕ = 0 we have that g = 1l and the two eigenstates of the system are given by |+〉 =

(1, 0)T and |−〉 = (0, 1)T with corresponding eigenvalues E± = ±|n|/2. Let us consider the evolution
resulting when a closed path C is spanned adiabatically on the sphere. Following the general previous
consideration it is easy to show that the only non-zero component of the Berry connection, AB , is given
by

ABϕ = ±1

2
(1− cos θ)

that leads to the Berry phase

φB(C) =

∮
C
AB · dr =

1

2

∫
Σ(θ,ϕ)

sin θ dθdϕ =
Ω

2
. (4.9)
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Figure 4.1: The geometric phase is proportional to the solid angle spanned by the Hamiltonian with respect of its
degeneracy point.

Here Ω =
∫∫

Σ sinθdθdϕ is the solid angle enclosed by the loop, as seen from the degeneracy point. In
this expression the geometric origin of the Berry phase is evident. Its value depends only on the path
followed by the parameters and not on the detail of the evolution, and indeed it depends only on the way
in which these parameters are changed in relation with the degeneracy point of the Hamiltonian.

A particularly interesting case is the one in which the Hamiltonian can be casted in a real form,
corresponding in this case to θ = π/2. In this case the phase (4.9) becomes π reproducing the sign
change of the eigenstate, as this is circulated around a point of degeneracy (|n| = 0), in agreement with
the Longuet-Higgins theorem.

4.4.2 The XY Model and Its Criticalities

The first model that I will employ to illustrate the connection between geometric phases and critical
systems is the spin-1/2 chain with XY interactions. This is a one-dimensional model where the spins
interact with their nearest neighbours via the Hamiltonian

H = −
n∑
j=1

(
1 + δ

2
σxj σ

x
j+1 +

1− δ
2

σyj σ
y
j+1 +

h

2
σzj

)
,

where n is the number of spins, σµj are the Pauli matrices at site j, δ is the x-y anisotropy parameter
and h is the strength of the magnetic field. This model was first solved explicitly by Lieb, Schultz and
Mattis [117] and by Katsura [118]. Since the XY model is exactly solvable and still presents a rich
structure it offers a benchmark to test the properties of geometric phases in the proximity of criticalities.

In particular, we are interested in a generalization of Hamiltonian (4.63) obtained by applying to each
spin a rotation of ϕ around the z-direction

H(ϕ) = g(ϕ)Hg†(ϕ) with g(ϕ) =

n∏
j=1

eiσ
z
jϕ, (4.10)
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in the same way as we did in the case of a single spin-1/2. The family of Hamiltonians that is param-
eterised by ϕ is clearly isospectral and, therefore, the critical behavior is independent of ϕ. This is
reflected in the symmetric structure of the regions of criticality shown in Figure 4.2. In addition, due to
its bilinear form of the interaction terms we have that H(ϕ) is π-periodic in ϕ. The Hamiltonian H(ϕ)

can be diagonalized by a standard procedure [4], which can be summarised in the following three steps:

• the Jordan-Wigner transformation, which converts spin operators into fermionic operators via the
relations,

cl := (
∏
m<l

σzm)(σxl + iσyl )/2, {cj , c†l } = δjl, {cj , cl} = 0; (4.11)

• a Fourier transform,

dk =
1√
n

∑
l

cle
−i2πlk/n , with k = −0, . . . , n− 1, (4.12)

with , {dk, d†k′} = δkk′ , {dk, dk′} = 0;

• a Bogoliubov transformation, which defines the fermionic operators,

bk = dk cos
θk
2
− id†−ke

iφ sin
θk
2
, (4.13)

where the angle θk is defined as θk := arccos(ηk/εk) with ηk := cos 2πk
n − h and

εk :=

√
η2
k + δ2 sin2 2πk

n
, (4.14)

is the energy of the single eigenmode dk of pseudo-momentum k, called energy dispersion relation.
These procedures diagonalise the Hamiltonian to a form

H(ϕ) =
M∑
k=0

εkb
†
kbk. (4.15)

where either M = n/2− 1 if n is even or M = (n− 1)/2 if n is odd. The ground state |Ψ0〉 of H(ϕ) is
the vacuum of the fermionic modes, bk, given by

|Ψ0〉 :=
⊗
k

(
cos

θk
2
|0〉k|0〉−k− ieiϕ sin

θk
2
|1〉k|1〉−k

)
, (4.16)

where |0〉k and |1〉k are the vacuum and single excitation of the k-th mode, dk, respectively. The energy
gap is clearly given by the minimum of the energy dispersion relation εk. From (4.16) one can interpret
the ground state as the direct product of n spins, each one oriented along the direction (ϕ, θk). The
critical points in the XY model are determined by the conditions under which ground and first excited
states become degenerate, which in this case amounts to a vanishing energy dispersion relation εk. This
is the only condition in which singularities may arise. There are two distinct regions of the space diagram
that are critical. When δ = 0, we have εk = 0 for −1 ≤ h ≤ 1, which is a first-order phase transition
with an actual energy crossing and critical exponents z = 2 and ν = 1/2. The other critical region
is given by h = ±1 where one finds εk = 0 for all δ. These are continuous phase transitions, with
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Figure 4.2: The regions of criticality of the H Hamiltonian are presented as a function of the parameters h and δ,
and the corresponding ones for the HamiltonianH(ϕ) where ϕ parameterises a rotation around the h axis. Possible
paths for the geometrical evolutions are depicted, spanned by varying the parameter ϕ.

finite-size ground-state spectrum having avoiding-crossing. When δ = 1 and h = ±1, we obtain the
Ising critical model with critical exponents z = 1 and ν = 1. Finally, let us consider the criticality
behaviour of the rotated H(ϕ). Clearly, the energy dispersion relation εk does not depend on the angle
ϕ, as this parameter is related to an isospectral transformation. Hence, the criticality region for the rotated
Hamiltonian is obtained just by a rotation around the h axis. This is illustrated in Figure 4.2, where the
Ising-type criticality corresponds now to two planes at h = 1 and h = −1 and the XX criticality is along
the h axis for |h| < 1.

4.4.3 Geometric Phases and XY Criticalities

Figure 2 depicts the critical points of the XY model. Now, we are interested in obtaining looping trajec-
tories in the parameter space described by the Hamiltonian variables h, δ and ϕ. The aim is to determine
the geometric evolutions corresponding to these paths and relate them to regions of criticality. An es-
pecially interesting family of closed paths is the one in which loops circulates around the h axis, as the
parameter ϕ varies from zero to π. Indeed, these paths may enclose the XX criticality [10], depending
on whether−1 < h < 1. It is possible to evaluate the corresponding geometric phases of the ground and
the first excited states as a function of h and δ.

Using the standard formula it is easy to show that the Berry phase of the ground state |g〉 is given by

φg = −i
∫ 2π

0
〈g| ∂
∂ϕ
|g〉 =

∑
k>0

π(1− cos θk). (4.17)

This result can be understood by considering the form of |g〉, which is a tensor product of states, each
lying in the two dimensional Hilbert space spanned by |0〉k|0〉−k and |1〉k|1〉−k. For each value of k(>

0), the state in each of these two-dimensional Hilbert spaces can be represented as a Bloch vector with
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Figure 4.3: The geometric phase corresponding to the ground state (a) and the relative one between the ground
and excited state (c) as a function of the path parameters h and δ. Each point of the surface corresponds to the
geometrical phase for a path that is spanned by varying ϕ from 0 to π for certain h and δ. The values of the
geometric phase corresponding to the loops C1, C2 and C3 in Figure 4.2 are also indicated.

coordinates (ϕ, θk). A change in the parameter ϕ determines a rotation of each Bloch vector about the
z direction. A closed circle will, therefore, produce an overall phase given by the sum of the individual
phases as given in (4.17) and illustrated in Figure 4.3(a).

Of particular interest is the relative geometric phase between the first excited and ground states given
by the difference of the Berry phases acquired by these two states. The first excited state is given by

|ek0〉 =|1〉k0 |0〉−k0
⊗
k 6=k0

(
cos

θk
2
|0〉k|0〉−k− ieiϕ sin

θk
2
|1〉k|1〉−k

)
, (4.18)

with k0 corresponding to the minimum value of the energy dispersion function εk. The behavior of this
state is similar to a direct product of only n − 1 spins oriented along (ϕ, θk) where the state of the spin
corresponding to momentum k0 does not contribute any more to the geometric phase. Thus the relative
geometric phase between the ground and the excited state becomes

φeg := φe − φg = −π(1− cos θk0) . (4.19)

In the thermodynamical limit (N →∞), φeg takes the form

φeg =

 0, for |h| > 1− δ2

−π + πhδ√
(1−δ2)(1−δ2−h2)

, for |h| < 1− δ2 (4.20)

where the condition |h| > 1 − δ2 constrains the excited state to be completely oriented along the z
direction resulting in a zero geometric phase. As can be seen from Figure 4.3(b), the most interesting
behavior of ϕeg is obtained in the case of δ small compared to h. In this case φeg behaves as a step
function, giving either π or 0 phase, depending on whether |h| < 1 or |h| > 1, respectively. This
behaviour is precisely determined by the topological property of the corresponding loop, i.e. whether
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Figure 4.4: The conical intersection between the two lowest energy levels of the Hamiltonian as a function of the
parameters. A contractible loop (i.e. a loop that can be continuously deformed to a point of the domain) produces
a zero geometric phase. A non-trivial geometric phase is obtained for non-contractible loops.

a critical point is encircled or not. This property can therefore be used to witness the presence of a
criticality. More precisely, in the |h| < 1 − δ2 case, one can identify the first contribution with a purely
topological term, while the second is an additional geometric contribution [89]. In other words, this first
part gives rise to phase whose character depends only on whether the loops can be adiabatically shrunk
to a point, i.e. on whether it is contractible. This is a purely topological character of the trajectory traced
by the (ϕ, θk) coordinates. In particular if n circulations are performed then the topological phase is nπ,
where n is the winding number. The second term is geometric in nature and it can be made arbitrarily
small by tuning appropriately the couplings h or δ. This idea is illustrated in figure 4.4, where the
energy surface of ground and first excited state is depicted. The point of degeneracy is the intersection
of the two surfaces. This is the point where the energy density is not analytical. Consider the case of a
family of loops converging to a point. In the trivial case in which the limiting point does not coincide to a
degeneracy, the corresponding Berry phase converge to zero. If instead, the degeneracy point is included,
the Berry phase tends to a finite value [7].

To better understand the properties of the relative geometric phase, we focus on the region of param-
eters with δ � 1. In this case, it can be shown [4] that the Hamiltonian, when restricted to its lowest
energy modes, can be casted in a real form and, for |h| < 1, its eigenvalues present a conical intersection
centered at δ = 0. It is well known that, when a closed path is taken within the real domain of a Hamilto-
nian, a topological phase shift π occurs only when a conical intersection is enclosed. In the present case,
the conical intersection corresponds to a point of degeneracy where the XX criticality occurs and it is
revealed by the topological term in the relative geometric phase φeg. It is worth noticing that the presence
of a conical intersection indicates that the energy gap scales linearly with respect to the coupling γ when

70



4.4 GEOMETRIC PHASE AND CRITICALITY

approaching the degeneracy point. This implies that the critical exponents of the energy, z, and of the
correlation length, ν, satisfy the relation zν = 1 which is indeed the case for the XX criticality [10]. In
the following we will see that geometric phases are sufficient to determine the exact values of the critical
exponents and thus provide a complete characterization of the criticality behavior.

4.4.4 General Considerations

One can show that the vacuum expectation value of a Hermitian operator, O, can be written in terms of a
geometric phase. The only requirements posed onO are that it should not commute with the Hamiltonian
and it should be able to transform the ground state in a cyclic fashion. This is a rather general result that
can be used to study the critical models.

To show that let us extend the initial Hamiltonian, H0, of the model in the following way

H = H0 + λO . (4.21)

Turning to the interaction picture with respect to the O term we obtain

Hint(λ) = U(λt)H0U
†(λt) , (4.22)

where U(λt) = exp(−iλOt). From the cyclicity requirement, there exists time T such that the unitary
rotation U(λT ) takes the ground state |ψ〉 to itself, i.e. U(λT )|ψ〉 = |ψ〉 producing eventually the
desired cyclic evolution. The Berry phase that results from this evolution is given by (2.29), and thus,
one obtains

ϕB = −i
∮
〈ψ|U †(λt)dU(λt)|ψ〉 = 2πi〈ψ|O|ψ〉 . (4.23)

From this expression, we see that the geometric phase is a simple function of the vacuum expectation
value of the operator that generates the circular paths. This expression can be easily inverted to finally
give the expectation value of O as a function of the geometric phase (4.23).

One can easily verify this relation for the simple case of a spin-1/2 particle in a magnetic field. When
the direction of the magnetic field is changed adiabatically and isospectrally then the state of the spin is
guided in a cyclic path around the z-direction. The generated phase is given by ϕB = i2π cos θ, where
θ is the fixed direction of the magnetic field with respect to the z direction. On the other hand, one can
easily evaluate that the expectation value of the operator (1 − σz)/2 that generates the cyclic evolution
is given by 〈ψ|(1− σz)/2|ψ〉 = (1− cos θ)/2, which verifies relation (4.23), as for example λT = 2π.

This connection has far reaching consequences. It is expected that intrinsic properties of the state will
be reflected in the properties of the geometric phases. The latter, as they result from a physical evolution,
can be obtained and measured in a conceptually straightforward way. To illustrate this we shall focus
on critical phenomena in spin systems. Indeed, the presence of critical points can be detected by the
behaviour of specific geometric evolutions and the corresponding critical exponents can be extracted.
This comes as no surprise as one can choose geometric phases that correspond to the correlations of the
system (expectation values of, e.g. σz1σ

z
L) from where the correlation length and the critical behaviour

can be obtained.
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Let us apply this idea to the XY model, where the rotations are generated by the operator O :=∑
j σ

z
j . One can easily see that the resulting geometric phase is proportional to the total magnetization

Mz = 〈ψ|
∑
j

σzj |ψ〉. (4.24)

It is well known [10] that the magnetization Mz can serve as an order parameter from which one can
derive all the critical properties of the XY model just by considering its scaling behaviour. Indeed,
Zhu [6] has considered the scaling of the ground-state geometric phase of the XY model from where he
evaluated the Ising critical exponents. As it has been shown here, this is a general property that can be
applied to any critical system.

4.4.5 Dicke model and Geometric Phases

In this section, I illustrate yet another model in which the properties of a quantum phase transition can
be observed and investigated through the geometric phase. I will discuss the thermodynamic and finite
size scaling properties of the geometric phase in the adiabatic Dicke model (DM) [127], describing the
super-radiant phase transition for an n-qubit register coupled to a slow oscillator mode. One can show
that, in the thermodynamic limit, the Berry phase has a topological feature similar to the one highlighted
in the previous sections for the case of the XY model. A non-zero geometric phase is obtained only if a
path in parameter space is followed that encircles the critical point. Furthermore, in this context one can
show that precursors of this critical behaviour for a system with finite size exists and the scaling law of
the Berry phase can be obtained in the leading order in the 1/n expansion.

Let’s consider a system which consists of n two-level systems (a qubit register or an ensamble of
indistinguishable atoms) coupled to a single oscillator (bosonic) mode. The Hamiltonian is given by (in
unit such that ~ = c = 1)

H = ωa†a+ ∆Sx +
λ√
n

(a† + a)Sz (4.25)

where ∆ is the transition frequency of the qubit, ω is the frequency of the oscillator and λ is the coupling
strength. The qubit operators are expressed in terms of total spin components Sk =

∑n
j=1 σ

k
j , where the

σkj ’s (k = x, y, z) are the Pauli matrices used to describe the j-th qubit. A π/2 rotation around the y
axis shows that H is canonically equivalent to the standard formulation of the Dicke Hamiltonian [130],
including counter-rotating terms.

After the first derivation due to Hepp and Lieb [131, 132], the thermodynamic properties of the DM
have been studied by many authors [133–139]. In the thermodynamic limit (n→∞), the system exhibits
a second-order phase transition at the critical point λc =

√
∆ω/2, where the ground state changes

from a normal to a super-radiant phase in which both the field occupation and the spin magnetization
acquire macroscopic values. The continued interest in DM stems from the fact that it displays a rich
dynamics where many non-classical effects have been predicted [140–145], and from its broad range of
applications [146]. Investigations of the ground state entanglement of the Dicke model have been also
performed [147–149], pointing out a scaling behavior around the critical point.

In this section I will outline the topological character of the geometric phase of the Dicke model in
the adiabatic regime (∆ � ω), and illustrate the scaling law of the geometric phase close to the critical
point for a system with finite size.
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In order to generate a Berry phase one can change the Hamiltonian by means of the unitary transforma-
tion:

U(ϕ) = exp
(
−iϕ

2
Sx

)
, (4.26)

where ϕ is a slowly varying parameter, moving from 0 to 2π. The transformed Hamiltonian can be
written as

H(φ) = U †(ϕ)HU(ϕ) =
ω

2

[
p2 + q2 +Q · S

]
, (4.27)

where Q =
(
D, Lq√

n
sinϕ, Lq√

n
cosϕ

)
is an effective vector field. Here, D = 2∆/ω and L = 2

√
2λ/ω

are dimensionless parameters and the Hamiltonian of the free oscillator field is expressed in terms of
canonical variables q = (a† + a)/

√
2 and p = i(a† − a)/

√
2 that obey the quantization condition

[q, p] = i.
In the adiabatic limit [150,151], where one assumes a slow oscillator and work in the regimeD � 1,

the Born-Oppenheimer approximation can be employed to write the ground state of H(φ) as:

|Ψtot〉 =

∫
dq ψ(q)|q〉 ⊗ |χ(q, φ)〉 . (4.28)

Here, |χ(q, φ)〉 is the state of the “fast component”; namely, the lowest eigenstate of the “adiabatic”
equation for the qubit part, displaying a parametric dependence on the slow oscillator variable q,

Q · S|χ(q, φ)〉 = El(q)|χ(q, φ)〉 . (4.29)

As the qubits are indistinguishable, it is easy to prove that the ground state can be expressed as a direct
product of n identical factors,

|χ(q, φ)〉 = |χ(q, φ)〉1 ⊗ |χ(q, φ)〉2 ⊗ · · · ⊗ |χ(q, φ)〉n . (4.30)

Each component can be written as

|χ(q, φ)〉j = sin
θ

2
| ↑〉j − cos

θ

2
eiζ | ↓〉j , (4.31)

where | ↑〉j and | ↓〉j are the eigenstates of σzj with eigenvalues ±1, and where

cos θ :=
Lq cosϕ√
nE(q)

, (4.32)

ζ := arctan
Lq sinϕ√

nD
. (4.33)

Here, E(q) is related to the energy eigenvalue of Eq. (4.29) as

El(q) = −nE(q) = −n
√
D2 +

L2q2

n
. (4.34)

In the Born-Oppenheimer approach, this energy eigenvalue constitutes an effective adiabatic potential
felt by the oscillator together with the original square term

Vl(q) =
ω

2

[
q2 − nE(q)

]
. (4.35)
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Introducing the dimensionless parameter α = L2/2D, one can show that for α ≤ 1, the potential Vl(q)
can be viewed as a broadened harmonic well with minimum at q = 0 and Vl(0) = −n∆. For α > 1, on
the other hand, the coupling with the qubit splits the oscillator potential producing a symmetric double
well with minima at ±qm = ±

√
nD
L

√
α2 − 1 with Vl(qm) = −n∆

2

(
α+ 1

α

)
.

As the last step in the Born-Oppenheimer procedure, we need to evaluate the ground state wave
function for the oscillator, ψ0(q), that has to be inserted in Eq. (4.28) to obtain the ground state of the
composite system. This wave function is the normalized solution of the one-dimensional time indepen-
dent Schrödinger equation

Hadψ0(q) =

(
−ω

2

d2

dq2
+ Vl(q)

)
ψ0(q) = ε0ψ0(q) , (4.36)

where ε0 is the lowest eigenvalues of the adiabatic Hamiltonian defined by the first equality.
Once this procedure is carried out for every value of the rotation angle φ, the Berry phase of the ground
state is obtained as

φB = i

∫
c
dϕ〈Ψtot|

d

dϕ
|Ψtot〉 =

∫ +∞

−∞
dqψ2

0(q)

∫ 2π

0
dϕAB(q, ϕ) , (4.37)

where we introduced a q-parametrised Berry connection, given by

AB(q, ϕ) := i〈χl(q, ϕ)| d
dϕ
|χl(q, ϕ)〉 = −n dζ

dϕ
cos2 θ

2
= − nD

2E(q)

Lq√
n

cosϕ

E(q)− Lq√
n

cosϕ
.

Substituting this expression into Eq.(4.37), one finds

φB = nπ

(
1 +
〈Sx〉
n

)
, (4.38)

where the average magnetisation per spin is

〈Sx〉
n

= −
∫ ∞
−∞

ψ2
0(q)

D

E(q)
dq . (4.39)

Notice that Eq. (4.38) holds in general, its validity relying on the form of the rotation operator U(ϕ) of
Eq. (4.26) and not being restricted to the adiabatic regime. In the thermodynamic limit, one can show
that

〈Sx〉
n

=

{
−1 (α ≤ 1)

− 1
α (α > 1),

(4.40)

and thus, for n→∞, the BP is given by [151]

φB

n

∣∣∣
n→∞

=

{
0 (α ≤ 1)

π(1− 1
α) (α > 1) ,

(4.41)

It is worth stressing once again, that for the thermodynamic limit this result holds independently of
the adiabatic approximation, whose use is needed here to obtain the finite-size behaviour. Numerical
results for the scaled Berry phase are plotted in Fig.(4.5) as a function of the parameter α, for D = 10

and for different values of n, in comparison with the result for the thermodynamic limit. One can
see that the Berry phase increases as the coupling strength growths and, in the thermodynamic limit, its

74



4.4 GEOMETRIC PHASE AND CRITICALITY

0 1 2 3
α

π/2

0

γ/N π

0 1 2 3α

0

π/2

γ′/N

N=5

N ¶

N=2

N=1

Figure 4.5: Numerical results for the scaled Berry phase as a function of the parameter α, for D = 10 and for
different values of n, in comparison with the result for n→∞. Berry’s phase increases with the coupling, and, in
the thermodynamic limit, its derivative becomes discontinuous at the critical value α = αc := 1. The inset shows
the derivative of the Berry phase with respect to α.

Figure 4.6: A qualitative illustration of the paths followed by the parameters of the Hamiltonian due to the
application of U(φ). The paraboloid corresponds to the value α = L2/2D = 1, for which the Hamiltonian shows
a critical behavior. If the parameters follow a path, e.g. C1, encircling the paraboloid, then the system acquires a
non-trivial Berry phase, which tends to π for α � 1. As seen from figure 4.5, path C2 gives rise to a zero Berry
phase (in the thermodynamical limit).
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derivative becomes discontinuous at the critical value α = αc := 1. This results agree with the expected
behaviour of the geometric phase across the critical point. Notice that, in the thermodynamic limit, a
non-trivial Berry phase is only obtained when a region of criticality is encircled, as for the path C1 in
Fig. 4.6. Indeed, in the enlarged parameter space generated by the application of the unitary operator
U(φ) of Eq. (4.26), the critical point corresponds to the paraboloid α = L2

2D = 1. As the radius of the
path is determined by α, one can see that, in the limit n → ∞, the Berry phase is zero in the normal
phase (α ≤ 1) and is non-zero in the super-radiant phase, i.e. if the path encloses the critical region. This
behaviour is indeed reminiscent of the topological features displayed by the geometric phase of the XY
model described in the previous sections.

It is worth considering also the finite-scaling behaviour of Berry phase at the critical point. In order
to obtain an analytic estimation of Berry phase as a function of n, one can expand the adiabatic potential
in Eq.(4.36) in powers of 1

nD and by using the expressions of the perturbation coefficients ck, one obtains
an anharmonic oscillator potential

Ul(q) =
2

ω
Vl(q) ' −nD + (1− α)q2 +

α2

2nD
q4 . (4.42)

The eigenvalue problem defined by this potential can be solved with the help of Symanzik scaling [151,
152]. This is done by rewriting Eq.(4.36) into the equivalent form[

− d2

dx2
+ µx2 + x4

]
ψ0(x;µ) = e0 (µ)ψ0(x;µ) (4.43)

where the scaled position is x := q
(

α2

2nD

)1/6
, while µ :=

(
2nD
α2

)2/3
(αc − α). Finally, the energies in

Eq.(4.36) and (4.43) obey the scaling relation

2

ω
ε0(α, nD) = −nD +

(
α2

2nD

)1/3

e0 (µ) . (4.44)

Since µ → 0 at the critical point, we can consider the x2 term to be a perturbation and employ the
Rayleigh-Schrödinger perturbation theory. This yields the expansion e0(µ) =

∑∞
k=0 ckµ

k, where the
coefficients ck can be obtained after solving the equation for a purely quartic oscillator. It is easy to get
c0 = e0(0) ' 1.06036 and c1 =

∫∞
−∞ q

2φ2
0(q; 0)dq = e′0(0) ' 0.36203.

It can be shown that the coefficients of this expansion completely determine the average value of
every physical observable at the critical point [151]. In particular, a similar expansion applied to 〈Sx〉,
allows one to write [127]

〈Sx〉
n
' −1 +

2c1

(2nD)2/3
− 2c0

(2nD)4/3
. (4.45)

Thus, one obtains the leading orders in the finite size scaling of the Berry phase as

φB

n
≈ π

[
2c1

(2nD)2/3
− 2c0

(2nD)4/3

]
. (4.46)

This expression shows how the scaled geometric phase goes to zero as n increases and how the singular
thermodynamic behaviour is approached at α = αc = 1. The leading critical behaviour of the Berry
phase, φB/n ∼ n−2/3 is confirmed in Fig. (4.7) by comparison with the numerical evaluation of the
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Figure 4.7: Scaling of the Berry phase as a function of n at the critical point α = 1, for D = 10. For ease of
comparison, the continuous plot shows the analytic expression of Eq. (4.46).

geometric phase obtained from Eqs. (4.38)-(4.39). In fact, including also the second order correction,
scaling as n−4/3, reproduces the numerical results even for small values of n.

Besides the scaling relation at the critical point α = 1, one can also obtain the leading 1/n correction
to the thermodynamic limit of φB

n for small and large values of α (i.e., for path of very small and very
large radii) [127]. Since the oscillator localises around q = 0 for α� 1, while its wave function is split
in two components peaked around ±qm for α� 1, one gets [127]

φB

n
− φB

n

∣∣∣
n→∞

≈

{
πα

2nD (α� 1)

− π
nDα2 (α� 1) ,

(4.47)

Thus, far from the critical point (that is, well inside the normal and super-radiant phase), the Berry phase
per qubit reaches its thermodynamic limit as n−1. Therefore, the topological behaviour of φB can be
inferred even for a relatively small number of qubits. To summarise, this example shows that the be-
haviour of the geometric phase in correspondence of the critical region for the Dicke model, confirms the
general connection between geometric phase and quantum critical phase transition. Indeed, geometric
phase and QPT share the common feature of both appearing in presence of a singularity in the energy
density of the system. This heuristic argument motivates - once again - the need to explore the use of
Berry phase as a tool to signal and investigate critical features of certain models. However, strictly speak-
ing, singularities in the energy density of many body systems only appear in the thermodynamic limit.
It is therefore interesting to notice that in a finite scale regime, such a connection between Berry phase
and QPT can still be drawn, owing to the geometric phase sensitivity to the increase of the parametric
manifold curvature, as the thermodynamic limit is approached. Studying the Berry phase in this regime
has clearly theoretical interest and obvious experimental motivations. In the case of the Dicke model, it
is found that the geometric phase start to show, already at finite sizes, the topological character which is
typically manifested at the thermodynamic limit. Moreover, studying the scaling of the Berry phase as a
function of the system size, one can identify its critical exponent.
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4.5 Quantum Phase Transition and Information Geometry

For the sake of completeness, and to clearly pave the ground to the last part of this thesis, I will introduce
another approach to the study of quantum phase transitions, i.e. the so called fidelity approach [26, 153–
155], which has been successfully employed in classical [156–158] and quantum phase transitions [8,
26, 153, 159–161], both in symmetry-breaking [8, 26, 27, 153, 160–162] as well as in topological phase
transitions [163]. As a distance measure, the fidelity describes how close two given quantum states are.
Therefore, it is natural to expect that the fidelity can be used to characterise the drastic changes occurring
to quantum many body states going through a QPTs, regardless of what type of order parameters, if
any, characterises the type of phase transition. In the fidelity approach, quantum phase transitions are
identified by studying the behaviour of the overlap between two ground states corresponding to two
slightly different set of parameters; at QPTs a drop of the fidelity with scaling behaviour is observed
and quantitative information about critical exponents can be extracted [8]. As for the geometric phase
approach, the fidelity approach neither is based on the knowledge of an order parameter, nor it requires
a notions of symmetry breaking. It is indeed an approach purely based on the distinguishability of
pure states, as well as density matrices, and it does not even require the knowledge of the Hamiltonian
itself. In a sense, it is a purely kinetic approach, as opposed to the traditional methods which rely on the
information derived from the dynamics of the many-body systems.

Let us consider a smooth family H(λ) of Hamiltonians labelled by a set of parameters in a manifold
λ ∈ M, in the Hilbert-space H of the system. If |Ψ0(λ)〉 ∈ H denotes the (unique for simplicity)
ground-state of H(λ), one defines a one-to-one mapping Ψ0 : M → H/λ → |Ψ0(λ)〉 associating to
each set of parameters the ground-state of the corresponding Hamiltonian. This map can be seen also as
a map between a point inM and an element of projective space PH. As already pointed out in chapter
1, the projective Hilbert space is equipped with a metric, the Fubini-Study distance

dFS(ψ,ψ′) := arccos |〈ψ,ψ′〉| , (4.48)

which quantifies the maximum amount of statistical distinguishability between the pure states |ψ〉 and
|ψ′〉. It provides the statistical distance between the probability distributions of the outcomes associated
to |ψ〉 and |φ〉, optimised over all possible measurement strategies. Moreover, as we have already seen,
this result easily extends to mixed states, by replacing the Fubini-Study distance with its natural density
matrix generalisation, the Bures-distance.

These non-trivial notions allow one to identify the projective Hilbert space geometry with a geometry
in the information space, the larger the distance between |ψ〉 and |ψ′〉 the more statistically distinguish-
able two states are. The remarkable consequences of this simple observation is that the distance encodes
information on any of the infinitely many possible order parameters characterising the phase transition.
At the critical point, a small difference between the parameters labelling the Hamiltonian results in a
greatly enhanced distinguishability of the corresponding ground states. This is quantitatively revealed by
the state overlap and in turn by the behaviour of the metric.

Let ψ and ψ + dψ be two two infinitesimally closed states in the parameter manifold. In section 2.5,
it has been shown that their elementary distance in the parameter space can be expressed as:

d2
FB(ψ,ψ + dψ) = dl2 =

∑
µν

gµνdλµdλnu (4.49)
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where metric tensor gµν = ReQµν is the real part of the quantum geometric tensor Qµν introduced in
section 2.5, i.e.

Qµν = 〈∂µψ|∂νψ〉 − 〈∂µψ|ψ〉〈ψ|∂νψ〉 . (4.50)

As explicitly pointed out in section 2.5, the imaginary part of the quantum geometric tensor is ImQµν =
Fµν

2 , where Fµν is nothing but the Berry curvature 2-form. This provides a unifying framework for the
understanding of the fidelity and geometric phase approaches to the quantum phase transitions.

A perturbative expansion provides a simple heuristic explanation as to why one observes a singular
behaviour of the quantum geometric tensor at QPTs. By using the first order perturbative expansion

|Ψ0(λ+ δλ)〉 ∼ |Ψ0(λ)〉+
∑
n6=0

(E0(λ)− En())−1|Ψn(λ)〉〈Ψn(λ)|δH|Ψ0(λ)〉, (4.51)

where δH := H(λ + δλ) − H(λ), one obtains for the entries of the quantum geometric tensor (4.50)
the following expression

Qµν(λ) =
∑
n6=0

〈Ψ0(λ)|∂µH|Ψn(λ)〉〈Ψn(λ)|∂νH|Ψ0(λ)〉
[En(λ)− E0(λ)]2

. (4.52)

Continuous QPTs occur when, for some specific values of the parameters, the energy gap

∆n(λc) := En(λc)− E0(λc) ≥ 0 (4.53)

vanishes in the thermodynamic limit. This amounts to a vanishing denominator in Eq. (4.52) that may
break down the analyticity of the metric tensor entries. This heuristic argument has been first put forward
in [26] specifically for the Riemannian tensor gµν and for the Berry Curvature Fµν in [7]. An argument
based on more firm grounds can be also be formulated in terms of scaling properties of the quantum
geometric tensor [8].

To get further insight about the physical origin of these singularities we notice that the metric tensor
(4.50) can be cast in an interesting covariance matrix form [69]. Generically, changing the Hamiltonian
from H(λ) to H(λ + δλ) within the same phase no level-crossings occur. In this case, the unitary
operator U(λ, δλ) :=

∑
n |Ψn(λ + δλ〉〈Ψn(λ)| can adiabatically map the eigenspace at the point λ ∈

M onto those at λ + δλ. In terms of the corresponding Hermitian generators Xµ := i(∂µU)U † the
Fubini Study metric tensor (4.50) takes the form

gµν = (1/2)〈{X̄µ, X̄ν}〉, (4.54)

where X̄µ := Xµ − 〈Xµ〉., i.e. gµν can be identified with the (symmetric) covariance matrix of the
observables Xµ. The differential line element dl2 can be expressed as the variance of the operator-
valued differential one form X := i(dU)U † =

∑
µXµdλµ, i.e., dl2 = 〈X̄2〉. The operator X is the

generator of the mapping between sets of eigenbases corresponding to infinitesimally closed points λ
and λ + dλ. The smaller the difference between these eigenbases for a given parameter variation, the
smaller the variance ofX.At QPT one expects to have the maximal possible difference between |Ψ0(λ)〉
and |Ψ0(λ + δλ)〉, i.e., many “unperturbed” eigenstates |Ψn(λ)〉 are needed to build up the “new” GS;
accordingly the variance of X can get very large, possibly divergent. In this sense, X acquires the
significance of an order parameter, and dl2 can be interpreted as its susceptibility.
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4.5.1 Quantum Phase Transition and Super-Extensitivity of the Quantum Geometric
Tensor

In this section I will derive a bound useful to establish a connection between the quantum geometric
tensor Q and QPTs. Let’s consider a system of size Ld (with dimensionality d). Since Q(λ) is an
Hermitean non-negative matrix one has

|Qµν | ≤ ‖Q‖∞ = u† ·Q · u, (4.55)

where ‖B‖∞ stands for the largest singular value of a matrix B, and u = {uµ}dimM
µ=1 , with u† · u = 1

is the normalised eigenvector of Q which the largest eigenvalue. One can define the corresponding
combination of parameters λ̄ :=

∑
µ uµλµ, which, loosely speaking is the direction on the parameter

manifold encoding the maximal “responsiveness” of the geometry. Let’s denote ∂̄ := ∂/∂λ̄, then

∂̄H =
∑
µ

(∂µH)uµ, (4.56)

then from Eq. (4.52) and the above inequality (5.71),

|Qµν | ≤
∑
n>0

∆−2
n |〈Ψ0|∂̄H|Ψn〉|2 ≤ ∆−2

1

∑
n>0

|〈Ψ0|∂̄H|Ψn〉|2

= ∆−2
1 (〈∂̄H∂̄H†〉 − |〈∂̄H〉|2), (4.57)

where the angular brackets denote the average over |Ψ0(λ)〉. Now, a crucial assumption is that the
operator ∂̄H is local i.e., ∂̄H =

∑
j ∂̄Vj where Vj are operators with local support around the site j.

Then the last term in Eq. (4.57) reads∑
i,j

(〈∂̄Vi∂̄V †j 〉 − 〈∂̄Vi〉〈∂̄V
†
j 〉), (4.58)

If the ground state is translationally invariant, this last quantity can be written as Ld
∑

rK(r) := LdK,
where

K(r) := 〈∂̄Vi∂̄V †i+r〉 − 〈∂̄Vi〉〈∂̄V
†
i+r〉 (4.59)

is independent of i. For gapped systems i.e., ∆1(∞) := limL→∞∆1(L) > 0 the correlation function
G(r) is rapidly decaying [164] and thereforeK is finite and independent of the system size. Using (4.57)
it follows that for these non-critical systems |Qµν | cannot grow, as a function of L,more than extensively.
Indeed one has that

lim
L→∞

|Qµν |/Ld ≤ K∆−2
1 (∞) <∞. (4.60)

Conversely if
lim
L→∞

|Qµν |/Ld =∞ (4.61)

i.e.,|Qµν | grows super-extensively, then either ∆1(L) → 0 or K cannot be finite. In both cases the
system has to be gapless. Summarizing: a super-extensive behavior of any of the components of Q for
systems with local interaction implies a vanishing gap in the thermodynamic limit [8].

This behaviour has been observed in a variety of systems [26, 153–155], and amounts to a crit-
ical fidelity drop at the QPTs. The extensive behaviour of the fidelity drop within a normal phase
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is strongly reminiscent of a well known physical phenomenon, the Anderson orthogonality catastro-
phe [165]. Namely, as the dimension of the system increases, the fidelity, i.e. the overlap, between two
infinitesimally neighbouring ground states Ψ0(λ) and Ψ0(λ+dλ) approaches zero, no matter how small
the difference in parameters λ is, so that two ground states are mutually orthogonal in thermodynamical
limit.

This is a well known feature of systems in many-body physics having infinitely many degrees of
freedom [165]. The fact that two physical states corresponding to two arbitrarily close sets of parameters
(two arbitrarily similar physical situations) must become orthogonal to each other in the thermodynam-
ical limit, is not a distinctive feature of a critical point. It is indeed a behaviour which is present across
the whole phase diagram, hence also between two states belonging to the same phase. Hence, in itself,
this characteristic has little to do with QPT. Despite its emphatic expression, the “orthogonality catas-
trophe” is much less a dramatic and unusual peculiarity as its name would suggest. From a quantum
information perspective, it is easier to appreciate how typical such a behaviour must be, given the infinite
dimensionality of the Hilbert-space that many-body states explore.

What is indeed qualitatively different in QPT is the rate at which the fidelity vanishes in the thermo-
dynamical limit. It is only the presence of a dramatic, large scale change in the ground state properties
of the system which may allow for a super-extensive increase of the metric, and the consequent rate of
reduction of the state overlap. Loosely speaking, a criticality results in an orthogonality catastrophe that
is expressed on a qualitatively greater scale. The intuition behind this change of scale may be gleaned
as follows. A local perturbation to a many-body Hamiltonian far from a critical point may only result in
local modifications to the state of the system, i.e. modifications which are within a region of the size of
the correlation length ξ. Such local changes contribute to the reduction of the fidelity with infinitesimal
amounts, that when accrued are enough to provide an increase in the total metric with a rate of up to
Ld in the system size L. A higher rate is only possible when a local perturbation generates non-local
changes on the system states, i.e. when the correlation length ξ diverges and the response of the system
to a local perturbation brings in contributions from degrees of freedom at every scale.

In the following section, I will briefly illustrate the above considerations by using the simple, yet
physically relevant many body Hamiltonian: the XY spin-chain model.

4.5.2 XY Model and Information Geometry

To illustrate explicitly how divergencies of gµν may arise [26], let’s go back to the XY model already
discussed in section 4.4.2, which for the sake of convenience I will rewrite here

H = −
n∑
j=1

(
1 + δ

2
σxj σ

x
j+1 +

1− δ
2

σyj σ
y
j+1 +

h

2
σzj

)
, (4.62)

where n is the number of spins, σµj are the Pauli matrices at site j, δ is the x-y anisotropy parameter and
h is the strength of the magnetic field. We already pointed out that the XY model may be converted
through the Jordan-Wigner transformation (4.11) into the quasi-Free fermion model,

H = −
n∑
j=1

[
(c†jcj+1 + δc†jc

†
j+1 +H.c.) + h(2c†jcj − 1)

]
. (4.63)

81



CHAPTER 4: GEOMETRY OF QUANTUM PHASE TRANSITIONS

Ground state, and in general thermal states of quasi-free fermion models fall within the general class of
Gaussian fermion states. We will introduce in the last chapter a general framework which allows for the
derivation of the main geometric properties of such models. I will not give the details of the derivation
at this stage, and I will only state the main result, which in this specific case can be derived directly. For
the sake of completeness, I will consider the rotated model H(ϕ) in (4.10). Indeed from (4.50) and the
form of the ground state (4.16), one gets

Qµν = gµν +
i

2
Fµν , (4.64)

where
gµν =

1

4

∑
k

(
∂µθk∂νθk + sin2 θk∂µϕ∂νϕ

)
, (4.65)

Fµν =
1

2

∑
k

(∂µθk∂νϕ− ∂νθk∂µϕ) sin θk , (4.66)

with the angle θk being defined as θk := arccos(ηk/εk), ηk := cos qk − h, εk :=
√
η2
k + δ2 sin2 qk, and

qk = 2πk/n.
One finds that the only non-vanishing derivatives are (∂hθk) = δ sin qk/ε

2
k, (∂δθk) = sin qk(cos qk−

h)/Λ2
ν , and obviously ∂ϕϕ = 1.

In the thermodynamic limit, gµν can be calculated analytically by replacing the discrete variable qk
with a continuous variable q and substitute the sum with an integral, i.e.,

∑M
k=1 → [n/(2π)]

∫ π
0 dq.

At critical points, this cannot be generally done, due to singular behaviour of terms involved in the
sums. The resulting integrals leads to analytical expressions which differ in the two regions |h| < 1 and
|h| > 1 [26, 27].

gϕϕ =
n

8


|δ|
|δ|+1 , |h| < 1

δ2

1−δ2

(
|h|√

h2−1+δ2
− 1
)
, |h| > 1

ghh =
n

16

{
1

|δ|(1−h2)
, |h| < 1

|h|δ2
(h2−1)(h2−1+δ2)3/2

, |h| > 1

gδδ =
n

16


1

|δ|(1+|δ|)2 , |h| < 1(
2

(1−δ2)2

[
|h|√

h2−1+δ2
− 1
]
− |h|δ2

(1−δ2)(h2−1+δ2)3/2

)
, |h| > 1

ghδ =
n

16

{
0, |h| < 1
−|h|δ

h(h2−1+δ2)3/2
, |h| > 1

(4.67)

The metric as a whole shows a non-analytical behaviour across both the critical regions |h| = 1

and δ = 0. To visualise more clearly such singular behaviour, it is convenient to compute the scalar
curvature, which provides a global property of the metric in each point of the phase diagram. The scalar
curvature R, which is the trace of the Ricci curvature tensor [62], yields the following expressions:

R = − 8

n

1

|δ|
|h| < 1 (4.68)

R =
8

n

4 +
5h√

h2 + δ2 − 1
− 2

(
h2 + h

√
h2 + δ2 − 1− 1

)
δ2

 |h| > 1. (4.69)
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Note that the curvature diverges on the segment |h| ≤ 1, δ = 0 and it is discontinuous on the lines
h = ±1. Indeed, lim|h|→1+ R = 8/n(4 + 3h/|δ|), lim|h|→1− R = −8/n1/|δ|.

4.5.3 Thermal States and Classical Phase Transitions.

In this section, I would like to give a glance of the extension of the geometric information approach
to finite temperature. This approach is indeed directly linked to the approach developed in classical
phase transitions [157, 166]. The natural generalisation of the geometric information approach to finite
temperature is done by replacing the Fubini-Study metric with its mixed state generalisation, the Bures
metric. In temperature driven phase transitions, the density matrices ρβ1 and ρβ2 at different tempera-
tures βi = (κBTi)

−1 generally commute1, and the Uhlmann fidelity F(ρβ1 , ρβ2) := Tr[ρ1/2
β2
ρβ1ρ

1/2
β2

]1/2

reduces to the Bhattacharyya coefficient F(ρ0, ρ1) =
∑

k

√
p1
kp

2
k, where the pik are the eigenvalues of

ρβi . Correspondingly, when two states differing just by two infinitesimally closed temperatures β1 = β

and β2 = β + dβ are considered, the Bures metric collapses to the Fisher-Rao metric,

dlB =
1

4

∑
pk>0

(∂βpk)
2

pk
dβ2 =

1

4

[
〈H2〉 − 〈H〉2

]
dβ2 . (4.70)

In particular, when ρβ = Z−1(β) exp(−βH) = Z−1(β)
∑

k e
−βEk |k〉〈k|, with Z(β) := Tr exp(−βH),

where Ek and |k〉 are the eigenvalues and eigenvectors of the Hamiltonian, one easily sees that

∂βpk = ∂β

(
e−βEk

Z

)
= −pk

[
Ek − (

∑
j

Ejpj)
]

= pk [〈H〉β − Ek] , (4.71)

therefore (4.70) can be written as [26, 154, 157, 166],

dlB =
1

4

∑
k

pk [〈H〉β − Ek]2 dβ2 =
1

4

[
〈H2〉β − 〈H〉2β

]
dβ2 =

dβ2

4
T 2cV (β) . (4.72)

This is quite a remarkable relation which provides a connection between a geometric information mea-
sure of distinguishability and a macroscopic thermodynamical quantity cV .
More importantly, it also provides a direct connection with classical critical phenomena. Thermal phase
transition are signalled by non-analytical behaviour of the specific heat, which may be picked up as
singularity of the Bures/Fisher Rao metric. This simple fact shows that information geometry at large
provides a comprehensive framework under which both quantum and classical critical phenomena can
be readily investigated.

1Here one considers Hamiltonians which do not explicitly depend on temperature. For example, effective mean field Hamil-
tonians with temperature dependent parameters may result in non-commuting density matrices [ρβ1 , ρβ2 ] 6= 0. The BCS
Hamiltonians are one such case [37]
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5

DISSIPATIVE NON-EQUILIBRIUM

PHASE TRANSITIONS

A challenging new paradigm has recently been put forward by the discovery of novel types of quantum
phase transitions (QPTs) [10] occurring in non-equilibrium steady states (NESSes) [11–14,167–175]. A
comprehensive picture and characterisation of dissipative NESS-QPT is lacking, partly due to their nature
lying in a blurred domain, where features typical of zero temperature QPT coexists with unexpected
properties, some of which reminiscent of thermal phase transitions.

A natural approach to the investigation of such a novel scenario would be to adapt tools used in the
equilibrium settings. In this section, I will illustrate a proposal to use of the geometric phase (geometric
phase) [2, 89], and in particular its mixed state generalisation, the Uhlmann geometric phase [23], to
investigate NESS-QPT. Geometric phases, and related geometrical tools, such as the Bures metrics [68,
73, 76], have been successfully applied in the analysis of many equilibrium phase transitions [8, 26, 153,
160,161]. The Bures metrics have been employed in thermal phase transition [156–158], and QPT, both
in symmetry-breaking [8, 26, 27, 153, 160–162] as well as in topological phase transitions [163].

Geometric phases are at the core of the characterisation of topological phase transitions [46,125,126],
and have been employed in the description and detection of QPT, both theoretically [4–7, 127, 128] and
experimentally [9]. The use of geometric phase in QPT can be heuristically understood as follows:
QPT are determined by dramatic structural changes of the system state, resulting from small variations
of control parameters. When approaching a criticality, two infinitesimally close states on the parame-
ter manifold, become increasingly statistically distinguishable, i.e. their geometric-statistical distance
grows. Abrupt changes in the distance are accompanied by singularities of the state space curvature,
which in turn determine geometric phase instabilities on states traversing loops in the neighbourhood of
the criticality [4–7, 127, 128].

Due to their mixed state nature, the NESSes require the use of a definition of geometric phase in
the density operators domain. Among all possible approaches [23, 176–182], the Uhlmann geometric
phase [23] stands out for its deep-rooted relation to information geometry and metrology [24,25], whose
tools have been profitably employed in the investigation of QPT and NESS-QPT [26–29]. Uhlmann
holonomy and geometric phase have been applied to the characterisation of both topological and sym-

85



CHAPTER 5: DISSIPATIVE NON-EQUILIBRIUM PHASE TRANSITIONS

metry breaking equilibrium QPT [30–37]. Many proposals to measure the Uhlmann geometric phase
have been put forward [38–40], and demonstrated experimentally [41].

Motivated by this, I will illustrate the role of the mean Uhlmann curvature (MUC) in the charac-
terisation of dissipative NESS-QPT. The MUC, defined as the Uhlmann geometric phase per unit area
of a density matrix evolving along an infinitesimal loop, has also a fundamental interpretation in mul-
tiparameter quantum metrology: it marks the incompatibility between independent parameters arising
from the quantum nature of the underlying physical system [42]. In this sense, the MUC is a measure of
“quantumness” in the multi-parameter estimation problem, and its singular behaviour responds only to
quantum fluctuations occurring across a phase transition.

I will apply these ideas to the physically relevant setting of Fermionic quadratic dissipative Lioviul-
lian models, some of which show rich NESS features. [11, 12, 28, 29, 183, 184].

5.1 Non-Equilibrium Phase Transitions

In contrast to equilibrium critical phenomena, less is known in case of non-equilibrium phase transitions.
Here, a generalised treatment is not known, lacking an analog to the equilibrium free energy. Thus the
rich and often surprising variety of non-equilibrium phase transitions observed in physical [185–190],
chemical, biological [191–196], as well as socioeconomic systems [197–199], has to be studied for each
system individually.

The paradigm of universality, legitimised by its astounding success in equilibrium phase transitions,
does not find an equivalently comprehensive framework within non-equilibrium phenomena. This results
in a large variety of universality classes without general tools for their characterisation [200, 201]. For
instance, algebraically decaying correlation functions are not peculiar of critical phenomena [202]. Also
the specral gap of the Liouvillian, an open system generalisation of the Hamiltonian gap, may vanish
in the thermodynamic limit in the whole phase diagram, with critical points resulting only in a faster
convergence [11, 203].

The specific domain of quantum many-body physics in recent years have witnessed a growing in-
terest in non-equilibrium phenomena. The reason can be credited to at least two main causes. On the
one hand, the unprecedented level of accuracy reached in nowadays experimental techniques provides
many mature platforms for the investigation and manipulation of many-body interacting systems. Here,
several set of tools available has enabled the development of Liouvillian engineering, which in addition
to coherent Hamiltonian dynamics also includes controlled dissipation in many-body quantum systems.
Examples of suitable experimental platforms for the implementation and simulation of such an open
many-body framework range from ultra-cold atoms in optical lattices [12, 204], to ion traps [17, 205], to
cavity microarrays [175, 206–211] and Rydberg atoms [212, 213]. On the other hand, the study of non-
equilibrium quantum phenomena can arguably be related to important open challenges in many-body
physics, ranging from high temperature super-conductivity to quantum computation in condensed matter
setups.

There are two major framework within which non-equilibrium quantum many-body-physics are gen-
erally investigated. One of the most popular approach [214] considers a large, ideally infinite, system
which is initially kept in an equilibrium state. A perturbation may then be applied to the system either
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via a sudden quench of the system Hamiltonian, or by a periodic application of an external field, or still
by the coupling to a suitably structured reservoir. The resultant system time evolution is then observed,
and the outset - or the lack thereof - of stationary or metastable long-time behaviour provides several
quantitative and qualitative information on the non-equilibrium properties of the many-body system.

Another, more direct approach, which I will consider here, consists instead in coupling a finite or
infinite system to several external reservoirs which may be described effectively in terms of a master
equation [215, 216]. Under suitable conditions, the open system dynamics reaches a (possibly unique)
non-equilibrium steady state. The dynamical and static properties of the NESSes to which the system
eventually relaxes are the central object of this second course of investigations.

There are several techniques involving many levels of assumptions and approximations in deriving
the effective system’s dynamics of open systems interacting with a reservoir [215, 216]. The standard
approach, mostly used in quantum optical settings, results in a local-in-time Markovian linear differential
equations for the system’s density matrix, the so-called quantum Liouville equation. The most general
Markovian form of such equations is sometimes referred to as the Redfield equation. A more mathemat-
ically appealing form which manifestly preserves the complete positivity of the density matrix, and can
be derived from the Redfield model with the additional secular approximation, is the so called Lindblad
equation [217].

In this setting, non-equilibrium criticalities are identified as dramatic structural changes of the Liou-
villian steady state due to small modification of tuneable external parameter of the system. The analogy
with equilibrium phase transition is straightforward. For zero temperature, QPT are understood through
the properties of the (unique) ground state of the HamiltonianH(λ), λ ∈M governing the dynamics of
the system,

dρ

dt
= −i[H(λ), ρ] . (5.1)

Phase diagram and criticality are determined by the low-lying spectrum of excitations of the systems
Hamiltonian. It is the singular properties of the ground state as a function of the Hamiltonian parameters
λ ∈M which are associated to the macroscopic observable effects typical of criticality. These manifest
themselves through divergence of correlation length and generally occur if the gap of the Hamiltonian
closes.

Similarly, in a dynamics governed by a Liouvillian master equation

dρ

dt
= L(λ)ρ , (5.2)

which generally depends on a set of external parameters λ ∈M, the family of (possibly unique) NESSes
ρs(λ) are themself labelled by the same parameters. Observable macroscopical behaviour in the physical
properties of a many-body quantum system are associated to non-analytical dependences of ρ(λ) in the
manifoldM.

From a mathematical point of view, the Liouvillian L(λ) is a linear non-Hermitean super-operator
acting on the space of density matrices, and a NESS is defined as its “eigen-density-matrix” with zero
eigenvalue,

L(λ)ρs(λ) = 0 . (5.3)

The spectral resolution of the Liouvillian operator Lλ provides information on the uniqueness of the sta-
ble state and on the asymptotic decay rates which governs the system’s relaxation towards the NESS(es).

87



CHAPTER 5: DISSIPATIVE NON-EQUILIBRIUM PHASE TRANSITIONS

The smallest of such rates, denoted by ∆L is the so called Liouvillian spectral gap and determines the
dominant time scale τc ∼ ∆−1

L of the dissipative dynamics. This quantity is the closest open system
analogue to the Hamiltonian gap. Pretty much in the spirit of QPTs, NESS criticality are accompanied
by the vanishing of ∆L, a phenomenon known as critical slow down. Although generally accepted as an
indication of dissipative phase transitions at large [1, 12, 14, 16, 19, 218], a vanishing dissipative gap is
not a distinguishing feature of NESS criticality, and it may be observed across phases characterised by
short range correlations [11, 29, 43, 202, 203].

I will consider systems whose interaction with an environment leads to a time evolution governed by
a Lindblad master equation [216],

dρ

dt
= Lρ = −i[H, ρ] +

∑
α

(2ΛαρΛ†α − {Λ†αΛα, ρ}), (5.4)

where ρ is the density matrix of the system, H is its Hamiltonian, and the Lindblad operators (or jump
operators) Λα determine the interaction between the system and the bath. The dissipative dynamics is
completely determined by the jump operators Λα, whose physical origin are prone to different interpreta-
tions: From a microscopic point of view they can be regarded as the effective action of a full Hamiltonian
dynamics of system and bath, where the degrees of freedom of the reservoir have been traced out. Here,
three major approximations are needed: System and environment are initially in an uncorrelated state,
system and bath interacts weakly (Born approximation), and the equilibration time of environment is
short compared to other time scales (Markov approximation). A second more versatile interpretation
originates from the concept of digital simulators [210, 212, 219–223], where a set of arbitrary (local)
Lindblad operators Λα can be explicitly implemented in terms of local, tailored interactions [212]. From
a mathematical point of view, Eq. (5.4) is the most general form of time evolution described by a quantum
dynamical semigroup, i.e., a family of completely positive trace-preserving maps Et, which is strongly
continuous and satisfies Et1Et2 = Et1+t2 [215, 217].

Despite the above mentioned analogies, however, non-equilibrium QPTs are of a different nature of
the standard QPTs at zero temperature, and their investigation requires a substantial change of approach,
both conceptually and methodologically. From a conceptual level, stationary states are the result of
coherent dynamics dominated by incoherent dissipative processes. The response to a small perturbation
is primarily described by relaxation mechanisms rather then the result of adiabatic modifications of the
(ground) state. From a technical point of view, the non-Hermitean nature of the Liouvillean superoperator
L, as opposed to pure eigenvectors of a Hermitian Hamiltonian operator H , calls for the development of
alternative strategies, as the usual spectral theorem and perturbation theory simply do not apply. This is
quite a daunting task to tackle in its full generality.

However, by confining oneself to the physically relevant case of quadratic Liouvillean models of
Fermions and spin lattices one is able to state results with a significant level of generality [19, 183,
218]. This parallels the central role that quasi-free models play in the standard theory of quantum phase
transition. Specific models belonging to this class indeed display rich non-equilibrium features, non-
trivial topological properties and NESS-QPTs [1, 11, 12, 19].
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5.2 Gaussian Fermionic States

Let’s make a brief detour to introduce the formalism of Gaussian Fermionic states (GFS). Let’s consider
systems of n Fermionic particles described by creation and annihilation operators c†j and cj . These
operators obey the canonical anti-commutation relations,

{cj , ck} = 0 {cj , c†k} = δjk . (5.5)

A convenient formulation for quadratic models is in terms of the Hermitian Majorana operators, defined
as

w2j−1 := cj + c†j , w2j := i(cj − c†j) , (5.6)

which, as generators of a Clifford algebra, satisfy the following anti-commutation relations

{wj , wk} = 2δjk . (5.7)

I will consider Hamiltonians quadratic in the Fermionic operators

H :=
2n∑
jk=1

Hjkwjwk = wTHw , H = H† = −HT , (5.8)

wherew := (w1 . . . w2n)T is an array of Majorana operators andH is a 2n×2nHermitian antisymmetric
matrix. Quadratic Hamiltonian models describe quasi-free Fermions and are known to be exactly solv-
able. Their ground states and thermal states are Gaussian Fermionic states. Indeed, Gaussian Fermionic
states are defined as states that can be expressed as

ρ =
e−

i
4
wTΩw

Z
, Z := Tr[e−

i
4
wTΩw] (5.9)

where Ω is a 2n × 2n real antisymmetric matrix. The thermal state of the quadratic model is obtained
by the simple identification Ω = −4iβH . Obviously, the converse is always true, a Gaussian state is
the thermal state of a suitable quadratic Hamiltonian, which is sometime referred to as parent Hamilto-
nian [1]. Gaussian states are completely specified by the two-point correlation function

Γjk := 1/2Tr(ρ[wj , wk]) , Γ = Γ† = −ΓT , (5.10)

where the matrix Γ := {Γjk}2n1 is a 2n×2n imaginary antisymmetric matrix. All higher-order correlation
functions of a Gaussian state can be obtained from Γ by Wicks theorem [224].
One can show that Γ and Ω can be simultaneously cast in a canonical form by an orthogonal matrix Q,
QT = Q−1,

Γ = Q

n⊕
k=1

(
0 iγk

−iγk 0

)
QT , Ω = Q

n⊕
k=1

(
0 Ωk

−Ωk 0

)
QT (5.11)

where ±γk are the eigenvalues of Γ and ±iΩk are the eigenvalues of Ω. Indeed, the two matrices are
related as,

Γ = tanh

(
i
Ω

2

)
. (5.12)
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and their eigenvalues can be expressed as γk = tanh (Ωk/2), which implies that|γk| ≤ 1. Moreover let

z = (z1, . . . , z2n)T := Qw (5.13)

be the Majorana Fermions in the eigenmode representation. With respect to these Fermions the Gaussian
state can be expressed as,

ρ =
∏
k

1− iγk z2k−1z2k

2
. (5.14)

Hence, a Gaussian Fermionic state can be factorised into a tensor product ρ =
⊗

k ρk of density matrices
of the eigen-modes ρk :=

1−iγk z2k−1z2k
2 . Notice that for γk = ±1, one has Ωk = ±∞, making the

definition (5.9) of Gaussian state not well defined, unlike Eq. (5.14), showing that the latter offers a
regular parameterisation even in those extremal points. Notice that |γk| = 1 corresponds to a Fermionic
mode c̃k = 1/2(z2k−1 + z2k) being in a pure state, as it is clear from the following explicit expression
for the purity of the states ρk,

Tr[ρ2
k] =

1 + γ2
k

2
. (5.15)

Which imply, the following basis-independent expression of the purity

Tr[ρ2] =
∏
k

1 + γ2
k

2
=

√
det

(
1l + Γ2

2

)
. (5.16)

5.3 Dissipative Markovian Quadratic Models

I will discuss dissipative Fermionic models, described by a Lindblad master equation

dρ

dt
= Lρ = −i[H, ρ] +

∑
α

(2ΛαρΛ†α − {Λ†αΛα, ρ}), (5.17)

whose global dynamics is quadratic in Fermion operators. This means that the Hamiltonian considered
will be of the type (5.8), and the set of jump operators Λα will be linear in the Fermion operators, i.e.

Λα = lTαw, with lα := (lα1 , . . . , l
α
2n)T , (5.18)

where lα denotes a set of 2n-dimensional complex vectors. We assume that H and lα’s depend on
a set of parameters λ ∈ M which defines the underlying dissipative model. Due to the quadratic
dependence on the Fermionic operators, the Liouvillian can be diagonalised exactly and its stable state
is Gaussian. This has been proven in full generality in ref. [28,225–227] using a formalism called “third
quantisation”. This essentially consists in the development of an operator algebra acting on the space of
density matrices which mimics the algebraic properties of the Fermionic operators acting on the ordinary
Fock space. In the following, I will review the way in which the stable state ρs is obtained within this
formalism, which will provide the natural parameterisation necessary for the subsequent developments.
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The Liouvillean [226] can be written as a quadratic form in terms of the following set of 2n creation and
annihilation super-operators

â†j · := −
i

2
W
{
wj , ·

}
, âj · := −

i

2
W
[
wj , ·

]
, (5.19)

where [., .] and {., .} are the usual commutator and anti-commutator, respectively and

W := in
2n∏
j=1

wj (5.20)

is an Hermitian operator satisfying the following properties

W = W † , W 2 = 1l , {W,wk} = 0 ∀ k . (5.21)

From the above properties one can prove that the super-operators defined in Eq. (5.19) satisfy the
canonical anti-commutation relations,

{âj , âk} = 0 , {â†j , âk} = δjk , (5.22)

and thus they reproduce the algebra of ordinary Fermionic operators. Notice, however, that the space on
which âk and â†k act is the Hilbert-Schmidt space of linear operator B(H), to which the set of density
matrices ρ belongs.

Let’s denote byR the 4n-dimensional subspace of B(H) spanned by
∏
j w

sj
j , (sj ∈ {0, 1}). One can

regard this subspace as a linear Hilbert space whose elements, denoted by |s) are normalised with respect
to the Hilbert-Schmidt inner product, i.e. (s|s) ≡ Tr[s†s] = 1 for |s) ∈ R. Notice that the vacuum of the
Fermionic super-operators, i.e. the state |0) such that âk|0) = 0, corresponds to the completely mixed
state |0) ∝ 1l. Moreover, one can verify that the superoperator a†k is the Hermitian conjugate of ak inR.

Using the above formalism, a lengthy but straightforward calculation shows that the Lindbladian
equation Eq. (5.17) can be explicitly expressed in the following bilinear form in terms of âk and â†k,

L = −
∑
jk

(
Xjk â

†
j âk + Yij â

†
j â
†
k/2
)

(5.23)

where

X := 4[iH + Re(M)] , X = X∗ (5.24)

Y := −i8Im(M) , Y = Y † = −Y T (5.25)

and
Mjk := (

∑
α

lα ⊗ l†α)jk =
∑
α

lαj (lαk )∗ , M = M † ≥ 0 , (5.26)

is a positive semidefinite matrix called bath matrix.
Under certain condition derived in [226], the dissipative dynamics admits a unique non-equilibrium

steady state solution ρs such that Lρs = 0, and such a state is Gaussian. The two point correlation
function of the NESS is obtained from the solution of the following (continuous) Lyapunov equation:

XΓ + ΓXT = Y . (5.27)
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As shown in the next section the correlation matrix Γ plays also a central role in the diagonalisation of
the Liouvillean.

Notice that the real matrix X does not have to be diagonalisable. However, for convenience one can
safely assume that this is the case. Indeed, in the explicit models that I will consider in the next sections,
this assumption is always satisfied. Nevertheless, the generality of the consideration that will follow will
not be affected if this condition is lifted, as it will be argued in the appendix B.

Let a := (â1, . . . , â2n)T be the array of Fermionic annihilation super-operators, and let U be the
invertible matrix that diagonalises X , i.e.

X = U DX U
−1 DX := diag({xk}2nk=1), (5.28)

where xk ∈ C are the eigenvalues of X . One can show that the following non-unitary Bogoliubov
transformation [228], {

b = U−1(a− Γa†),

b×= UTa†,
(5.29)

(where b := (b̂1, . . . , b̂2n)T ) brings L to the diagonal form

L = −
∑
k

xk b̂
×
k b̂k . (5.30)

Notice, that due to the non-unitarity of the Bogoliubov transformation, the operators b̂j and b̂×j satisfies
the canonical anti-commutation relations, however b̂×j 6= b̂†j . Preatty much in the spirit of the stan-
dard Bogoliubov transformation, the (unnormalized) steady state ρs is the vacuum of the annihilation
super-operators b, i.e. b̂j |ρs) = 0, ∀j = 1, . . . , 2n. From the operator form of the Bogoliubov transfor-
mation [228], one finds

ρs = e−
1
2
a†·Γa†(1l) . (5.31)

where, as noted earlier, the identity operator is the vacuum of a. Due to the explicit form of the super-
operators (5.19), in the next section I will show that the above state is a Gaussian Fermionic state and that
its two point correlation functions Trρs[wi, wj ] are given by Γij , i.e. by the solution of the continuous
Lyapunov equation (5.27).

According to [226], the condition of uniqueness of the steady state is

∆L := 2 min
j

Re(xj) > 0, (5.32)

where the xj’s are the eigenvalue of X , and ∆L is the Liouvillian spectral gap. When this condition
is met, any other state will eventually decay into the NESS in a time scale τ ∼ 1/∆L. In the thermo-
dynamical limit n → ∞ a vanishing gap ∆(n) → 0 may be accompained, though not-necessarily, by
non-differentiable properties of the NESS [11,203]. For this reason, the scaling of ∆L(n) has been used
as an indication of NESS criticality [19, 202, 203, 229, 230]. NESS-QPT has been investigated through
the scaling of the Bures metrics [8, 162], whose super-extensivity has been connected to a vanishing
∆L [28]. Along the same line, it is also possible to demonstrate that a similar relation exists between
the scaling properties of the dissipative gap and the mean Uhlmann curvature [43]. Essentially, I will
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try to develop in the context of NESS-QPT an argument similar to the one established in section 4.5.1,
for the zero temperature quantum phase transition. There the relation (4.60) defines a relation necessary
relation between the scaling of the quantum geometric tensor and a vanishing Hamiltonian gap. Here I
will provide a relation connecting the scaling properties of the (generalised) quantum geometric tensor
and the dissipative gap ∆L.

5.3.1 Diagonalisation of the Lindblad Equation

Following the notation introduced in section 5.3, the Liouvillean (5.17) can be re-expressed as

L = −1

2

(
a† a

) (X Y

0 −XT

) (
a

a†

)
− 1

2
TrX . (5.33)

Consider the following invertible transformation

T :=

(
1l Γ

0 1l

)
, T−1 :=

(
1l −Γ

0 1l

)
, (5.34)

If Γ is the matrix solution of (5.27), then(
X Y

0 −XT

)
= T̂−1

(
X Y −XΓ− ΓXT

0 −XT

)
T̂ = T̂−1

(
X 0

0 −X T̂

)
T̂ . (5.35)

Therefore, one straightforwardly sees that the matrix (5.35) is diagonalised by the following transforma-
tion

Ŝ :=

(
U−1 0

0 UT

)
T̂ =

(
U−1 U−1 Γ

0 UT

)
(5.36)

One can show that Ŝ is a non-unitary Bogoliubov transformation [228], which amounts to verify that Ŝ
fulfils the following condition (see Eq.(2.6) of [228])

Ŝ Σ ŜT = Σ where Σ :=

(
0 1l

1l 0

)
. (5.37)

This transformation leads to the definition of a new set of creation and annihilation super-operators as(
b

b×

)
= Ŝ

(
a

a†

)
. (5.38)

Since S is a non-unitary Bogoliubov transformation the operators b̂j and b̂×j satisfy the canonical anti-

symmetric relations, but b̂×j 6= b̂†j . Moreover, by employing the relation
(
a† a

)
=

(
a

a†

)T
Σx,

together with the property (5.37), one finds that

L = −1

2

(
b× b

) (DX 0

0 −DX

) (
b

b×

)
− 1

2
TrX , (5.39)
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i.e.,

L = −
∑
j

xj b̂
×
j b̂j . (5.40)

To the canonical transformation (5.38), there corresponds an operator acting on the Fock space which
thanks to Eq. (2.16) of [228], can be written into the form

b̂j = S âj S−1 , b̂×j = S â†j S
−1 , (5.41)

where

S =: exp

(
−1

2
a† Γa† + a† (U − 1)a

)
: , (5.42)

and : exp(·) : denotes the normal ordering of the exponential.

By exploiting the above operator, one is then able to explicitly express the vacuum of the Bogoliubov
operators b, i.e. the stationary state ρs of the Liouvillian, in terms of the original super-operators a.
Recall that the vacuum of a, i.e. the element |0) ∈ R such that âi|0) = 0, ∀j = 1, . . . 2n, is the
completely mixed state. It also fulfils the property (0|L = 0.

The vacuum of the Bogoliubov operators b can be readily obtained from the operator S: |ρ)s = S|0).
Indeed, as âj |0) = 0, one has b̂j |ρs) = SâjS−1S|0) = 0. Hence,

|ρs) = S|0) = e−
1
2
a† Γa† |0) . (5.43)

The state (5.43) is exactly (5.14), as will be shown in the following. Thanks to the transformation Q
defined in (5.11), one can write Γ in a canonical form with respect to the set of Fermion eigen-modes z.
By using the definition (5.43), one gets

1

2
a† Γa†ρ =

1

8
(w · Γwρ+ 2w · Γρw + ρw · Γw) =

∑
k

Gk(ρ) , (5.44)

where

Gk(ρ) :=
i

4
γk
[
z2k−1z2kρ+ z2k−1ρz2k − z2kρz2k−1 + ρz2k−1z2k

]
. (5.45)

One can verify the following two properties,{
Gk(1l) = i γk z2k−1z2k ,

Gk(z2k−1z2k) = 0 ,
(5.46)

which streighforwardly leads to

ρs ∝ e−
1
2
a†Γa† |0) ∝

∏
k

e−Gk1l =
∏
k

(1− i γk z2k−1z2k) , (5.47)

thus recovering equation (5.14).
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5.3.2 Liouvillian Spectrum

The conditions for the existence and uniqueness of (5.47) have been derived in [226]. We now review
those conditions and express them in terms of the spectral gap ∆L.

The correlation matrix matrix Γ ∈ M2n(C) is the matrix solution of Eq. (5.27). This equation
acquires a familiar linear matrix representation, when expressed through the so called the (non-canonical)
“vectorising” isomorphism

vec : M2n(C)→ (C2n)⊗ 2 / |i〉〈j| → |i〉 ⊗ |j〉, (5.48)

which vectorises a matrix. This is also a Hilbert-space isomorphism, namely

〈vec(A), vec(B)〉 = (A, B) := tr(A†B). (5.49)

One can directly check that
vec(ABC) =

(
A⊗ CT

)
vec(B). (5.50)

Applying the vectorising isomorphisim to both sides of continuous Lyapunov Eq. (5.27) one then gets

X̂vec(Γ) = vec(Y ), X̂ := (X ⊗ 1 + 1⊗X) (5.51)

where X̂ ∈ End(C2n)⊗ 2 ∼= M4n2(C). There are three distinct operators involved in the above formal-
ism, and correspondingly there are three different definitions of spectral gaps, which are described in the
following.

1. The map X : C2n → C2n, a 2n× 2n real diagonalizable matrix. Its spectrum is {xj}2nj=1 ⊂ C and
(because of reality) is invariant under complex conjugation. From the non-negativity of the bath
matrix M one can prove that Rexj ≥ 0,∀j. (see appendix B).

2. The map X̂ = X ⊗ 1 + 1 ⊗ X ∈ End(C2n)⊗ 2 ∼= M4n2(C), a 4n2 × 4n2 matrix. Since X is
assumed diagonalisable, also X̂ will be so, and its spectrum is {xi +xj}2ni,j=1 ⊂ C. The minimum
of its modulus is clearly given by ∆X̂ := mini,j |xi + xj |. Importantly, diagonalisability of X̂
straightforwardly implies

∆−1

X̂
= ‖X̂−1‖∞ . (5.52)

Moreover, for the uniqueness of the steady state we must have X̂ invertible i.e., ∆X̂ > 0.

3. The Liouvillean L : End((C2)⊗n) → End((C2)⊗n), a 22n × 22n matrix. As it can be seen from
Eq. (5.40), its spectrum can be defined through the array occupation numbersn := (n1, . . . , n2n)T ,
where nk = 0, 1 are the eigenvalues of Bogoliubov number operators b×k bk. Its spectrum is given
by

Sp(L) = {−xn := nT · x ∈ C} where x := (x1, . . . , x2n)T , with xk ∈ Sp(X). (5.53)

Notice that 0 ∈ Sp(L) i.e., L is always non-invertible and that the steady state(e.g., the Gaussian
state n = 0) are in the kernel of L. If this latter is one-dimensional (unique steady state) the gap
of L can be defined as ∆L := minn 6=0 |xn|.

95



CHAPTER 5: DISSIPATIVE NON-EQUILIBRIUM PHASE TRANSITIONS

Notice that, on account of the stability of the physical system one is expected to have Rexj ≥ 0, ∀j.
Indeed, this is the quantum equivalent of the classical Lyapunov stability condition, where the time-scale
for convergence ρ(t)→ ρ(∞) is dictated by ∆̃−1, with ∆̃ = minn 6=0 Rexn.

It is not hard to show, that the three distinct definitions of spectral gaps just described effectively
collapse into each other.

Proposition 1. If ∆ = minj 2Re(xj) > 0 then

∆ = ∆L = ∆X̂ . (5.54)

Proof. |xn| = |nT · x| ≥ |Re(nT · x)|. The first bound can be saturated by choosing the nj’s in
such a way that only a set P of complex conjugated pairs x±p of eigenvalues are present. In this case
|Re(nT ·x)| = 2

∑
p∈P Rexp, where we used the assumption (∀p) Rexp ≥ 0. Using again positivity of

all the terms, this sum can be made as small as possible by choosing |P | = 1 and minimising over p =

1, . . . , n. This shows that ∆L = minn |xn| = 2 min{Rexp}np=1. By a similar argument one shows that
∆X̂ = min{|xi+xj |}2ni,j=1 is given by the same expression i.e. ∆L = ∆X̂ . Finally ∆ = 2 minn Rexn ≡
2∆̃ = 2 minp Rexp = ∆L.

5.4 Geometric Properties of the Steady States

We would like to transfer to the framework of NESS-QPT the insight that we have learnt from the
geometric information approach and the geometric phase methods that so far has been applied to the
equilibrium case. The idea would be to explore the properties of the metrics and the properties of the
geometric phases pretty much in the spirit of the equilibrium phase transition. The natural candidate
for the definition of a metric is clearly the Bures metric, as the intuition built from QPT in open system
would suggest [159, 162, 231, 232]. This has been done in the reference [28].

A completely different story applies to the geometric phase, as a natural candidate in the mixed state
domain does not exists. In the context of mixed quantum states, it is necessary to exploit unorthodox
concepts of geometric phases and many possible definitions of the mixed state geometric phase have
been put forward [23, 176–182]. Which definition is best suited in this context depends largely on the
type of information that one wants to pursue. In this context the Uhlmann GP [23] stands out for its deep
rooted relations with the fidelity approach and for its relations with quantum estimation theory.

Motivated by this, I will concentrate on the mean Uhmann curvature, which has been already intro-
duced in section 3.3. Rather than exploring the geometric phase itself, which provides insight on the
global properties of the mixed state manifold, I choose to consider the Uhlmann curvature as it conveys
information on the local geometric structure of the parametric manifold. This choice is ideally suited to
the study of non-equilibrium phase transition which are related to local differential properties of the state
space.

The mathematical properties of the MUC makes it an ideal candidate both at the conceptual and at
the technical level. From a physical point of view the mean Uhlmann curvature is gauge invariant, thus
ensuring that its behaviour is physically relevant and cannot emerge as an artefact of the gauge choice.
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Moreover, technically the MUC is much easier to handle than the full Uhlmann curvature, due to its
scalar nature as opposed to the non-Abelian structure of the curvature.

I will derive a general formula which unifies, within the same framework, Bures metrics and mean
Uhlmann curvature over the set of Gaussian Fermionic states. This will be needed in order to discuss
in the following sections how the scaling of the metric and the curvature provides information on the
closing of ∆L and the divergences of the two-point correlations. Finally one can see this in action, by
applying such a theoretical framework to exactly solvable models. This analysis will demonstrate that
NESS phase diagram can be accurately mapped by studying the scaling behaviour and the singularities
of the metric tensor g and of the U : critical lines can be identified and the different phases distinguished.

Moreover, with joint information of both g and U and from insight derived from quantum estimation
theory, a concept of “quantum-ness” of the NESS-QPT will be introduced. The aim of this is to glean an
insight into the character of the fluctuations driving the non-equilibrium phase transitions.

The calculation of both Uhlmann curvature and Bures metrics in large Hilbert spaces is quite a
daunting task. Standard approaches [68] are computationally not viable in many-body setups where the
quest for effective methods to evaluate both metrics and curvature is the subject of active research [233].
I will show that in the physically relevant class of Gaussian Fermionic states this can be accomplished in
a surprisingly efficient way.

5.4.1 Mean Uhlmann Curvature and Bures Metric of Gaussian Fermionic States

Before discussing the geometric properties of Gaussian Fermionic states, let’s recall some basic proper-
ties of the correlation function. For GFS, all odd-order correlation functions are zero, and all even-order
correlations, higher than two, can be obtained from Γ by Wicks theorem [224] , i.e.

Tr(ρωk1ωk2 ...ωk2p) = Pf(Γk1k2...k2p), 1 ≤ k1 < ... < k2p ≤ 2n (5.55)

and Γk1k2...k2p is the corresponding 2p × 2p submatrix of Γ. Pf(Γk1k2...k2p)
2 = det(Γk1k2...k2p) is the

Pfaffian. An especially useful case is the four-point correlation function

Tr(ρωjωkωlωm) = ajkalm − ajlakm + ajmakl, (5.56)

where ajk := Γjk + δjk.

To derive a convenient expression for the Uhlmann curvature and the Bures metric for Gaussian
Fermionic states, first let’s recall their expression in terms of the parallel transport generator (3.33):{

gµν := ReQµν ;

Uµν := 2 ImQµν ;
Qµν = TrρGµGν , (5.57)

where Qµν is the (generalised) quantum geometric tensor (3.57).

The starting point is to derive the generatorG in terms of the two point correlation matrix Γ. Due to
the quadratic dependence of (5.14) in ω, and following the arguments of [234,235], it can be shown that
G is a quadratic polynomial in the Majorana Fermions

G =:
1

4
ωT ·Kω + ζTω + η, (5.58)
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whereK =
∑

µKµdλµ, andKµ := {Kjk
µ }2njk=1 are a set of 2n×2nHermitian anti-symmetric matrices,

ζ = ζµdλµ, with ζµ a 2n real vector, and η = ηµdλµ a real valued one-form. Note that any odd-order
correlation function for a Gaussian Fermionic state vanishes identically, then

〈ωk〉 = Tr(ρωk) = 0 ∀k = 1 . . . 2n . (5.59)

By differentiating the above equation, one readily shows that the linear term in (5.58) is identically zero

0 = Tr(ωkdρ) = Tr(ωk{G, ρ}) = Tr(ρ{ζTω, ωk}) = ζk ,

where ζk is the k-th component of ζ, and in the third equality one takes into account that the third order
correlations vanish. The quantity η can be determined from the trace preserving condition, i.e.

dTr ρ = Tr(dρ) = 2Tr(ρG) = 0 , (5.60)

which, after plugging in Eq. (5.58), leads to

η = −1

4
Tr(ρωTKω) =

1

4
Tr(K Γ). (5.61)

In order to determineK, let’s take differential of Γjk = 1/2Tr(ρ[ωj , ωk]), then

dΓjk =
1

2
Tr(dρ[ωj , ωk]) =

1

2
Tr({ρ,G}[ωj , ωk])

=
1

8
Tr({ρ,ωTKω}[ωj , ωk]) + η

1

2
Tr(ρ[ωj , ωk])

=
1

8

∑
lm

K lmTr({ρ, [ωl, ωm]}[ωj , ωk]) + ηΓjk

= (ΓKΓ−K)jk +

[
η − 1

4
Tr(K Γ)

]
Γjk, (5.62)

where the last equality is obtained with the help of Eq. (5.56) and using the antisymmetry of Γ and K
under the exchange of j and k. Finally, according to Eq. (5.61), the last term vanishes and we obtain the
following (discrete time) Lyapunov equation

dΓ = ΓKΓ−K. (5.63)

The above equation can be formally solved by

K = (AdΓ − 1l)−1(dΓ), (5.64)

where AdΓ(X) := ΓXΓ† is the adjoint action. In the eigenbasis of Γ, (i.e. Γ|j〉 = γj |j〉) it reads

〈j|K|k〉 = (K)jk =
(dΓ)jk
γjγk − 1

= −dΩk

2
δjk + tanh

Ωj − Ωk

2
〈j|dk〉, (5.65)

where, in the second equality, we made use of the relation γk = tanh (Ωk/2), which yields the following
diagonal (dΓ)jj = (1 − γ2

j )dΩj and off-diagonal terms (dΓ)jk = (γk − γj)〈j|dk〉. This expression is
well defined everywhere except for γj = γk = ±1, where the Gaussian state ρ becomes singular (i.e.
it is not full rank). In this condition, the expression (5.65) for the generator G may become singular.
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Nevertheless, the boundness of the function | tanh
Ωj−Ωk

2 | ≤ 1 in (5.65) shows that such a singularity
is relatively benign. Thanks to this, we can show that the condition γj = γk = ±1 produces, at most,
removable singularities in the QGT (cf. [85]). This allows the quantum geometric tensor to be extended
by continuity from the set of full-rank density matrices to the submanifolds with γj = γk = ±1.

Knowing the expression for the parallel transport generatorG, we can calculate the QGT by plugging
Gµ = 1

4 [ωTKµω − Tr(Kµ · Γ)] into Qµν := Tr(ρGµGν). Making use of (5.56) and exploiting the
antisymmetry of both Γ andK under the exchange of Majorana Fermion indices leads to [43]

Qµν =
1

8
Tr[(1l− Γ)Kµ(1l + Γ)Kν ] (5.66)

=
1

8

∑
jk

(1− γj)(1 + γk)K
jk
µ K

kj
ν

=
1

8

∑
jk

(1− γj)(1 + γk)

(1− γjγk)2
(∂µΓ)jk(∂νΓ)kj ,

where the last equality is obtained by plugging in Eq. (5.65). Let’s have a closer look at the QGT in the
limit of (γj , γk) → ±(1, 1). The boundness of Kjk, and the multiplicative factors (1 ± γj) in (5.66)
causes each term with |γj | → 1 to vanish. This means that the QGT has a well defined value in the above
limit, and we can safely extend by continuity the QGT to the sub-manifolds (γj , γk) = ±(1, 1).

The explicit expression of Qµν produces the following results for the Bures metrics

gµν = Re(Qµν) =
1

8
Tr(KµKν − ΓKµΓKν) (5.67)

= −1

8
Tr(∂µΓKν)

=
1

8

∑
jk

(∂µΓ)jk(∂νΓ)kj
1− γjγk

,

which in a parameter independent way reads

dl2 =
∑
µν

gµνdλµdλν =
1

8
Tr
[
dΓ

1

1l− AdΓ
(dΓ)

]
. (5.68)

Eq. (5.68) has been obtained by substituting the formal solution (5.64) of K in the second equality of
Eq. (5.67), and where dΓ :=

∑
∂µΓdλ . The above expression was derived by a different procedure by

Banchi et al. [28]. For the MUC the explicit expression is

Uµν = 2Im(Qµν) =
i

4
Tr(Γ[Kµ,Kν ]) (5.69)

=
i

4

∑
jk

γk − γj
(1− γjγk)2

(∂µΓ)jk(∂νΓ)kj .

Also the above expression can be cast in a parameter-independent way. Exploiting Eq. (5.64) leads to

U =
i

4
Tr(ΓK ∧K) (5.70)

=
i

4
Tr
[
Γ

1

1l− AdΓ
(dΓ) ∧ 1

1l− AdΓ
(dΓ)

]
.
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The above equation (5.67) reproduces known results for the thermal states [162] and for pure states [231,
232]. On the other hand, no previous account of a close form expression of the Uhlmann curvature were
known in literature for the case of Fermionic Gaussian states, they being in the equilibrium or out of
equilibrium condition. As expected, formula (5.69) reduces to the correct expression in the case of pure
states, provided that the appropriate matrix Γ is considered [4–7].

5.4.2 Super-Extensivity of the (Generalised) Quantum Geometric Tensor

The above results apply to the general class of Gaussian Fermionic states. In this section, I will derive
some results which are specific to the quadratic Liouvillian models considered. The aim of this section is
to connect the kinematic properties embodied by the quantum geometric tensor to the dynamical features
of the underlying physical model. More specifically I will derive a bound similar to the one obtained in
section 4.5.1, which relates the super-extensivity of the generalised quantum geometric tensor and the
dissipative gap.

As in the case of (2.51) also Q(λ) defined in (3.57) is a Hermitean non-negative matrix. Thus one
has

|Qµν | ≤ ‖Q‖∞ = u† ·Q · u, (5.71)

where u = {uµ}dimM
µ=1 , with u† · u = 1 is the normalised eigenvector of Q with the largest eigenvalue.

One can define the corresponding combination of parameters λ̄ :=
∑dimM

µ=1 uµλµ, and the corresponding
directional derivative ∂̄ := ∂/∂λ̄, then

∂̄Γ =
∑
µ

(∂µΓ)uµ, (5.72)

and from Eq. (4.52) and the above inequality (5.71)

‖Q‖∞ =
1

8
Tr
[
(1l− Γ)

1

1l− AdΓ
(∂̄Γ)(1l + Γ)

1

1l− AdΓ
(∂̄Γ)

]
. (5.73)

Let’s express Eq. (5.73) in a form amenable to further manipulations, by employing the vectorization
isomorphism. Notice that, under such isomorphism

AdΓ(A) := ΓAΓ†
vec−→

(
Γ⊗ ΓT

)
vec(A) = − (Γ⊗ Γ) vec(A) ,

and Eq. (5.73) becomes

‖Q‖∞ =
1

8
vec(∂̄Γ)† ·

(
(1l + Γ)⊗ (1l + Γ)

1l + Γ⊗ Γ

)
· vec(∂̄Γ)

≤PΓ‖vec(∂̄Γ)‖2

≤2nPΓ ‖∂̄Γ‖2∞ , (5.74)

where
PΓ :=

1

8

∥∥∥∥(1l + Γ)⊗ (1l + Γ)

1l + Γ⊗ Γ

∥∥∥∥ . (5.75)

In the first inequality of (5.74), I used the definition of operator norm, while in the second I have em-
ployed the fact that ‖vec(A)‖ = ‖A‖2 and ‖A‖2 ≤

√
2n‖A‖∞.
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The bound (5.74) still is not specific to dissipative quadratic Liouvillean. In order to relate Eq. (5.74)
with the dynamical properties of the Liouvillean (5.40) one could differentiate Eq. (5.51)

vec(∂µΓ) = X̂−1vec(∂µY )− X̂−1∂µX̂vec(Γ) . (5.76)

Through the above equation, one realises that ∂µΓ is the solution of a continuous Lyapunov equation,
similar to (5.27), which provides a convenient way to calculate it numerically once Γ, X , Y and ∂µX
are known, i.e.

X (∂µΓ) + (∂µΓ) XT = ∂µY − (∂µX) Γ− Γ
(
∂µX

T
)
. (5.77)

Taking norms in equation (5.76) leads to 1

‖∂µvec(Γ)‖ ≤ ‖X̂−1‖∞(‖∂µvec(Y )‖+ ‖∂µX̂‖∞‖vec(Γ)‖)

= ‖X̂−1‖∞(‖∂µY ‖2 + ‖∂µX̂‖∞‖Γ‖2)

≤
√

2n‖X̂−1‖∞(‖∂µY ‖∞ + ‖∂µX̂‖∞‖Γ‖∞)

≤
√

2n‖X̂−1‖∞(‖∂µY ‖∞ + ‖∂µX̂‖∞) , (5.78)

where, relations ‖vec(A)‖ = ‖A‖2, ‖A‖2 ≤
√

2n‖A‖∞ and ‖Γ‖∞ ≤ 1 have been employed; the latter
following from Eq. (5.12).

Essentially, the upper bound for ∂µΓ obtained above only depends on the system parameters and
their differentials, i.e., X, dX and Y, dY and finally one derives the following bound

‖∂µvec(Γ)‖2 ≤ 2n‖X̂−1‖2∞(‖∂µY ‖∞ + 2‖∂µX‖∞)2, (5.79)

where the relation ‖∂µX̂‖∞ = ‖∂µX ⊗ 1 + 1⊗ ∂µX‖∞ ≤ 2‖∂µX‖∞ has been used.

Now, I finally wrap all the latest results around: by plugging Eq. (5.79) in (5.73), and by employing
relation (5.52), and Proposition 1 of section 5.3.2 one eventually obtains the following upper bound
which relates the behaviour of ∆(n) and |Qµν |, i.e.

|Qµν |
n
≤ 2

PΓ

∆2
L

(‖dY ‖∞ + 2‖dX‖∞)2 . (5.80)

The latter is the relation that was anticipated earlier: it is the dissipative analogue of the inequality for
zero-temperature QPT derived in section 4.5.1, where it was shown that super-extensivity of the quantum
geometric tensor Qµν implies the vanishing of the energy gap [8] and the outset of a phase transition.
The above bound connects the generalised QGT to the dynamical feature of the dissipative Liouvillian
model. It is indeed a relation between the kinematics expressed by the geometry of the NESS and the
dynamics, embodied by the dissipative gap. Specifically, this bound shows that, if PΓ ' O(1), a scaling
of |Qµν | ∝ nα+1 entails a dissipative gap that vanishes at least as ∆L ∝ n−α/2, establishing a link
between the dynamical properties of the NESS-QPT and the geometric property Qµν .

1‖O‖∞ := sup‖v‖=1 ‖Ov‖ =largest singular value of O; Notice that ‖Ov‖ ≤ ‖O‖∞‖v‖. ‖O‖22 = Tr(O†O) =sum of
the squares of the singular values of O.
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Needless to say, the above bound on the QGT immediately determines bounds on both the Bures
metric and on the mean Uhlmann geometric phase,

|gµν | = |ReQµν | ≤ |Qµν | , (5.81)

|Uµν | = |ImQµν | ≤ |Qµν | , (5.82)

whose scaling properties can thus be related to the NESS-QPT.
It is important, however, to stress that ∆L is an entirely different quantity from the Hamiltonian

gap, linked to the scaling of Qµν for zero-temperature-QPT. A complete understanding of the relation
between the Liouvillian gap and the Hamiltonian gap ruling equilibrium QPT is still lacking. Notice,
indeed, that in the non-dissipative case Sp(X) is purely imaginary, which, from the perspective of the
Liouvillian dynamics, implies an identically vanishing dissipative gap ∆L ≡ 0. This contrasts with
a naı̈ve attempt of formulating a general equilibrium/non-equilibrium QPT criterion which levels the
dissipative gap to the same status of an Hamiltonian gap in standard QPT. Moreover, unlike in equilibrium
QPT [164], where super-extensivity is a sufficient condition for (T = 0) criticality, in the dissipative
case |Qµν | = O(n1+α), (α > 0) only implies ∆L = O(nα/2), but it does not necessarily imply
criticality. Indeed, in NESS-QPT, a closure of the gap is generally neither implied by criticality nor
implies it [11, 43].

On the other hand, one can see that in the case of translationally invariant models, where a notion of
criticality in the thermodynamical limit is easier to handle [183,218], further progress can be done. There,
the problem of relating the geometric properties to the dynamical features of the model can be bypassed,
in favour of a direct relation between geometry and the divergence of the correlation length [43].

Note that in the non-diagonalisable case a correction to Eq. (5.52) should be considered, which adds
an extra polynomial dependence in (5.54) [28,226]. However, this variation does not affect the qualitative
and quantitative consequences of the bound (5.80): super-extensivity of the quantum geometric tensor
entails a vanishing Liuvillean gap.

5.5 Translationally Invariant Models

Before turning to specific models where the above general considerations can be exemplified, I would
like to draw the attention to an important subclass of quadratic Liouvillian Fermionic models, namely
those enjoying the translational invariance symmetry. In a translationally invariant system one can em-
ploy the whole wealth of powerful tools stemming out of the Fourier transform and work directly in
the thermodynamical limit. This enables one to quantitatively define criticality in terms of singularities
in the quasi-momentum space, thereby secluding the kinematics of the NESS-QPT from the dynamical
properties of the model. The most natural notion of many-body criticality is in terms of diverging corre-
lation length, which in a translationally invariant system is relatively straightforward to handle. This way
of defining criticality enables one to bypass the difficulties arising from the ambiguous relation between
NESS-QPT and the vanishing dissipative gap.
The object of investigation is the covariance matrix, which in a translationally invariant system can be
conveniently studied through its Fourier components. It is the non-analytical behaviour in the Fourier
basis which conveys information on the long-wavelength limit, i.e. on the divergence of the correlation
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length.
Consider an explicit translationally invariant d-dimensional lattice of Fermions located at sites r ∈ ZdL,
and assume finite (or quasi-finite) range interaction. The system size is n = Ld, and subsequently, one
takes the thermodynamical limit L → ∞. One can define the covariance matrix over a discrete quasi-
momentum space. However the considerations on the long-wavelength limit that will follow truly apply
only at the thermodynamical limit: hence divergences of correlation lengths manifest genuine quantum
many-body effects.

To emphasise the translational property, let us relabel the Majorana Fermions as

ωr =

(
ωr,1

ωr,2

)
, with

{
ωr,1 = cr + c†r

ωr,2 = i(cr − c†r)
(5.83)

where ωr,β , β = 1, 2 are the two flavours of Majorana Fermions on each site r, and cr and c†r are
the annihilation and creation operator, respectively, of the corresponding ordinary Fermion. Due to
translational invariance, the Hamiltonian may be written as

H =
∑
r,s

ωTr h(r − s)ωs, (5.84)

where h(r) = h(−r)† = h(r)∗ are 2 × 2 imaginary matrices. Similarly the jump operators can be
expressed as

Λα(r) =
∑
s

lTα(s− r)ωs, (5.85)

where lα(r) are 2-dimensional complex arrays. Accordingly, the bath matrix are written as

[M ](r,β)(s,β′) = [m(r − s)]ββ′ (β, β′ = 1, 2) (5.86)

where m(r) = m†(−r) are the 2× 2 matrices m(r) :=
∑

α,s lα(s− r)⊗ l†α(s).

Since both Hamiltonian and bath matrix are circulant, so it is the correlation matrix of the unique
steady state solution

[Γ](r,β)(s,β′) = [γ(r − s)]ββ′ :=
1

2
Tr
(
ρ[ωr,β , ωs,β′ ]

)
, (β, β′ = 1, 2). (5.87)

The latter can be conveniently expressed in terms of its Fourier component, called the covariance symbol,
as

γ̃(φ) :=
∑
r

γ(r)e−iφ·r,

where φ ∈ [−π, π). In terms of the symbol functions, the continuous Lyapunov equation reduces to a set
of 2× 2 matrix equations

x̃(φ)γ̃(φ) + γ̃(φ)x̃T (−φ) = ỹ(φ), (5.88)

where x̃(φ) = 2[2ih̃(φ)+m̃(φ)+m̃T (−φ)] and ỹ(φ) = −4[m̃(φ)−m̃T (−φ)] are the symbol functions
of X and Y , respectively, and h̃(φ), m̃(φ) =

∑
α l̃α⊗ l̃

†
α and l̃α(φ) are the Fourier components of h(r),

m(r) and lα(r), respectively. Notice that m̃(φ) = m̃(φ)† =
∑

α l̃α ⊗ l̃
†
α ≥ 0 is a positive semidefinite

matrix.
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The spatial correlation between Majorana Fermions are then recovered from the inverse Fourier
transform of the symbol function

γ(r) =
1

(2π)d

∫
Td
ddφγ̃(φ)eiφ·r. (5.89)

Following [183, 218], here I will define criticality by the divergence of correlation length, which is
defined as

ξ−1 := − lim
|r|→∞

ln ||γ(r)||
|r|

. (5.90)

In the thermodynamical limt, the divergence may only arise as a consequence of the non-analytical
dependence of γ(r) on the system parameters. Let’s confine ourselves to the case of a one-dimensional
Fermionic chain. In order to derive informations on the large distance behaviour of the correlations, it is
convenient to express the above integral (5.89) in the complex plane, though the analytical continuation
eiφ → z. This results in the following expression for the correlation function

γ(r) =
∑
z̄∈S1

Resz̄[zr−1γ̃(z)], (5.91)

where Resz̄ indicates the residues of the poles inside the unit circle S1 := {z||z| ≤ 1}. Since γ̃(z) is the
solution of a finite dimensional matrix equation (5.88), it may only possess simple poles. Thus, the above
expression may become singular only when an isolated pole of γ̃(z) approaches the unit circle from the
inside [183, 218]. This may happen for some specific critical values λ = λ0 ∈ M. As λ approaches λ0

the correlation length ξ diverges. One can show that the long wave-length behaviour is governed by the
closest pole to unit circle |z̄0|, and indeed the correlation length is given by

ξ = ln |z̄0|. (5.92)

5.5.1 Mean Uhlmann Curvature and Criticality in Translationally Invariant Models

Let’s now turn to the geometric properties of translationally invariant models at criticality. In particular
let’s consider concentrate of the mean Uhlmann curvature. I will show that the MUC is sensitive to the
criticality, but only in the sense of a truly diverging correlation length. Indeed one can show that the
Uhlmann curvature is insensitive to the vanishing of the dissipative gap, if the latter, as it may happen,
is not accompanied by a diverging correlation length. In this sense, the Uhlmann curvature confirms its
role as a witness of the purely kinematic aspects of the criticality, and it is only indirectly affected by the
dynamical features of the NESS-QPT.

Thanks to the translational symmetry, one can exploit the formalism of Fourier transform and derive
a quite compact expression of the MUC. By applying the convolution theorem on the third expression of
equation (5.69), one obtains the following expression for the MUC per site

Ūµν := lim
n→∞

Uµν
n

=
1

(2π)

∫ π

−π
dφ uµν(φ), (5.93)

where
uµν(φ) :=

i

4
Tr{γ̃(φ)[κµ(φ), κν(φ)]} =

i

4
Tr{κν(φ)[γ̃(φ), κµ(φ)]}, (5.94)
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In the above expression, κµ(φ) is the symbol function of Kµ, and it can be found as the operator solution
of the 2× 2 discrete Lyapunov equation

∂µγ̃(φ) = γ̃(φ)κµ(φ)γ̃(φ)− κµ(φ). (5.95)

In the eigenbasis of γ̃(φ), with eigenvalues γ̃j , the explicit solution of (5.95) reads

(κµ(φ))jk =
(∂µγ̃(φ))jk
1− γ̃j γ̃k

. (5.96)

Notice that the diagonal terms (κµ(φ))jj provide vanishing contributions to eq. (5.94) (they commute
with γ̃(φ)). Hence, eq. (5.94) can be cast in the following basis independent form

uµν(φ) =

{
i
4

Tr{γ̃(φ)[∂µγ̃(φ),∂ν γ̃(φ)]}
(1−Detγ̃(φ))2

Detγ̃(φ) 6= 1

0 Detγ̃(φ) = 1
. (5.97)

Notice that the condition Detγ̃(φ) = 1 is equivalent to having two eigenvalues of correlation matrix equal
to (γi, γk) = ±(1, 1). This corresponds to the situation, already discussed in section 5.4.1, in which two
eigen-modes of the Gaussian state are pure. As already mention explicitly with regard to equation (5.66),
such extremal values cause no singularity in MUC, but they rather result in a vanishing contribution to
the MUC.

In the following, I will demonstrate that a singularity of Ū signals the occurrence of a criticality.
Specifically, employing the analytical extension in the complex plane of uµν(φ) leads to

Ūµν =
∑
z̄′∈S1

Resz̄′ [z−1uµν(z)]. (5.98)

Notice that uµν(z) has at most isolated poles, due to its rational dependence on z. Assume that as
λ → λ0 ∈ M, a pole z̄0 of uµν(z) approaches the unit circle from inside, which is the only condi-
tion under which Ū is singular in λ0. One can show that, whenever a pole z̄0 of uµν(z) approaches the
unit circle, also a pole z̄ of γ̃(z) approaches the same value, causing the correlation length to diverge.
Therefore the singular behaviour of the Uhlmann phase necessarily represents a sufficient criterion for a
NESS-QPT. Notice also that such criticalities are necessarily accompanied by the closure of the dissipa-
tive gap, however, the converse is in general not true. Indeed, a singularity in the MUC may only arise
as the result of criticality and are otherwise insensitive to a vanishing dissipative gaps.

Let’s now prove, that in translationally invariant models a vanishing dissipative gap is a necessary
condition for criticality.

Proposition 2. If there exists a pole z̄0(λ) of γ̃(z), smoothly dependent of system parameters λ ∈ M,
such that limλ→λ0 |z̄0| = 1, then
∆ := 2 min|z|=1,j Rexj(z) = 0 for λ = λ0.

Proof. Under the vectorising isomorphism, A = ajk|j〉〈k| → vec(A) := ajk|j〉 ⊗ |k〉, the continuous
Lyapunov equation (5.88) can be written as

X̂(z)vec(γ̃(z)) = vec(y(z)), (5.99)
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where X̂(z) := x(z)⊗1l+ 1l⊗x(z−1). When DetX̂(z) 6= 0, the unique solution of the symbol function
is found simply as

vec(γ(z)) =
vec(η(z))

d(z)
, where vec(η) := adj(X̂)vec(y). (5.100)

Here adj(X̂) stands for the adjugate matrix of X̂ and d(z) := DetX̂(z). The point in writing the solu-
tion in this form, is that by construction, x(z) and y(z) are polynomials in z and z−1 with coefficients
smoothly dependent on system parameters. And since determinant and adjugate matrix are always poly-
nomial functions of a matrix coefficients, it results that also η(z) and d(z) will be two polynomials in z
and z−1. Hence, γ̃(z)’s poles are to be found among the roots z̄ of d(z) = 0. Thus, a necessary condition
for criticality is that, for λ→ λ0, a given root z̄ approaches the unit circle S1. This clearly means that for
λ = λ0, there must exists z̄0 such that |z̄0| = 1 and d(z) = DetX̂(z̄0) = 0, which implies a vanishing
dissipative gap ∆ := 2 min|z|=1,j Rexj(z), where xj(z)’s are the eigenvalues of x̃(z) [226].

On the other hand, the converse of the above proposition is not true: a vanishing dissipative gap is
not a sufficient condition for criticality, but only necessary. Indeed, it may well be the case that all those
roots z̄ which approach the unit circle as λ → λ0 are removable singularities of (5.100). This would
result in a finite correlation length, even when ∆→ 0. The fact that this actually happens can be readily
checked with the example in section 5.6.1.

We will next show that a singular behaviour of U with respect to the parameters is a sufficient condi-
tion for criticality. First of all, notice, from the equation (5.97), that u(φ) may depend on the dynamics
only through γ̃, hence any closure of the gap which does not affect the analytical properties of γ̃ cannot
result in a singular behaviour of U(see also Lemma 2 in the following). We will just need to show that a
necessary condition for a singular behaviour of u(φ) is ∆ = 0.

Indeed, let’s now show that the poles of uµν(z) with |z| = 1 are to be found only among the roots of
d(z). Assuming d(z) 6= 0, and plugging the unique solution (5.100) into equation (5.97) leads to

uµν(z) =
N(z)

D(z)
=
i

4

d(z)Tr{η(z)[∂µη(z), ∂νη(z)]}
(d(z)2 − Detη(z))2

,

where the numeratorN(z) and denominatorD(z) are polynomials in z and z−1 with smooth dependence
on λ’s.

We will demonstrate the following: (i) that all roots of d(z) such that |z| = 1 are also roots of D(z),
and (ii) that any other roots of D(z), such that |z| = 1, are not poles of uµν(z). For the statement (i), it
is just enough to prove the following lemma.

Lemma 1. If d(z) = 0 with |z| = 1, then η(z) = 0.

Proof. For |z|=1, let’s write explicitly z = eiφ. It is not hard to show that from its definition, the matrix
x̃(φ) enjoys the following property x̃(φ)† = x̃(−φ)T . Correspondingly, the eigenvalues of X̂ are xj+x∗k
with j, k = 1, 2, where xj are the eigenvalues of x̃(φ). Since Rexj ≥ 0, DetX̂ = 0 implies that there
must exist an eigenvalue x0 of x̃(φ) with vanishing real part, hence ∆ = 2 minj Rexj = 2Rex0 = 0. If
|0〉 is the eigenstate of x̃(φ) with eigenvalue x0, then

x0 + x∗0 = 〈0|x̃(φ) + x̃(−φ)T |0〉 = 4〈0|m̃(φ) + m̃(−φ)T |0〉 = 0 , (5.101)
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where in the second equality we used the definition of x̃(φ) := 2[2ih̃(φ) + m̃(φ) + m̃T (−φ)] and
the antisymmetry h̃(φ) = −h̃(−φ)T . From the non-negativity of the m̃(φ) matrices, it follows that
〈0|ỹ(φ)|0〉 = −4〈0|m̃(φ)− m̃(−φ)T |0〉 = 0.

In lemma 2 of appendix B it is shown that when 2Rex0 = 0, the geometric multiplicity of x0 is
equal to its algebraic multiplicity, hence the 2× 2 matrix x̃(φ) is diagonalisable. Then, let |j〉 be the set
of eigenstates with eigenvalues xj . In the eigenbasis |j〉 ⊗ |k〉, j, k = 0, 1 the adjugate matrix has the
following diagonal form,

adj(X̂) = 2


|x0 + x∗1|2Re(x1) 0 0 0

0 2(x0 + x∗1)Re(x1x0) 0 0

0 0 2(x1 + x∗0)Re(x1x0) 0

0 0 0 |x1 + x∗0|2Re(x0)


and due to Rex0 = 0, all elements, but 〈0, 0|adj(X̂)|0, 0〉, vanish. On the other hand, the element
vec(ỹ)00 := 〈0|ỹ|0〉 = 0, implying vec(η) = adj(X̂)vec(y) = 0.

To prove statement (ii), we just need the following proposition.

Proposition 3. If z̄0 is a root of D(z) with |z̄0| = 1, and d(z̄0) 6= 0, then uµν(z) is analytic in z0.

Proof. Let z̄0 be a root of D(z) with |z̄0| = 1, with the assumption that d(z̄0) 6= 0. Notice that whenever
d(z) 6= 0, γ̃(z) in (5.100) is the unique solution of the Lyapunov equation (5.88). As such, it is analytic
in z (and smoothly dependent on λ’s). Since

D(z) := (d(z)2 − Detη(z))2 = d(z)4[1− Detγ̃(z)]2 , (5.102)

we obviously have Detγ̃(z̄0) = 1. Just observe that if γ(z) is an analytic, smoothly dependent on
the system parameters λ ∈ M , uµν(z) may be singular in z̄0 only if Detγ̃(z̄0) = 1. Assume then
Detγ̃(z̄0) = 1, then either γ(z̄0) = ±1l. Without loss of generality, we can write γ̃(z) = 1l + T (z −
z̄0)2n + O(z − z̄0)2n, n ∈ N, where T = T † is the first non-vanishing term of the Taylor expansion of
γ̃(z)−1l. The fact that this term must be of even order (2n) is due to the positive semi-definiteness of the
1l− γ̃(z) for z ∈ S1. By expressing the 2×2 matrix T in terms of Pauli matrices, T = t01l+ t ·σ, where
σ := (σx, σy, σz)

T , t0 ∈ R and t ∈ R3, the positive semi-definiteness condition above reads: t0 < 0

and ||t|| ≤ |t0|. Plugging the Taylor expansion in (5.97) and retaining only the first non-vanishing terms,
yields

uµν(z) = −1

4

t · (∂µt ∧ ∂νt)
t20

(z − z̄0)2n + o(z − z̄0)2n.

We have thus proven that a non-analycity of uµν(z) in z̄0 ∈ S1 is necessarily due to a pole z̄ of γ̃(z)

approaching z̄0, as λ → λ0, resulting in a diverging correlation length. Therefore, a singular behaviour
of Ū in the manifoldM is a sufficient criterion for criticality.
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Figure 5.1: Model of a 1D fermionic chain on a ring showing a closing dissipative gap that does not imply
a diverging correlation length. This is the model discussed in section 5.6.1 which is an extension of a model
introduced in [1]. The inverse correlation length, the dissipative gap and the MUC are shown, respectively, from
the left to the right panel. The model is critical only for λ = −1, while the gap closes for both λ = ±1. As
expected, the discontinuity of MUC captures the criticality, and it is otherwise insensitive to a vanishing dissipative
gap.

5.6 Applications

5.6.1 Vanishing dissipative gap without criticality

The primary scope of this subsection is not discussing a model which may be relevant per se, rather it
serves to illustrate in a simple translationally invariant case the ambiguous relation between criticality
and vanishing dissipative gap. As a byproduct, one may also appreciate the sensitivity of the Uhlmann
curvature to the criticality and its unresponsiveness to the gap. Specifically, section I will describe an
example of a 1D fermionic system in which the closure of the dissipative gap does not necessarily lead
to a diverging correlation length. Consider a chain of fermions on a ring geometry, driven uniquely by an
engineered reservoir, i.e. with no Hamiltonian. The reservoir is described by the following set of jump
operators

Λ(r) = [(1 + λ)lT0 ωr + lT1 ωr+1 + λlT2 ωr+2]/n(λ),

where r = 1, . . . , n, l0 = (cos θ,− sin θ)T , l1 = l2 = i(sin θ, cos θ)T , and n(λ) = 4(λ2 + λ+ 1), with
λ ∈ R, θ = [0, 2π). This is a simple extension of a model introduced in [1], which, under open boundary
conditions, shows a dissipative topological phase transition for λ = ±1. In the thermodynamical limit
n → ∞, the eigenvalues of x̃(φ) are x1 = 4(1 + λ)2/n(λ)2, and x2 = 4(1 + 2λ cosφ + λ2)/n(λ)2,
showing a closure of the dissipative gap at λ = ±1. For |λ| 6= 1 the unique NESS is found by solving
the continuous Lyapunov equation (5.88). The symbol function, in a Pauli matrix representation, results
γ̃(φ) = γT · σ, where σ := (σx, σy, σz)

T , and

γ = g(φ)

 (sinφ+ λ sin 2φ) cos 2θ

(cosφ+ λ cos 2φ)

−(sinφ+ λ sin 2φ) sin 2θ

 ,
where g(φ) = (1 + λ)/(1 + λ + λ cosφ + λ2), with eigenvalues ±g(φ)

√
1 + λ2 + 2λ cosφ. This

shows that γ̃ is critical in the sense of diverging correlation, only for λ = −1 and not for λ = 1, even
if the dissipative gap closes in both cases. Figure 5.1 shows the dependence of the inverse correlation
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length of the bulk, the dissipative gap and the mean Uhlmann curvature Ūλφ on the parameter λ. Notice a
discontinuity of the Uhlmann phase corresponding to the critical point λ0 = −1, while it does not show
any singularity for λ = 1 where the gap closes.

5.6.2 Rotated XY-model with Local Dissipation

Let’s now turn to a prototypical example of a translationally invariant one-dimensional model. The
features described above are exemplified in the rotated XY model with periodic boundary conditions [4,
5], H = R(θ)HXYR(θ)†, with R(θ) = e−i

θ
2

∑
j σ

z
j and

HXY =
n∑
j=1

(
1+δ

2
σxj σ

x
j+1+

1−δ
2
σyj σ

y
j+1+hσzj

)
, (5.103)

where each site j is coupled to two local reservoirs with Lindblad operators Λ±j = εµ±σ
±
j . The spin-

system is converted into a quadratic Fermionic model via Jordan-Wigner transformations. The Liouvil-
lian spectrum can be solved exactly [11, 19, 226] and it is independent of θ. In the weak coupling limit
ε→ 0, the symbol function of the NESS correlation matrix reads γ̃(φ) = γT · σ

γ = g(φ)

t(φ) cos θ

−1

t(φ) sin θ

 , (5.104)

with g(φ) =
µ2−−µ2+
µ2−+µ2+

1
1+t(φ)2

and t(φ) := δ sinφ/(cosφ − h). The system shows criticality in the
same critical regions of the XY hamiltonian model [19]. By using expression (5.98) one can calculate
the exact values of the mean Uhlmann curvature. One finds that Ūδh vanishes identically, while Ūδθ
and Ūhθ are plotted in Fig. 5.2. As predicted, the Uhlmann curvature shows a singular behaviour only
across criticality. In particular, Uhθ is discontinuous in the XY critical points |h| = 1, while Uδθ is
discontinuous in the XX type criticalities δ = 0, h < 1. This shows that the mean Uhlmann capture
faithfully the critical behaviour of the underlying physical model. In the following we will see a model
with a richer phase diagram, in which the geometric features of criticality will be even more apparent.

5.6.3 Boundary driven XY-model

Let’s apply the above analysis to a specific model, the boundary-driven spin-1/2 XY chain [11]. In this
model, an open chain of spin-1/2 particles interacts via the XY -Hamiltonian,

HXY=
n−1∑
j=1

(
1+δ

2
σxj σ

x
j+1+

1−δ
2
σyj σ

y
j+1

)
+

n∑
j=1

hσzj , (5.105)

where the σx,y,zj are Pauli operators acting on the spin on the j-th site. At each boundary, the chain is in
contact with two different reservoirs, described by Lindblad operators

Λ±L =
√
κ±L (σxj ± iσ

y
j )/2 and Λ±R =

√
κ±R(σxj ± iσ

y
j )/2. (5.106)

A Jordan-Wigner transform converts the system into a quadratic Fermionic dissipative model with Gaus-
sian NESS [11, 202]. The system experiences different phases as the anisotropy δ and magnetic field h
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Figure 5.2: The mean Uhlmann curvature per number of sites Ū for the rotated XY model with local reservoirs.
The dependence of Ūhθ (left) and of Ūδθ (right) on the parameters δ e h. The mean Uhlmann curvature shows a
singular behaviour in the critical regions of the model. Uhθ is discontinuous in the XY critical points |h| = 1, and
Uδθ is discontinuous in the XX type criticalities δ = 0, h < 1.

are varied. For h < hc := |1 − δ2| the chain exhibits long-range magnetic correlations (LRMC) and
high sensitivity to external parameter variations (see Fig 5.3). For h > hc and along the lines h = 0 and
δ = 0 the model shows short-range magnetic correlations (SRMC), with correlation function Cjk :=

〈σzjσzk〉 − 〈σzj 〉〈σzk〉 exponentially decaying: Cjk ∝ exp−|j − k|/ξ, with ξ−1 ' 4
√

2(h− hc)/hc. In
both long and short range phases, the dissipative gap closes as ∆ = O(n−3) in the thermodynamical limit
n→∞. The critical line h = hc, is characterised by power-law decaying correlations Cjk ∝ |j − k|−4,
and ∆ = O(n−5). Therefore, the scaling law of ∆ cannot distinguish long and short range phases, and
can only detect the actual critical line h = hc. Likewise, ∆ does not identify the transition from the
LRMC phase to the δ = 0 and h = 0 lines.

In table 5.1, the scaling laws of |U|, ||g||∞, Det(g) and ∆ are compared in each region of the phase
diagram. Fig. 5.4 and Fig. 5.5 clearly show that both ||g||∞, and |Uδh| map faithfully the phase diagram
of Fig. 5.3. The results of table 5.1 show that the Liouvillean gap, the metric and the MUC encode
different information. Indeed, unlike the Hamiltonian gap ruling ground state QPT, the Liouvillean gap
∆ closes for n → ∞ both at the critical point and for h 6= hc, both in the LRMC and SRMC phase. As
the reservoirs acts only at the boundaries of the spin chain the eigenvalues xk of the matrix X for n� 1

are a small perturbation of the n→∞ case where xk = ±4iεk, being

εk =

√
(cos k − h)2 + γ2 sin2 k (5.107)

the quasi-particle energy dispersion relation of the Hamiltonian (5.105). In particular xk gains a small
real part and one finds a gap ∆ = O(n−3) for h 6= hc and ∆ = O(n−5) for h = hc. Therefore the
scaling of the Liouvillean gap allows one to identify the transition form the SRMC phase to the LRMC
phase only along the critical line h = hc, while the transition occurring at the h = 0 (or γ = 0) line
can only be appreciated by evaluating the long-rangeness of the magnetic correlations. The question that
naturally arises is how the different phases and transitions can be precisely characterised in a way similar
to what happens for ground state quantum phase transitions. This question becomes more compelling if
one compares the above results with the scaling of the Bures metric gµν , mean Uhlmann curvature U ,

110



5.6 APPLICATIONS

0.5 1.0 1.5

0.5

1.0

1.5

Figure 5.3: Phase diagram of the boundary driven XY model. h < hc := |1 − δ2| the chain exhibits long-range
magnetic correlations (LRMC). For h > hc and along the lines h = 0 and δ = 0 the model shows short-range
magnetic correlations (SRMC). The qualitative features of the phase diagram do not depend on the values of the
environmental parameters κ±L and κ±R.

Figure 5.4: The largest eigenvalue of the Bures metric ||g||∞ for the boudary driven XY model, for n = 300.
The qualitative behaviour of the metric maps the phase diagram quite faithfully. It is evident a larger value of
||g||∞ close to the phase transition h = hc := |1 − δ2| between LRMC and short range phases. κ+L = 0.3,
κ−L = 0.5,κ+R = 0.1, κ−R = 0.5. The qualitative features remains unchanged for different values of κ±L,R.
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Figure 5.5: The MUC |Uδh| for the boudary driven XY model, for n = 300. Here the parameters are the same as in
figure 5.4. As in the case of the metric, also the qualitative behaviour of MUC maps quite well the phase diagram.
The striking difference with fidure 5.4 is the nature of the discontinuity accross the critical line h = hc := |1− δ2|,
which still signals the transition between LRMC and short range phases. Here the lack of a greater divergence of
the MUC at the critical line is a manifestation of the classical nature in the fluctuations driving the NESS-QPT
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Figure 5.6: Boundary driven XY model. Scaling laws of the determinants (main) and maximal eigenvalues (inset)
of the Fisher information matrix J and mean Uhlmann curvature U for different values of h, with δ = 1.25 and
hc = |1− δ2|. The laws do not depend on the particular values of the κ±R,L. The scalings are the results of fits on
numerical data, with size ranging in n ∈ [20, 2000].
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Phase Parameters ∆ ||g||∞ Det g |Uδh| Q

Critical h = 0 n−3 n6 n7 n3 n−1

Long range 0 < |h| < hc n−3 n3 n4 n2 n0

Critical h ' hc n−5 n6 n7 n0 n−7

Short range h > hc n−3 n n2 n0 n−2

Critical δ = 0, |h| < hc n−3 n2 n8 n3 n−2

Table 5.1: Here we show a comparison between the scaling laws for: the dissipative gap ∆ [11], the largest
eigenvalue ||g||∞ of the metric [28], the determinant of g and the largest eigenvalue ||U||∞ = |Uδh| =

√
DetU

of the MUC, and the of ratio Q := |Det2U|/DetJ ∝ Det2U|/Detg for each phase of the boundary driven XY
model [11]. The ratioQ ≤ 1 whenQ ∼ n0 marks the condition of maximal asymptotic incompatibility introduced
in section 3.4

.

(more precisely their largest eigenvalue ‖g‖∞ and ||U||∞ = |Uδh|2), see Table 5.1, Fig. 5.4 and Fig. 5.5
for specific values of the parameters.
A first important result is that the geometric properties g and U are able to identify the transitions between
SRMC and LRMC phases. On the ”transition lines” h = 0 and h = hc one has that ‖g‖∞ ∼ O(n6),
while in the rest of the phase diagram ‖g‖infty < O(n6). Furthermore, a closer inspection of the
elements of g shows that while ghh(h = 0, γ) = O(n6), one has that gγγ(h = 0, γ) = O(n): the scaling
is superextensive only if one moves away from the line h = 0 (ghh) and enters in the LRMC phase, while
if one moves along the h = 0 line (gγγ) i.e., if one remains in the SRMC phase, the scaling is simply
extensive and it matches the scaling displayed in the other SRMC phase h > hc. On the other hand, the
transition occurring at γ = 0 has a different scaling: gγγ = O(n2) while ghh ≈ 0.

Another important result shown in Table 5.1 is that both the metric tensor and the MUC are able to
signal the presence of long-range correlations: within the LRMC phase gµν scales superextensivity with
‖g‖∞ ∼ O(n3), and |Uhδ| ∼ O(n2) and this super-extensive behaviour is different from that displayed
at the transition lines. Thus, differently from ∆, the MUC discriminates these phases, with no need of
crossing the critical line h = hc.

However, a more compelling result regards the quality of the phase transitions in each regions. As
discussed in section 3.4.2, the MUC marks the role played by the quantum nature of the model in the
parameter estimation problem. In other words, it signal the “quantumness ” of the underlying physical
model. Table 5.1 displays the scaling law of the ratio Q := |Det2U|/DetJ in different regions of the
phase diagram. In particular, its asymptotic behaviour provides insight into the character of fluctuations
which drive the NESS-QPT. Indeed, in the limit of Q ∼ const this ratio signal a condition of maximal
asymptotic incompatibility, in which the role of the quantum fluctuations in the criticality cannot be
neglected in the thermodynamical limit.
Fig. 5.6 shows that in the LRMC phase, the scaling law of the MUC saturates the upper bound (3.62),
in contrast to the short range phase. This shows the striking different nature of the two phases. In the
LRMC region, the system behaves as an inherently two-parameter quantum estimation model, where the

2U is an antisymmetric 2× 2 matrix for this two-parameter model. Therefore, it only has two opposite eigenvalues±|Uδh|.
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parameter incompatibility cannot be neglected even in the thermodynamical limit. On the short-range
phase, instead, the system is asymptotically quasi-classical. The critical line δ = 0 (with |h| ≤ hc) and
the critical line h = 0, which mark regions of short range correlations embedded in a LRMC phase, show
a MUC which grows super-extensively, with scaling O(n3), and a nearly saturated inequality (3.62). In
the critical line h ' hc, despite the spectacular divergence of ||g||∞ ' O(n6), the scaling law of |Uδh|
drops to a constant, revealing an asymptotic quasi-classical behaviour of the model at the phase transition.
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6

SUMMARY AND OUTLOOK

Condensed matter physics is a rich framework where a variety of interesting phenomena arise in asso-
ciation with geometrical properties of the interactions. Topological behaviour of quantum interactions
are particularly evident for those systems near QPT [10, 236]. It is a well known fact that quantum crit-
icalities are accompanied by a qualitative change in the nature of correlations in the ground state of a
quantum system, and describing these changes is clearly one of the major interests in condensed matter
physics. Typical examples are metal-insulator transitions, or paramagnetic-ferromagnetic transitions for
spin chains, were the two phases are associated with a distinct local vs. global properties of the quantum
state.

It is, therefore, expected that such drastic changes in the properties of the ground states are reflected
in the geometry of the Hilbert space explored by the system across the criticality. Geometric phase is
known to be a signature of the curvature, and in general of the geometry of the state manifold, and
therefore it is a useful means to investigate the properties of systems near QPT. The heuristic explanation
for the non-trivial behaviour of Berry curvature in the proximity of criticality relies on idea of level
crossings, occurring at the thermodynamical limit, which involve ground state and low lying part of the
energy spectrum. Level crossings can be identified as the origin of the curvature in the phase space
manifold, pretty much the same way energy singularity bends the geometry of the space-time, or more
like a Dirac monopole twists the topology of the field configuration around it [62]. Driving the system
close to or around these singularities results in dramatic effects on the state geometry, picked up by its
kinematics in the form of geometric phase instabilities [4, 7]. Weather this intuition may be adapted to
an entirely different type of quantum many-body phenomena is an absolutely non-trivial question.

Novel type of non-equilibrium phase transitions have recently emerged in quantum mechanical sys-
tems, as phenomena that may underpin new forms of criticality, departing significantly from transitions
that are observed in the equilibrium settings. A particularly intriguing type of non-equilibrium critical
phenomena arise in the context of open quantum systems, where the non-equilibrium character is induced
by coupling between system and several external reservoirs. Theoretical investigation of open quantum
systems is ultimately motivated by the inherently open nature of several modern experimental platforms,
which are typically subject to external drive, dissipation and dephasing.

The occurrence of quantum phase transitions in non-equilibrium steady states, which are the results
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of complex many-body dissipative evolutions is far from being understood. Harnessing the investigation
of such an uncharted scenario with a powerful new set of tools is certainly desirable. Geometric proper-
ties has proven successful in unravelling general quantitative and qualitative informations in equilibrium
criticalities. It is therefore expected that they may glean new insights is these novel scenario, providing
a comprehensive framework for their understanding.

The crucial focus of this thesis was indeed to present the general framework of geometric methods
and to demonstrate the applicability of these ideas to the entirely novel category of non-equilibrium phase
transitions. What it may seem at fist glance a pedantic application of known concepts to yet another
instance of critical phenomena, is instead quite a mayor shift of paradigm. It is no coincidence that
nearly 10 years after their introduction, models such as the one proposed in Ref. [11] are still subject of
active investigations through well established tools of quantum information and information geometry.
Yet, a full understanding of their main characteristics is still lacking. Most of all, what is missing is
an intuitive comprehensive framework within which comparing the non-equilibrium-QPT with what is
know from equilibrium phase transitions.

Equilibrium phase transitions fall invariably into two markedly non-overlapping categories: classical
phase transitions and quantum phase transitions. NESS-QPTs offer a unique arena where such a distinc-
tion indeed fades off. The coexistence between quantum and classical fluctuations in these models may
vaguely be reminiscent of what happens at quantum to classical crossovers in equilibrium phenomena,
with a major striking difference: the remarkably sharp character of truly critical phenomena.

What I have done in this thesis is to bring in an original approach to quantitatively assess the quantum-
ness of a critical phenomena. To this end, I resorted to ideas borrowed from quantum estimation theory,
which endow the geometric phase approach with an operationally well defined character. One of the
major objective of the investigation was to bring insight into the interplay between quantum and clas-
sical fluctuation in critical phenomena. Quadratic fermionic Liuvillian models are perhaps the simplest
significant example where this interaction plays a non-trivial role, where one find quite unusual interplay
between markedly classical and quantum features associated to the same phase transitions.

A source of confusion within the class of dissipative NESS-QPT is that the concept of criticality
has indeed a variety of inequivalent definitions. Already, in the physically relevant subclass of quadratic
quasi-free fermionic models, there are two non-equivalent widely used definitions in literature. They rely
on the idea of diverging correlation length and critical slow down, respectively. While in the usual setting
of equilibrium QPT these two definitions generally coincide, in NESS-QPTs this is not quite the case.
The first definition introduced by Eisert and Prosen in [183] is the one mostly adopted in this thesis.
The second inequivalent one is used for example in a series of works related to dissipatively induced
topological order (e.g. [1]).

In this thesis, I was able to prove analytically that a singular geometric phase curvature is a unequiv-
ocal signature of a critical behaviour associated to a diverging correlation length. In retrospect, it might
not come as a surprise that such a connection exists, as that is indeed what the intuition build up from the
experience on equilibrium phenomena would suggest.

However, a similarly heuristic argument should point towards an analogous conclusion in the case of
criticality defined by a closing dissipative gap. After all, this is the NESS-QPT analogue of a vanishing
Hamiltonian gap. One should legitimately expect that a closing dissipative gap, i.e. a critical slowing
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down, should result in a singular behaviour of the mean Uhlmann curvature. That this is a reason-
able guess is further suggested by several studies on dissipative topological phase transitions [1], where
topologically inequivalent regions of the phase diagram are separated by critical points with vanishing
dissipative gap, which are not necessarily accompanied by a diverging correlation length in the bulk.

This thesis, however, analytically demonstrates that this second heuristic argument does not hold,
showing that the Uhlmann curvature is sensitive to the criticality, but only in the sense of a truly diverging
correlation length. In this sense, the Uhlmann curvature confirms its role as a witness of the purely
kinematic aspects of the criticality, and it is only indirectly affected by the dynamical features of the
NESS-QPT.

Although the main focus of the thesis is on the physically relevant class of fermionic quadratic mod-
els, this is by no means the only context in which this idea is applicable. This approach, for its generality,
immediately extends to any equilibrium and non-equilibrium QPT, with and without order parameters,
with or without symmetry breaking, including non-equilibrium dynamical phase-transitions, topolog-
ical dissipative phase transitions, cluster states phase transitions. Moreover, this idea is a promising
tool which may glean insight on the interplay between competing orders both in equilibrium and non-
equilibrium QPT. It is hard in my opinion to grasp the full extent of the implications that such a general
approach may provide.

Going beyond the geometrical aspect mentioned in this thesis, the mean Uhlmann curvature and the
Uhlmann geometric phase in general offer the possibility of studying topological structures on the mani-
fold of density matrices. One can indeed formulate, under suitable assumption, a topologically nontrivial
gauge structure based on the notion of mean Uhlmann curvature. In this framework, topological invari-
ants that are protected by suitable symmetries may be identified for mixed states. One may define class
of topologically inequivalent mappings from a parameter space into the density matrices which can be
continuously deformed into each other only if the underlying symmetry assumptions are violated.

In a lattice translation-invariant system, one may think of identifying the parameter space with the
Brillouin zone, thereby providing a possible way of generalising topological band structure invariants
to the domain of mixed states. The possible applications of this conceptual framework is to obtain
a topologically nontrivial Chern insulator or topological superconductors as a steady state of a non-
equilibrium open quantum system.

Topological invariants that may be constructed through the mean Uhlmann curvature, are in principle
experimentally accessible via state tomography. However, a possible route of investigation would be to
be able to construct a relation to natural observables such as response functions. A prototypical quantity
to look at is the quantised Hall conductance. However, the formulation of a mixed state quantity which
under statistical mixture does not cause deviations from an integer quantisation of the Hall conductance
is quite an open challenge.
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A

FERMIONIC GAUSSIAN STATES

We review here the main properties of Fermionic Gaussian States. Let’s consider a systems of n
fermionic particles described by creation and annihilation operators c†j and cj . These operators obey
the canonical anticommutation relations,

{cj , ck} = 0 {cj , c†k} = δjk . (A.1)

Let’s define the Hermitian Majorana operators as

ω2j−1 := cj + c†j , ω2j := i(cj − c†j) , (A.2)

which are generators of a Clifford algebra, and satisfy the following anti-commutation relations

{ωj , ωk} = 2δjk . (A.3)

Fermionic Gaussian states are defined as states that can be expressed as

ρ =
e−

i
4
ωTΩω

Z
, Z := Tr[e−

i
4
ωTΩω] (A.4)

where Ω is a 2n× 2n real antisymmetric matrix. As any antisymmetric real matrix, Ω can be cast in the
following canonical form by an orthogonal matrix Q, i.e.

Ω = QT
n⊕
k=1

(
0 Ωk

−Ωk 0

)
Q QT = Q−1 , (A.5)

where ±iΩk are Ω’s eigenvalues. Let

z = (z1, . . . , z2n)T := Qω (A.6)

be the vector of Majorana fermions in the eigenmode representation. Hence,

ρ =
1

Z

∏
k

[
cosh

(
Ωk

2

)
− i sinh

(
Ωk

2

)
z2k−1z2k

]
, (A.7)

Z =
∏
k

2 cosh

(
Ωk

2

)
. (A.8)
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Gaussian states are completely specified by the two-point correlation matrix

Γjk := 1/2Tr(ρ[ωj , ωk]) , Γ = Γ† = −ΓT , (A.9)

which is an imaginary antisymmetric matrix. As

Γjk =
2i

Z

∂Z

∂Ωjk
(A.10)

one can show that

Γ = tanh

(
i
Ω

2

)
. (A.11)

The correlation matrix is diagonal in the same basis of Ω and its eigenvalues read γk = tanh(Ωk/2).
Hence

ρ =
∏
k

1− iγk z2k−1z2k

2
, (A.12)

where |γk| ≤ 1. Hence the Gaussian fermionic state can be factorised into a tensor product ρ =
⊗

k ρk

of density matrices of the eigenmodes ρk :=
1−iγk z2k−1z2k

2 . Note that for γk = ±1, one has Ωk = ±∞,
making the definition (A.4) of Gaussian state not well defined, unlike Eq. (A.12), showing that the latter
offer an appropriate parameterisation even in those extremal points. Notice that |γk| = 1 corresponds to
a fermionic mode c̃k = 1/2(z2k−1 + z2k) being in a pure state, as it is clear from the following explicit
expression for the purity of the states ρk:

Tr[ρ2
k] =

det [2 cosh (iΩ)]
1
2

det
[
2 cosh

(
iΩ

2

)] =

√
det

(
1 + C2

2

)
. (A.13)

Tr[ρ2] =
det [2 cosh (iΩ)]

1
2

det
[
2 cosh

(
iΩ

2

)] =

√
det

(
1 + C2

2

)
. (A.14)

A.1 Symmetric Logarithmic derivative for Fermionic Gaussian States

I will review here useful expressions adapted from refernce [235] which are instrumental for the deriva-
tion of the symmetric logarithmic derivative of density matrices in the exponential form

ρ = eD(λ). (A.15)

Clearly, a Gaussian Fermionic state can be expressed in the exponential form (A.15) by identifying

D = − i
4
w† · Ω ·w − 1l lnZ. (A.16)

Notice, that the above parameterisation is well defined in the case of full-rank density matrices. As usual,
the case of extremal conditions |γk| = 1, where is an eigenvalue of the correlation function should be
carried out as a limiting procedure.
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A.1 SYMMETRIC LOGARITHMIC DERIVATIVE FOR FERMIONIC GAUSSIAN STATES

The starting point is the expression derived in Eq. (2.1) of Ref. [237] for derivative of density opera-
tors

∂µρ =

∫ 1

0
esD ∂µDe(1−s)D ds . (A.17)

One can use the nested-commutator relation

eDAe−D = A+ [D,A] +
1

2!

[
D, [D,A]

]
+ · · ·

=
∞∑
n=0

1

n!
Cn(A) = eC(A) , (A.18)

where Cn(A), a linear operation on A, denotes the nth-order nested commutator
[
D, . . . , [D, A]

]
, with

C0(A) = A. Applying this relation to the expression (A.17) leads to

∂µρρ
−1 = ∂µD +

1

2!
[D, ∂µD] +

1

3!

[
D, [D, ∂µD]

]
+ · · ·

=

∞∑
n=0

1

(n+ 1)!
Cn(∂µD) = h(C)(∂µD) ,

(A.19)

where h is the generating function of the expansion coefficients in Eq. (A.19),

h(t) = 1 +
t

2!
+
t2

3!
+ · · · = et − 1

t
. (A.20)

Using the definition of symmetric logarithmic derivative, i.e.

∂µρ =
1

2
(Lµρ+ ρLµ) , (A.21)

and that of density matrix in exponential form (A.15), one gets

∂µρ ρ
−1 =

1

2

(
L+ eDLe−D

)
=

1

2

(
L+

∞∑
n=0

1

n!
Cn(L)

)
= r(C)(L) ,

(A.22)

where the generating function is r(t) = (et + 1)/2. Suppose that the SLD adopts the form,

Lµ =

∞∑
n=0

fn Cn(∂µD) = f(C)(∂µD) , (A.23)

with the generating function

f(t) = f0 + f1t+ f2t
2 + · · · (A.24)

to be determined. Plugging Eq. (A.23) into Eq. (A.22) yields

∂µρ ρ
−1 = r(C)

[
f(C)(∂µD)

]
= r ◦ f(C)(∂µD) = r · f(C)(∂µD) , (A.25)
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where the identity r ◦ f = r · f between the combination and the simple product of the two functions
arises from Cn(Cm(A)) = Cn+m(A). Comparing Eq. (A.25) with Eq. (A.19) leads to the following
relation between generating functions,

f(t) =
h(t)

r(t)
=

tanh(t/2)

t/2
=

∞∑
n=0

4 (4n+1 − 1)B2n+2

(2n+ 2)!
t2n , (A.26)

where B2n+2 is the (2n+ 2)th Bernoulli number. Comparing Eqs. (A.24) with (A.26), we have

fn =


4 (4n/2+1 − 1)Bn+2

(n+ 2)!
, for even n ,

0 , for odd n .
(A.27)

The vanishing of the odd-order of fns is a consequence of the Hermiticity of L, which makes f(t) an
even function.

For a Gaussian Fermionic state the operatorD in terms of the Majorana Fermions of the eigen-modes
is written

D = − i
4

∑
k

Ωk[z2k−1, z2k]− 1l lnZ =
∑
k

Ωk

(
c̃†k c̃k −

1

2

)
− 1l lnZ. (A.28)

where c̃k := 1
2(z2k−1 + iz2k), c̃†k := 1

2(z2k−1− iz2k) are the ordinary annihilation and creation operators
of the eigen-modes. It is straightforward to derive the commutation relations between D and Fermionic
operators, [

D, c̃k
]

= −Ωk c̃k ,
[
D, c̃†k

]
= Ωk c̃

†
k , (A.29)

and for quadratic operators,also[
D, c̃†j c̃k

]
= (Ωj − Ωk)c̃

†
j c̃k,

[
D, c̃j c̃k

]
= (Ωj − Ωk)c̃j c̃k. (A.30)

Consequently, one finds

f(C)(c̃†k c̃k) = f(Ωk − Ωk)c̃
†
k c̃k , (A.31)

f(C)(c̃k c̃k) = f(Ωk + Ωk)c̃k c̃k . (A.32)

Most generally, the derivative of D takes the form

∂µD = −1

2
c ∂µΩ′c− ∂µZ

Z
, (A.33)

which plugged into formula (A.23) shows that Lµ is at most quadratic in Fermionic operators.
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B

SPECTRAL PROPERTIES OF

QUADRATIC LIUVILLIANS

We will review the main results on the spectral properties of the a quadratic Fermionic Liuvillian (5.4).
Note that the real matrix X defined in (5.24) has no general structure apart from the fact that X +XT =

8ReM ≥ 0, where M is the bath matrix defined in (5.26), whose positive semi-definiteness implies
ReM ≥ 0. We will drop here the assumption made in section 5.3, about the diagonalisability of X , and
will show that the qualitative aspects of the results derived in section 5.4 still hold.

The matrix X can always be put in the Jordan canonical form, i.e. X = U DJ
X U

−1 with DJ
X =

⊕mJ`m(xm),

J`m(xm) =


xm 1

xm 1

xm 1
. . . . . .

 : (B.1)

xm are (possibly equal) eigenvalues of X and `m is the dimension of the Jordan block: each block is
composed of `m degenerate eigenvalues of X . The form of the transformation (5.36) remains the same
(although with a new matrix U ) while (5.40) becomes

L = −
2n∑
j=1

xj b̂
×
j b̂j −

∑
m

`m−1∑
k=1

b̂×mk+1b̂mk , (B.2)

where mk refers to the index of the kth element in the mth Jordan block. It is clear that the state (5.43)
is still a stationary state.

Lemma 2. Let X be a real square matrix, such that X +XT ≥ 0. Then:

(i) Any eigenvalue xj of X satisfies Rexj ≥ 0.

(ii) For any eigenvalue xj of X on the imaginary line, Rexj = 0, its algebraic and geometric multi-
plicities coincide.
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Proof. (i) Let xj be an eigenvalue and let uj be its corresponding eigenvector. One can write Xuj =

xjuj , and the complex conjugate of this equation Xu∗ = x∗ju
∗. Then take a scalar product of the first

equation with u† and the scalar product of the second equation with u and sum up:

u† · (X +XT )u = (2Rexj)u† · u. (B.3)

Strict positivity of the eigenvector norm, u† ·u > 0, and non-negativity, (X+XT ) ≥ 0, imply Rexj ≥ 0.
(ii) Consider a linear system of differential equations,

(d/dt)u(t) = −Xu(t). (B.4)

Positive semi-definiteness of X +XT is equivalent to Lyapunov stability in control theory, namely

(d/dt)||u||22 = −ū · (X +XT )u ≤ 0 iff X +XT ≥ 0. (B.5)

Then, one can show that in order for the system (B.4) to be Lyapunov stable a purely imaginary (or
vanishing) eigenvalue xm = ib cannot correspond to a Jordan block of dimension `m > 1 in the Jordan
canonical form of X . This is indeed obvious, since if we take the initial vector u(0) for (B.4) from
ker (X − xm1l)`m 	 ker (X − xm1l)`m−1 then u(t) ∝ t`m−1e−ibt. Then, if it is not Lyapunov stable,
X +XT 6≥ 0.

In [226] it has been shown that the spectrum of the Liouvillian is

Sp(L) = −{xn :=
∑
m

xmnm / nm = 0, · · · , `m}. (B.6)

Accordingly, ∆L = ∆ ≡ 2 minm Re[xm]. If ∆ > 0 the steady state (5.43) is unique [226].
In the non-diagonalizable case the last equation in Eq. (5.54) is not satisfied. On the other hand one

can obtain the following [28]

Proposition 4.

‖X̂−1‖∞ <
1 + p(∆−1)

∆
, (B.7)

for a certain polynomial p().

Proof. We start by writing

X̂ =
⊕
m

J`m(xm)⊗ 1l +
⊕
m

1l⊗ J`m(xm)

=
⊕
m,n

[J`m(xm)⊗ 1l`n + 1l`m ⊗ J`n(xn)]

= x̂+
⊕
m,n

[J`m(0)⊗ 1l`n + 1l`m ⊗ J`n(0)] , (B.8)

whereDX̂ is the diagonal matrix with entries xi+xj and where we used the decomposition 1l = ⊕m1`m .
Moreover, thanks to Lemma 3.1 of Ref. [226],

X̂ = DX̂ +
⊕
m,n

min{`m,`n}⊕
r=1

J`m+`n−2r+1(0)

= DX̂

1l +
⊕
m,n

min{`m,`n}⊕
r=1

J`m+`n−2r+1(0)

xm + xn

 . (B.9)
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As J is nilpotent,

X̂−1 = D−1

X̂

1l +
⊕
m,n

min{`m,`n}⊕
r=1

`m+`n−2r∑
m=1

(
−J`m+`n−2r+1(0)

xm + xn

)m ,

and

‖X̂−1‖∞ ≤ ‖D−1

X̂
‖∞

[
1 + max

m,n
max
r

`m+`n−2r∑
m=1

1

|xm + xn|m

]

= ‖D−1

X̂
‖∞

[
1 + max

m,n

`m+`n−2∑
m=1

1

|xm + xn|m

]

≤ 1

∆

[
1 + max

m,n

`m+`n−2∑
m=1

1

∆m

]
. (B.10)
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[177] D. M. Tong, E. Sjöqvist, L. C. Kwek, and C. H. Oh. Kinematic approach to the mixed state
geometric phase in nonunitary evolution. Phys. Rev. Lett. 93, 080405 (2004).

[178] S. Chaturvedi, E. Ercolessi, G. Marmo, G. Morandi, N. Mukunda, and R. Simon. Geometric phase
for mixed states: a differential geometric approach. Eur. Phys. J. C 35, 413 (2004).

[179] K.-P. Marzlin, S. Ghose, and B. C. Sanders. Geometric phase distributions for open quantum
systems. Phys. Rev. Lett. 93, 260402 (2004).

[180] A. Carollo. The quantum trajectory approach to geometric phase for open systems. Mod. Phys.
Lett. A 20, 1635 (2005).
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