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Introduction

This thesis is a collection of three essays on financial stability for Italy. The focus is on

financial distress, proxied by region specific default rates and, on two main determinants

of financial distress such as perturbations to credit supply and those to the housing mar-

ket.

The Italian economy has always been characterized by the divide between Center-North

(more economically developed) and Mezzogiorno (less economically developed).1 Con-

sequently, the analysis of financial stability is based on macroeconomic and financial

variables (publicly-available) at both regional and provincial level. According to the

classification of Nomenclature of territorial units for statistics (NUTS), the NUTS2

level classifies different groups of regions (NUTS1) into regional entities, while a more

disaggregated classification involves grouping different regions into provincial entities

(NUTS3) (see EUROSTAT, 2015).

Most of the data used in this thesis are from publicly-available datasets. As for macroe-

conomic variables, including for example value added and employment to population

ratio, I use data from the Statistical database of the Italian National Institute of Statis-

tics, while data on financial market variables, such as information on credit quantities

and quality of credit, are from the Statistical database of Bank of Italy. I also use a

confidential and unique dataset containing information on house prices (at municipal

level) provided by the Real Estate Market Observatory managed by the Italian Revenue

Agency (“Agenzia delle Entrate - Osservatorio del Mercato Immobiliare”), combined

with publicly-available data on the number of transactions (Italian Revenue Agency).

The recent financial crisis of 2007 − 2008 has exacerbated the disparities among the

different parts of the country. As for the real economy, at the end of 2015 the Mez-

zogiorno regions have experienced a reduction of 13 point percentage of the GDP (or

value added) relative to its pre-crisis period (say 2007), twice the decline recorded in

the Center-Northern regions (Bank of Italy, 2015). Furthermore, whilst the level of

employment in Center-North has returned to its pre-crisis standard, after the reduction

1Mezzogiorno includes the six Southern regions and the Islands of Sardinia and Sicily.
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reported during the last seven years, the number of employees in Mezzogiorno regions is

still below its pre-crisis level. The macro-regional gap in real economic activity is com-

bined with important differences in terms of access to credit from the banking sector

given that the Italian financial system is typically bank-based.

These stylized facts regarding the recent crisis period motivate Chapter 1 which focuses

on credit supply (disaggregated only at macro-regional level). Therefore, in Chapter

1, my focus is on the estimation of the effects of macro-regional shocks arising in the

Italian credit market (both from demand and supply sides) to the real economic activity

in Italy over the 2008 − 2014 prolonged crisis period (given the lowest peak reached

by the employment to population ratio in the last year of the observed sample). To

disentangle credit demand and supply shocks, I use a structural Vector Autoregression

(VAR) model fitted to three endogenous variables, including: the loan interest rate, the

loans growth rate and the employment to population ratio, whose data are observed at

annual frequency, for 103 Italian provinces.

The structural shocks are identified through heteroscedasticity (Rigobon, 2003; Lanne

& Lütkepohl, 2008), by letting the variance of the shocks to switch across four Italian

macro-regions: North, Centre, South and Islands. Once obtaining the structural shocks,

the economic interpretation is achieved by using ex post theory-driven sign restrictions.

The empirical findings suggests that, during the 2008− 2014 crisis period, the Northern

regions are those facing a milder credit crunch than the ones recorded in the rest of Italy.

Moreover the consequences for the real economic activity due to a credit contraction are

investigated only for the country as whole.

Housing market dynamics is one of the major driver of financial stability. The narrowest

(geographical) focus of this thesis is on the analysis of local housing market resilience to

fundamentals shocks. The analysis in Chapter 3 examines how different is the response

of house prices and sales volumes in relatively small geographical areas (restricted to a

main regional capital and its neighbours) to a one standard deviation negative housing

demand shock in a main regional capital.

More specifically, in Chapter 3, I focus on the spatio-temporal diffusion of house prices

and transaction volumes spillovers across 93 Italian provinces, over the period 2004 −
2016. The aim of the analysis is threefold. First, I investigate the transmission mech-

anism of house prices spillovers across space and time – known as “ripple effect” – by

extending the information set to transaction volumes. Second, the econometric strategy

shaped in this chapter enables to assess the heterogeneity in the spatial-temporal dif-

fusion, by exploring how shocks (e.g. negative housing demand shocks) originating in

10 main regional capitals spill over to neighbouring provinces. Finally, I also contribute

to the literature on house price-volume correlation, by observing their co-movements in
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response to an unobserved shock to housing demand.

For this purposes, I use the above mentioned dataset on house prices, combined with

publicly-available data on the number of transactions (Italian Revenue Agency). I use a

Global VAR (GVAR) model, fitted to house prices and sales (as endogenous variables)

together with a spatial exogenous regressor, where the structural housing demand shock

is identified by using sign restrictions (Eickmeier & Ng, 2015).

The results provide evidence of a strong “ripple effect” in transaction volumes for almost

all the 10 observed Italian provinces, while the house prices spillovers across regional

capitals and neighbours display low magnitude, with the only exception of Roma. The

empirical findings reveal housing markets segmentation as suggested by the different

response of neighbours house prices and sales volumes to a one standard deviation nega-

tive housing demand shock in a main regional capital. Moreover, sales volumes are more

sensitive than house prices to a negative housing demand shock.

While the analysis of the propagation of housing demand shock or the one for credit

supply innovation has a structural form modelling flavour, the investigation (see Chapter

2) of financial distress spillover across regions has a reduced form flavour. The analy-

sis is motivated by the strong consolidation process characterizing the Italian banking

system since 1990’s. One of its main consequences has been the acquisition of troubled

banks located in Mezzogiorno by Northern banks, with the subsequent loose of auton-

omy in Mezzogiorno banks (Papi et al., 2015). However, the operations of mergers and

acquisitions (M&As) have not completely reduced the exiting gap in the conditions of

the macro-regional financial systems. There are still not-negligible differences, with the

Mezzogiorno regions reporting a worse quality of credit and a higher cost of credit than

the other parts of the country (Bank of Italy, 2017).

More specifically, in Chapter 2, the empirical analysis focuses on the presence of spa-

tial spillovers across Italian regions, using the default rates on loans facilities as proxy

of the loans probability of default, for three private sub-sectors: consumer households,

non-financial firms and producer households.2 The quarterly series on loan default rates

cover the 1996− 2015 time span. In particular, the aim of this chapter is twofold. First,

I investigate the presence of spatial dependence across the regional loan default rates.

Second, I evaluate whether the Mezzogiorno regions are more affected by spillover ef-

fects arising from Northern regions. For this purpose, I use the connectedness measures

proposed by Diebold & Yilmaz (2012, 2014) and, more recently, by Greenwood-Nimmo

et al. (2015). These approaches rely on the construction of the Generalized Forecast Er-

ror Variance Decomposition (GFEVD) obtained through the estimation of VAR models

2According to the definition provided by Bank of Italy, producer households are defined as individual
firms, informal partnership and unregistered company, producers of marketable goods and financial
services with up to five employees; activities auxiliary to financial intermediation without employees.
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(one for each of the three private sub-categories), fitted to the 20 regional default rates

series. Since the relative large number of endogenous variables, I use the Adaptive Elas-

tic net shrinkage estimator.

As for the first issue, the empirical findings reveal an increase in default rates spatial

dependence over the 2011Q4 − 2015Q4 (crisis) period, especially for producer house-

holds. As for the second issue, I find evidence of a strong dependence of the Islands

(two Mezzogiorno regions) from the North of Italy, while the other Southern regions

are found to be the most contributor, together with the Northwest of Italy, of financial

distress to the remaining macro-regions.

The major findings are evidence of spillover effects during the most recent crisis period

(2011−2015) and, in particular, the major vulnerability of the Northeast (together with

Insular Italy) to financial distress shocks.
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Chapter 1

Credit Demand and Supply

Shocks in Italy during the Great

Recession

1.1 Introduction

A predominant feature of the Great Recession has been a prolonged contraction of credit

to the private sector in a number of countries. The aim of this chapter, based on provin-

cial level data, is twofold. First, I focus on the identification of credit demand and supply

shocks in explaining the credit contraction in Italy. Second, I am also interested in an-

alyzing the effects of the identified credit supply shock on real activity for the Italian

economy.

The slowdown in bank lending which occurred in many advanced economies has led to a

debate about the effects of disturbances in credit markets on business cycles. In spite of

the increasing importance of capital markets, the Euro financial system is typically bank-

based. Furthermore, bank loans play a non-negligible role in the financing of private

investment and consumption in the European countries. The Italian financial system

has been dominated by banks: the ratio of total loans to the Italian banks total assets

was 57.6 percent at the end of 2014.1 Hence, bank lending might play an important

role in explaining fluctuations of economic cycle. In the aftermath of the financial crisis,

the Italian banking system has seen a slackening growth of bank loans to non-financial

corporations and households. The Italian year-on-year growth rate of loans to private

sector fell from 9.2 percent in the first quarter of 2008 to 1.1 percent in the first quarter

1Data on balance sheet of banks resident in Italy are collected from the Statistical database of Bank
of Italy.
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of 2010. After a sharp upturn, the growth rate has become negative since the second

quarter of 2012.

A number of empirical studies based on micro-data informing on bank-firm relation-

ship employ the methodology proposed by Khwaja & Mian (2008) to identify credit

supply shocks (see Bonaccorsi di Patti & Sette, 2016, for the Italian economy, among

the others). The Khwaja & Mian (2008) methodology exploits a sample which includes

observations for a pre and post crisis period, and it is based on the estimation of a

regression of the change in the loans provided by each bank to its borrowing firms after

an exogenous shock (e.g. a crisis event) as a function of bank exposure to that shock.

Del Giovane et al. (2017) use Bank Lending Survey (BLS) to identify, through zero ex-

clusion restrictions, the simultaneous equations system fitted to interest rates and loans

data for Italy.

While the previous studies are only interested in the identification of a credit supply

factor, some authors are also concerned with their real effect using a two-stage estima-

tion analysis. Cingano et al. (2016) use data on bank-firm relationship and they identify

credit supply shocks through the variation in bank reliance on the interbank market at

the end of 2006, leading to different bank exposure to the July 2007 liquidity shock.

The proxy used by Cingano et al. (2016) for the real activity is the private investment.

The study of Barone et al. (2016) uses bank-province relationship data for the Italian

economy to identify a local (province) credit supply indicator. In a second stage of the

analysis, they assess the impact of credit supply shock on investment, value added and

employment.

The Khwaja & Mian (2008) methodology employed by Cingano et al. (2016) and by

Barone et al. (2016) relies on an individual bank exposure to an exogenous shock (e.g.

crisis event) switching from a no crisis period to one characterized by turmoil.

Since I focus only on a prolonged crisis time span, I exploit the heterogeneity in the data

across Italian macro-regions. More specifically, ex-ante, I employ identification through

heteroscedasticity (see Rigobon, 2003; Lanne & Lütkepohl, 2008) and, ex-post, I give

an economic interpretation to the shocks through sign restrictions (see Mumtaz et al.,

2015, for a review). In particular, I follow the suggestion of Kick (2016) in setting the

sign restrictions: a credit supply (demand) shock moves the price and quantity of credit

in opposite (same) directions.

Both methods are popular for the identification of a Structural VAR, which is the model

used in this chapter. Moreover, I argue that, contrary to the previous studies which rely

on a two-stage analysis, my study, based on an estimation in one-shoot, does not suffer

from a measurement error affecting the use of an estimated regressor in the second stage

regression.

The empirical findings show that credit supply shocks play a more important role than

innovations to demand for credit. Furthermore, there is evidence that credit crunch hits



1.2. LITERATURE REVIEW 9

the North of Italy less than the remaining macro-regions, especially the South-Italy.

The chapter is structured as follows. Section 1.2 provides a literature review on iden-

tification of shocks to credit markets. Section 1.3 describes the empirical methodology.

Section 1.4 describes data and the empirical findings and Section 1.5 concludes.

1.2 Literature review

Credit market shocks can be distinguished in credit supply and credit demand shocks.

Credit supply shocks are exogenous innovations to credit supply which affect the capa-

bility or willingness of banks to lend. They might reflect changes in regulatory capital

requirements or in risk aversion of banks and other financial institutions. Moreover, the

increasing diffusion of financial market innovations such as instruments of credit risk

transfer that could affect banks willingness to lend has been labelled as credit supply

shocks (Atta-Mensah & Dib, 2008; Halvorsen & Jacobsen, 2014). Furthermore, other

factors may affect the supply of credit. For example, these factors include the availability

and price of banks funding and the competition degree of banking sector (ECB, 2011).

Oppositely, credit demand shocks are exogenous innovations to credit demand mainly

depending on the macroeconomic outlook. Consequently, changes in macroeconomic

equilibrium influence the balance sheet of non-financial corporations and households, af-

fecting borrowers preferences in the volume of bank credit demanded (Peersman, 2011;

Kick, 2016).

As mentioned in the introduction, a number of empirical studies on the Italian credit

crunch are only interested in the identification of credit supply shocks. Presbitero et al.

(2014) relies on the identification of constrained Italian firms, using firms survey data

containing information on loan applications and bank decisions. The authors main focus

is the role played by functional distance between the loan office and the headquarters

where final lending decisions are made to explain the tightening in lending conditions

in Italy. For this purpose, the authors combine survey data on firms with aggregate

data on banks informing on the openings and closures of branches at the bank-province

level. The authors use a sample of monthly observations from 2008:1 to 2009:4 and the

empirical findings show that the credit crunch experienced in Italy after Lehman Broth-

ers collapse has been more severe in provinces with larger shares of branches owned by

distantly managed banks. Moreover, there is evidence of a home bias, given that the

credit crunch has not been harsher for small and economically weak firms.

The identification methodology put forward by Khwaja & Mian (2008), which is based

on Credit Register data for firms that have multiple lenders, has been applied by a
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number of studies. In particular, the study of Khwaja & Mian (2008) seeks to evalu-

ate the effects of bank liquidity shocks due to the nuclear test of Pakistan in 1998 on

its economy by separately estimating the bank lending channel, that is the inability of

banks to cushion borrowing firms against bank-specific liquidity shocks, and the firm

borrowing channel, that is the inability of firms to smooth out bank lending channel

effects by borrowing from alternative sources of financing.

The approach proposed by Khwaja & Mian (2008) consists of estimating a regression of

the change in the loans provided by each bank to its borrowing firms after an exogenous

shock (e.g. the nuclear test) as a function of bank exposure to that shock. For this

purpose, they use firm fixed effects to capture shifts in the demand for loans and other

unobservable borrower characteristics, such as changes in their balance sheet conditions.

The identification methodology provides an estimate of the differential change in credit

supply for the same firm, associated with a different exposure of the lending banks to

the exogenous shock. Albertazzi & Marchetti (2010) present evidence of a contraction of

credit supply associated to low bank capitalization and scarce liquidity, over the 6-month

period following the Lehman bankruptcy. Bofondi et al. (2013) exploit the differential

exposure to the sovereign risk between domestic banks and foreign banks operating in

Italy. The authors find that the lending of domestic banks grew less (and their interest

rates were higher) than that of foreign banks, after the outbreak of the sovereign debt

crisis. Bonaccorsi di Patti & Sette (2016) link banks’ balance sheet conditions to the

provision of credit and show that Italian banks that relied heavily on securitization prior

to the subprime crisis curtailed lending more than other banks.

Del Giovane et al. (2017) estimate a system of two simultaneous equations regarding

the interest rates and loan amounts of 11 Italian banks. The authors use demand and

supply dummies obtained from the Eurosystem Bank Lending Survey (BLS).2 In order

to identify the simultaneous equations system, the demand dummies are excluded from

the equation where the dependent variable is the price and the supply factor dummies

are excluded from the equation involving quantity. After a number of robustness checks,

the authors acknowledge that they cannot exclude the possibility that their findings

are affected to some extent by some residual endogeneity. The authors find that the

effects of the supply restriction on both the cost and the availability of credit were, on

average, stronger during the sovereign debt crisis than during the Lehman global crisis.

Moreover, the authors find that credit crunch was mostly related to the banks’ risk per-

ception during the global crisis, whereas funding conditions became predominant during

2Ciccarelli et al. (2015) use the Bank Lending Survey (BLS) for the Euro area and the Senior Loan
Officer Survey (SLOS) for the U.S. Contrary to the study of Del Giovane et al. (2017) which employs
BLS data for Italy only to identify credit demand and credit supply shocks, Ciccarelli et al. (2015) are
also interested in the real effects of credit supply shocks. The qualitative data are transformed into
quantitative and treated as endogenous variables together with proxies of output, prices and monetary
policy rates in a Vector Autoregression model, VAR, fitted to the Euro area and to the US separately.
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the sovereign debt crisis.

The second empirical issue regarding the impact of the identified credit supply shock on

real activity of the Italian economy has been addressed by the following studies. The

study of Cingano et al. (2016) uses in the first stage the Khwaja & Mian (2008) iden-

tification methodology. In particular, the authors use data on bank-firms relationships

and they identify credit supply shocks through the variation in bank reliance on the

interbank market at the end of 2006, leading to different bank exposure to the July

2007 liquidity shock. The authors’ findings show that, although credit tightening was

homogeneous across firms, investment fell by a much larger amount among smaller and

younger firms, and those with higher bank dependence. Bottero et al. (2015) show that

the Greek bailout in 2010 led to a fall in loan supply in Italy, which depressed investment

and employment for smaller Italian firms.

The methodology suggested by Greenstone et al. (2014) is used to identify and assess

the real effects of a credit supply indicator by Barone et al. (2016). The authors use

confidential data over 2008-2011, obtained from the Bank of Italy Supervisory Report,

on total outstanding loans extended by Italian banks to the private sector (firms and

households) aggregated into local credit markets corresponding to provinces. The iden-

tification strategy employed by Barone et al. (2016) is based on data capturing bank-

provinces relationships (hence it is similar to Khwaja & Mian, 2008). More specifically,

the authors focus on the identification of a local (province) credit supply indicator by,

first, using a panel regression. The dependent variable is the change in credit granted by

one of the 650 banks to households and firms located in a given province and operating

in a given economic sector and the explanatory variables are two dummies. The first

dummy measures province-year fixed effects that capture the variation in the change of

lending due to local economic factors (capturing local demand). The second dummy

measures bank-year fixed effects which identify nationwide bank lending policies. The

authors, then, use the coefficient associated to the second dummy and the pre-crisis bank

market shares in the province (as weights) to aggregate and to construct a province-year

credit supply index. In a second stage, the credit supply real effects are estimated re-

gressing either value added, or investment, or employment (observed for each province)

on the estimated local credit supply variable. The empirical findings show that the

most severe effect of the credit crunch occurred in the North and Central Italy which

have firms relatively more dependent on external finance. The methodology suggested

by Greenstone et al. (2014) is also employed by Berton et al. (2017), using a matched

data set of job contracts, firms and banks in one Italian region (Veneto). The authors,

first, identify and construct a credit supply factor at firm level, and, in a second stage,

they assess the impact on employment. The empirical findings (for Veneto region) show

that the effects of the credit crunch have been particularly severe for smaller, younger

and less productive firms, and those with higher debt overhang and weaker bank-firms
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relationships have been more vulnerable to the (negative) impact of the credit crunch.

Dörr et al. (2017) use information on loans by individual banks to firms that borrow from

multiple Italian banks, which are exposed to foreign borrowers in distressed countries

(Greece, Ireland, Portugal and Spain). The authors use a novel identification method

suggested by Amiti & Weinstein (2017) which does not rely on a comparison between

access to credit during pre-crisis and a crisis period (as in Khwaja & Mian, 2008), but

only on loan data over the 2010-2012 period characterized by Euro sovereign debt crisis.

The credit supply and demand components are recovered by imposing an additional

constraint. The adding-up constraint states that changes in individual loan growth be-

tween banks and firms must add up to the overall, economy-wide change in loan growth.

After establishing that credit supply shocks reduce firms’ loan growth, Dörr et al. (2017)

show that credit supply rationing had significant real effects on firms’ investment and

employment decisions, as well as on total factor productivity. Italian firms with higher

exposure to troubled banks reduced their investment and employment and they experi-

enced a significant fall in productivity.

Recent empirical studies on the Italian economy (together with Euro area countries)

employ macro-time series data and they identify credit supply shocks and their impact

on the real economy by imposing sign restrictions to identify a Structural Vector Autore-

gression model, SVAR. In particular, Bijsterbosch & Falagiarda (2014) use time-varying

parameter Vector autoregression model with stochastic volatility, producing results for

Euro area countries, including Italy. The studies of Hristov et al. (2012), based on Panel

VAR, and the study of Kick (2016), based on Global VAR, analyze the dynamic effect of

credit supply on real economic activity in Italy as well as a number of Euro area countries.

1.3 Structural VAR

In this section, I first describe the identification through heteroscedasticity methodology.

The first study of identification of structural shocks via changes in volatility is due to

Rigobon (2003). Recently, the studies of Lanne & Lütkepohl (2008), Lütkepohl (2012)

and Lütkepohl & Netsunajev (2015) show that heteroscedasticity in residuals provides

over-identifying restrictions (which can be tested) to traditional SVAR models employed

to study the effect of monetary policy shocks. Lütkepohl (2012) identifies shocks by

considering changes in volatility in given time periods (with breakpoints specified ex-

ogenously). The author considers also a vector generalized autoregressive conditional

heteroscedasticity (MGARCH) to model for changes in volatility of residuals. Finally,

a third specification model examines changes in volatility by using a Markov regime
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switching process. Lütkepohl & Netsunajev (2015) use a SVAR to estimate the interac-

tion between US monetary policy and stock market where the identification is obtained

by modelling heteroscedasticity in a way similar to Lütkepohl (2012), considering also

smooth transition in the variances.

Following Lütkepohl (2005), I carry out with a SVAR analysis, estimating a structural

B-model VAR(1) for pooled data, which has the following reduced form representation:

yt = δ +A1yt−1 + ut (1.1)

where y = (interest ratei,t,∆loansi,t, empl.ratioi,t) is a K = 3 dimensional vector of en-

dogenous variables in province i at time t, namely interest rate on loans (interest rate),

a log transformation of loans first order difference (∆loans) and the employment to

population ratio (empl.ratio), δ is a K × 1 vector of constant terms, A1 is a K × K
parameter matrix and ut ∼ N(0,Σu) is a K-dimensional vector of residuals with a non

singular covariance matrix E(utu
′
t) = Σu, which is not assumed to be diagonal.

According to Lütkepohl (2005), the B-model specification allows to identify the struc-

tural disturbances, εt, directly from the VAR residuals. In fact, the white-noise reduced

residuals can be expressed as a linear function of the structural disturbances:

ut = Bεt (1.2)

where B is a non-singular K × K matrix including the contemporaneous interactions

between the endogenous variables and εt ∼ N(0,Σε) is a vector of uncorrelated structural

shocks. The relationship between the residuals covariance matrix in reduced form, Σu,

and the structural one, Σε, is:

Σu = E(utu
′
t) = BE(εtε

′
t)︸ ︷︷ ︸

Σε

B′ (1.3)

hence, the structural form of VAR is:

yt = δ +A1yt−1 +Bεt (1.4)

Since the structural shocks are mutually uncorrelated, it is possible to achieve an eco-

nomic interpretation of these shocks affecting the endogenous variables of the VAR.

However, the identification of the structural parameters of the model, B and Σε, in-

volves additional identifying assumptions based on institutional knowledge, economic
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theory, or other extraneous constraints on the model responses (see Kilian, 2013).

Let me consider the relationship between the reduced and structural forms of the resid-

uals covariance matrix in eq.(1.3):


s11 s12 s13

s22 s23

s33

 =


b11 b12 b13

b21 b22 b23

b31 b32 b33



σ2

11 0 0

0 σ2
22 0

0 0 σ2
33



b11 b21 b31

b12 b22 b32

b13 b23 b33

 (1.5)

Since the reduced covariance matrix is symmetric, the system in eq.(1.5) has K(K+1)/2

equations and K(K + 1) unknown parameters.

This identification issue has been faced by authors by proposing different approach (see

Kilian, 2013, for a review of the main identification approaches employed in the SVAR

framework).

To identify the structural parameters of the model, I follow the methodology suggested

in the studies of Lanne & Lütkepohl (2008) and Ehrmann et al. (2011) which relies on

the identification approach originally proposed by Rigobon (2003).

In particular, I estimate a reduced-form of a VAR(1) by Ordinary Least Squares (OLS)

for each equations separately. Once pooling the data in a K-dimensional vector of time

series, the eq.(1.1) can be written compactly as follows:

Y = ΘZ + U (1.6)

where Y = (y1, . . . , yT ) is a K × T vector of endogenous variables, Θ = (δ, A1) is a

K × (K + 1) matrix of coefficients, including the intercepts, Z = (Z0, . . . , ZT−1) is a

(K + 1) × T matrix of lagged variables, with Zt = (1, yt), and U = (u1, . . . , uT ) is a

K × T vector of residuals (see Lütkepohl, 2005, for further details).

Alternatively, eq.(1.6) can be written as:

vec(Y ) = vec(ΘZ) + vec(U)

y = (Z ′ ⊗ IK) θ + u
(1.7)

where y = vec(Y ) and u = vec(U) are the (KT × 1) vectors of variables and residuals,

respectively, and θ = vec(Θ) is a (K2 +K)× 1 vector of VAR coefficients.

The multivariate OLS estimator θ̂ is computed as follows:
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θ̂ = ((ZZ ′)−1Z ⊗ IK)y (1.8)

The estimation of eq.(1.8) is equivalent to the OLS estimation applied equation by equa-

tion, separately (Lütkepohl, 2005).

To retrieve the structural representation of the VAR model, the one in eq.(1.4), I need to

establish different regimes of volatility. This allows the determination of the covariance

matrix structures as well as identifying the system of equations.

Regimes of volatility are selected on the basis of geographical discrimination. Particu-

larly, four heteroscedastic regimes are defined, corresponding to different Italian macro-

areas: North Italy, Central Italy, South Italy and Insular Italy.

The sample of observations is divided into 4 sub-samples, based on geographical char-

acteristics, S = (SNorth Italy, SCentral Italy, SSouth Italy, SInsular Italy).

Constructing the covariance matrix structures is carried out by choosing the North Italy

as the first regime, whereas the other regimes are: (i) Central Italy, (ii) Southern Italy

and (iii) Insular Italy.3

The covariance matrix structure has the following representation:

Σ1 = BB′, Σi = BλiB
′, i = 2, . . . , 4 (1.9)

where

Σ1 for i ∈ SNorth Italy and Σi =


Σ2 for i ∈ SCentral Italy
...

Σ4 for i ∈ SInsular Italy

(1.10)

Once the reduced form of VAR(1) model is estimated by OLS estimation, the corre-

sponding residuals are used in order to estimate the unknown parameters.

The set of unknown parameters includes matrix B coefficients and the variances of the

structural error terms.

Assuming normality of the error terms, the structural parameters are obtained by Max-

imum Likelihood (ML) estimation. The Multivariate Gaussian log-density function at

time t and for macro-region i is:

3In different exercises, I use various combinations in defining the heteroscedastic regimes by setting
other macro-regions as first regime. The results of this exercises confirm the ones I show in the rest of
the chapter.
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Table 1.1: Theory-driven ex post sign restrictions on B matrix

Impact on Credit demand shock Credit supply shock Real shock

interest rate - + n.a
∆loans - - n.a
empl. ratio - - -

Note. Here the sign restrictions are related to negative shocks

log l(B, λ) = −KT
2

log(2π)− 1

2

4∑
i=1

|log(Σi)| −
1

2

4∑
i=1

(u′iΣ
−1
i ui) (1.11)

where Σi is the covariance matrix of the reduced-form residuals, expressed in terms

of the structural form coefficients as described in eqs.(1.9) and (1.10).4 As mentioned

above, identification through heteroscedasticity is only a statistical tool, and to give an

economic interpretation of the structural form shocks I use, ex post, sign restrictions on

each column of the impact multiplier matrix B (see Table 1.1)

The economic identification of credit demand and supply shocks is based on a minimal

set of identifying restrictions in line with previous studies (Peersman, 2011; Barnett &

Thomas, 2013; Kick, 2016). More specifically, a negative credit demand shock reduces

both credit price and the amount of loans. Conversely, a negative credit supply shock

produces an increase of the loan interest rate as well as reducing the quantity of bank

lending (see Hristov et al., 2012). The real variable is affected by credit supply and

demand shocks negatively. Following Kick (2016), I do not expect any prior sign restric-

tion from the responses of the credit variables to the real shocks.

Since the number of unknowns is equal to eighteen and the number of moment condi-

tions (see eqs.(1.9) and (1.10)) is equal to twenty-four equations, a Likelihood Ratio test

is employed to test for the six over-identifying restrictions. Once defining θ̂ = (B̂, λ̂i),

for i = 1, . . . , 4, as the ML estimation of the structural parameters, I compute the LR

test as follows:

LR = −2[ln(θ̂R)− ln(θ̂UR)] (1.12)

where θ̂R is the ML estimator of the restricted model and θ̂UR is the ML estimator of

the unrestricted model. Under the null hypothesis, the Likelihood ratio statistic has

an asymptotic χ2 distribution with degree of freedom equal to the number of the over-

identifying restrictions.

4The log density functions are generated by using the mvtnorm package in R. The optimization
problem is solved by minimizing the negative of the sum of the log densities by using the “BFGS”
method. The “BFGS” method is a quasi-Newton method which uses function values and gradients to
build up a picture of the surface to be optimize.
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I also carry out with a structural dynamic analysis.

Let me consider the reduced form of VAR(1) model in eq.(1.1) and rewrite the equation

as follows:

A(L)yt = δ + ut (1.13)

where A(L) = [IK − A1L] is the corresponding autoregressive lag order polynomial. In

case of a stationary process, the matrix polynomial in the lag operator can be inverted,

[IK − A1L]−1, and the VAR(1) admits a Vector Moving Average representation of an

infinite order, VMA(∞):

yt = [IK −A1L]−1δ + [IK −A1L]−1ut

yt = (IK + Ψ1 + Ψ2 + . . .)δ + (IK + Ψ1L+ Ψ2L
2 + . . .)ut

yt = (IK + Ψ1 + Ψ2 + . . .)δ + ( B︸︷︷︸
Φ0

+ Ψ1B︸︷︷︸
Φ1

L+ Ψ2B︸︷︷︸
Φ2

L2 + . . .)εt

(1.14)

where ut = Bεt, Ψi = Ai1 (with Ψ0 = IK) are the coefficient matrices of the reduced

VMA(∞) representation, and Φi = Ai1B are the coefficient matrices of the structural

VMA(∞) representation. From the structural VMA(∞) representation it is possible to

derive the orthogonalized impulse response functions (IRF), which capture the effect of

a structural disturbance in the j-th element of εt to the i-th variable in yt after h periods

(yt+h):

IRFh,ij =
δyi,t+h
δεj,t

= [Ah1B]ij (1.15)

Since Ah1B = Φh, the structural VMA coefficient matrices reflect the impulse responses

of the system. The accumulated effect of a structural shock over time is computed from

the MA coefficient matrices as the cumulative sum of the corresponding orthogonalized

impulse response after h periods.

In my analysis, I compute the cumulative standardized impact of each structural shock

over a two-year horizon by estimating B + A1B. While the standard errors of the

parameters of the standardized impact multiplier B are retrieved from the inversion of

the Hessian of the maximized log-likelihood function, the confidence intervals for the

cumulative impulse response are generated through bootstrap. In particular, for each
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regime, I resample 1000 times the estimated residuals of the VAR(1).5 For each draw, I

estimate the parameters of the structural form model by maximizing the log likelihood

function.

Another common econometric exercise in SVAR analysis concerns the construction of the

historical decomposition of the observed time series. The use of this analysis allows to

decompose each endogenous variable into the contribution of its deterministic component

(the unconditional mean) and the structural shocks occurring to the K endogenous

variables in the system. In particular, for each of 103 Italian provinces, each time

observation for the K = 3 endogenous variables can be written as follows:

y2 = δ +A1y1 +Bε2

y3 = δ +A1y2 +Bε3 = δ +A1(δ +A1y1 +Bε2) +Bε3 = δ +A1δ +A2
1y1 +A1Bε2 +Bε3

. . . = . . .

yT = (δ +A1δ + . . .+AT−2
1 δ) +AT−1

1 y1 + (AT−2
1 Bε2 + . . .+A1BεT−1 +BεT )

(1.16)

which can be written more generally as:

yt = δ
t−2∑
j=0

Aj1 +At−1
1 y1 +

t−2∑
j=0

Aj1Bεt−j , for t > 1 (1.17)

where y1 = y2008 in my analysis. Constructing the historical decomposition allows to

compute the anticipated and unanticipated components of each series.

1.4 Empirical analysis

1.4.1 Data

I use a panel data set of observations which contains information on credit aggregates

and a real variable for 103 Italian provinces.

For the purpose of disentangling credit supply shock from the demand-side one, I con-

sider two credit market aggregates and one real activity variable. Hence, as endogenous

variables, I use as proxies of price and quantity of credit the loan interest rate and the

amount of loans, respectively; the employment to population ratio is the proxy of real

5I keep only the replications (which are 421) in line with the ex post identification of the shocks
according to the point estimation results.
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economic activity. The data are at annual frequency, from 2008 to 2014, for each of

103 provinces, for a total of 2163 observations. I use low-frequency data because of

the availability of the employment to population ratio: for each province, data are only

made accessible with annual frequency. The shortness of the sample period used is due

to the loan interest rate series which starts from 2008.

Information on credit aggregates are from the Statistical Database of Bank of Italy. As

for the price of credit, I use the lending rates on loans facilities (stock) series for non-MFI

resident sectors. Particularly, I consider the interest rate charged by banks at the end

of the fourth-quarter as annual observation.

As for the quantity of credit, I consider the first-order difference of loans to non-MFI

resident sectors as endogenous variable.6 In an attempt to include in my model annual

observations instead of quarterly data, I consider the value of loans registered at the end

of each fourth-quarter. Taking into account the first difference allows to avoid station-

arity problems.

The real aggregate is the employment rate which is defined as the ratio between em-

ployed people (aged 15-64) and the corresponding overall resident population. The data

are collected from the statistical database of the Italian National Institute of Statistics

(ISTAT).

Actually, ISTAT makes available gross value added data which might be used as a proxy

for real economic activity at provincial level. Nonetheless, the value added series is not

available for 2014.

Since I seek to identify credit supply and demand shocks, and a real shock, through

cross sectional heteroscedasticity, I consider four macro-regions: North Italy, Central

Italy, South Italy and Insular Italy.7

Figures 1.1, 1.2 and 1.3 show the boxplots series of the three endogenous variables for

each Italian macro-area from 2008 to 2014. The boxplots provide information on each

province which belongs to different macro-regions.

Focussing on the mean values of Figure 1.1, all the Italian macro-regions exhibit the

same pattern in the loans interest rate. After a twofold decrease over the 2008-2010,

the loan interest rates stabilize around values ranging from 2.8 and 3.5 percent, before

exhibiting a temporary upturn in 2011. Afterward, the interest rate on loans values do

not exceed 3.7 percent in the 2012-2014 period.

Figure 1.2 shows a more heterogeneous evolution over time of the loan growth rates by

6According to the definitions provided by the Bank of Italy, the loans aggregate is defined as the
loans disbursed by banks to non-bank sectors. This variable includes mortgage loans, current account
overdrafts, loans secured by pledge of salaries, credit card advances, discounting of annuities, personal
loans, leasing, factoring, other financial investment (e.g. commercial paper, bill portfolio, pledge loans,
loans granted from funds administered for third parties), bad debts and unpaid and protested own bills.

7In this analysis, the twenty Italian regions (NUTS2) are grouped into four macro-regions: North
Italy (Aosta Valley, Emila-Romagna, Friuli Venezia-Giulia, Liguria, Lombardy, Piedmont, Trentino Alto-
Adige and Veneto), Central Italy (Lazio, Marche, Tuscany and Umbria), South Italy (Abruzzo, Apulia,
Basilicata, Calabria, Campania and Molise) and Insular Italy (Sardinia and Sicily).
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inspection of the boxplots for the macro-regions. Whilst the highest loan growth rate

is in South and Insular Italy at the beginning of the crisis, these regions experience the

strongest slowdown in the growth rates, starting from 2011. During the last two years

of the sample, there is a clear evidence of a recovery in the loans growth rates.

In Figure 1.3, I can observe that during the period 2008-2014, all the four macro-areas

exhibit a relevant decline of the employment to population ratio, with different levels of

decrease in the territorial areas. Whilst North and Central Italy experience a moderate

reduction in the employment to population ratio until 2012 and a moderate upturn in

2013-2014, the South and Insular Italy manifest a significant negative trend during the

whole period.

1.4.2 Empirical Evidence from structural VAR

The estimated parameters of the standardized impact multiplier are shown in Table 1.2

(panel a).

Whilst residuals heteroscedasticity is a statistical tool to identify structural form shocks,

ex post interpretation is obtained using the sign based restriction suggested in Table 1.1.

Therefore, according to the sign based restriction, the first, second and third column

show the standardized impact of a negative shock to credit demand, credit supply, and

real economy, respectively. While the credit demand shock plays a bigger role than the

credit supply shock on the loan interest rate, the reverse is true as for the impact on

the loan growth rate. Although, on impact, the only statistically significant effect of an

innovation to credit demand and credit supply is the one on the interest rate on loans (at

1 percent and 10 percent level of significance, respectively), results from Table 1.3 show

a statistically significant cumulative effect of credit demand and credit supply shocks to

both credit aggregates. Moreover, the empirical findings show that credit supply shocks

play a more important role than those to credit demand in reducing the employment to

population ratio. In particular, a one standard deviation shock to credit supply implies,

on impact, a 1.3 percent change in the employment to population ratio (see Table 1.2,

panel a) and a cumulative impact over a two-year horizon equal to 2.4 percent (see Table

1.3).

The real shock, interpreted as a negative one, due to its marginal depressing effect on the

employment to population ratio, raises both the interest rate on loan and the growth in

lending. The impact of the real shock on the employment rate is statistically significant

over a two-year horizon.

Table 1.2 (panel b) shows that the identification assumption is satisfied because all the

estimated parameters, λi, measuring the estimated relative variances, are distinct and
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Figure 1.1: Boxplots for Loans interest rates, percent, for the Italian macro-
areas, 2008-2014.
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Figure 1.2: Boxplots for Loans growth rates, for the Italian macro-areas, 2008-
2014.
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Figure 1.3: Boxplots for Employment to population ratio, for the Italian
macro-areas, 2008-2014.
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statistically significant.

The interpretation of the results in Table 1.2 (panel b) is based on the square root of

the relative variances, in order to focus on the magnitude of shocks relative to the one

for the North of Italy. The innovations hitting credit supply in Central, South and

Insular Italy are all above unity suggesting that credit crunch hits the North of Italy

less than the remaining macro-regions. In particular, the largest relative magnitude is

observed for the credit supply shock hitting the South of Italy, and the magnitude of

the innovation to credit supply in Central and Insular Italy is almost the same. While

the largest relative magnitude of the credit demand shock observed is for Insular Italy,

the South and Central Italy exhibit credit demand innovation with magnitude lower

than the North. Finally, the largest magnitude of the real shock is observed in Central

Italy (almost twice than the one for the North). Both South and Insular Italy exhibit a

magnitude of the real shock above the corresponding one for the North (although much

lower than the one for Central Italy).

Finally, Table 1.2 (panel c) shows the results of the over-identifying test restrictions

using the LR statistic. The value of the log likelihood of the restricted model is equal

to 2382.14, whilst the unrestricted log likelihood is equal to 2383.10. Therefore, the

over-identifying restrictions are not rejected at 90 percent confidence level.

Following Lütkepohl (2011), I carry out with a historical decomposition (see Figures 1.4

and 1.5) in order to analyse the effects of credit market shocks on the real variable in

the Italian provinces. My main focus is on the contribution of credit demand and supply

shocks to the dynamic of the employment to population ratio (de-meaned at provincial

level) for each macro-region. A credit demand shock seems to play a non-relevant role

(with the exception of Insular-Italy) in explaining the downturn in the employment to

population ratio.

I can observe, from historical decomposition, that credit supply shock plays an important

role in tracking the dynamics of the employment rate in each macro-region, especially

the slackening in employment rate in South and Insular Italy over 2013-2014.

To summarize, contrary to the empirical findings of Kick (2016), I find that credit

supply shocks play a more important role than innovations to demand for credit for the

dynamics of real economic activity in Italy. My results are in line with previous papers

which focus on the credit crunch effect on real economy across Italian provinces (see

Presbitero et al., 2014; Barone et al., 2016; Cingano et al., 2016; Berton et al., 2017). In

particular, my findings about regional differences of credit crunch are in line with the

ones of the study of Presbitero et al. (2014) which finds that the real economy of North

Italy is more resilient to credit rationing, since, especially in the Southern regions, banks

retracted disproportionally from markets that are more distant from their headquarters.
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Table 1.2: Maximum Likelihood Estimation results of B and λ matrices.

Panel a: Standardized Impact multiplier (B matrix).

Credit demand shock Credit supply shock Real shock

interest rate −0.323∗∗∗∗ 0.073∗ 0.044∗

(0.019) (0.042) (0.024)
∆loans −0.001 −0.008 0.054∗∗∗∗

(0.005) (0.006) (0.002)
empl. ratio −0.004∗ −0.013∗∗∗∗ −0.002

(0.002) (0.001) (0.001)

Panel b: Relative variances and magnitude of the shocks.

Parameter Magnitude

Central Italy
Credit demand shock 0.933∗∗∗∗ 0.966
Credit supply shock 1.238∗∗∗∗ 1.113
Real shock 2.963∗∗∗∗ 1.721

South Italy
Credit demand shock 0.657∗∗∗∗ 0.810
Credit supply shock 1.404∗∗∗∗ 1.185
Real shock 1.234∗∗∗∗ 1.111

Insular Italy
Credit demand shock 1.405∗∗∗∗ 1.185
Credit supply shock 1.207∗∗∗∗ 1.099
Real shock 1.075∗∗∗∗ 1.037

Signif. codes: 0
′∗∗∗∗′ 0.001

′∗∗∗′ 0.01
′∗∗′ 0.05

′∗′ 0.1
′ ′

1

Panel c: Likelihood Ratio Test.

LR Test Log-likelihood Value

Restricted model 2382.138 LR statistic 1.931
Unrestricted model 2383.104 p-value 0.926

Note. All the parameters are estimated by ML. Asymptotic standard errors are provided
in brackets. The relative variances (see panel b) are obtained setting to unity the elements
on the first regime structural covariance matrix main diagonal, here refereed to the
Northern Italy. The magnitude are obtained by taking the square root of the relative
variances (e.g. the parameters in the second column).
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Table 1.3: Cumulative Impact over a two year horizon.

Mean Lower bound Upper bound

Credit demand shock

interest rate -0.291 -0.346 -0.262
∆loans -0.008 -0.013 -0.002
empl. ratio -0.010 -0.014 -0.004

Credit supply shock

interest rate 0.123 0.066 0.168
∆loans -0.013 -0.021 -0.005
empl. ratio -0.024 -0.027 -0.022

Real shock

interest rate 0.097 0.067 0.117
∆loans 0.060 0.055 0.066
empl. ratio -0.004 -0.008 -0.001

Note. The First column is the mean value of bootstrapped distribution of the Cumulative
Impact over a two year horizon, the last two columns are 16 percent and 84 percent
bootstrapped confidence interval bounds.

Since my study shows that the Centre and South of Italy exhibit a relative higher mag-

nitude of the credit supply shock, this contrasts the findings of Cingano et al. (2016)

related to the territorial impact of rationing in lending. The authors find that the credit

cut has been relatively homogeneous across borrowers and the firms with easier access

to external finance or with a stronger liquidity position were more able to contain the

negative consequences for investment (and, to less extent, on employment) of the drop

in credit. Moreover, my findings contrast those from Barone et al. (2016) who find that

the most severe credit rationing impact on real value added growth, during the recent

financial crisis, occurred in the North and Central Italy which have firms relatively more

dependent on external finance.

1.5 Conclusions

In this chapter, I have investigated the role of credit market shocks in explaining the

downturn of the Italian economic activity using data at provincial level over 2008-2014.

A number of studies of the Italian credit crunch are based on a two-stage estimation ap-

proach where in the first stage a credit supply indicator is identified through the Khwaja



1.5. CONCLUSIONS 27

F
ig

u
re

1
.4

:
C

o
n
tr

ib
u

ti
on

o
f

cr
ed

it
d

em
an

d
an

d
su

p
p

ly
sh

o
ck

s
on

h
is

to
ri

ca
l

d
ec

om
p

os
it

io
n

of
E

m
p

lo
y
m

en
t

ra
te

,
N

or
th

an
d

C
en

tr
al

It
al

y,
20

09
-2

01
4. −

0.
02

5

0.
00

0

0.
02

5

20
09

20
10

20
11

20
12

20
13

20
14

Ye
ar

s

Empl. ratio

E
m

pl
.r

at
io

 −
 N

or
th

−
Ita

ly

−
0.

04

−
0.

02

0.
00

20
09

20
10

20
11

20
12

20
13

20
14

Ye
ar

s

Shock

C
re

di
t d

em
an

d 
−

 N
or

th
−

Ita
ly

−
0.

06

−
0.

03

0.
00

0.
03

20
09

20
10

20
11

20
12

20
13

20
14

Ye
ar

s

Shock

C
re

di
t s

up
pl

y 
−

 N
or

th
−

Ita
ly

−
0.

04

−
0.

02

0.
00

0.
02

20
09

20
10

20
11

20
12

20
13

20
14

Ye
ar

s

Empl. ratio

E
m

pl
.r

at
io

 −
 C

en
tr

al
−

Ita
ly

−
0.

01

0.
00

0.
01

0.
02

20
09

20
10

20
11

20
12

20
13

20
14

Ye
ar

s

Shock
C

re
di

t d
em

an
d 

−
 C

en
tr

al
−

Ita
ly

−
0.

05

0.
00

0.
05

20
09

20
10

20
11

20
12

20
13

20
14

Ye
ar

s
Shock

C
re

di
t s

up
pl

y 
−

 C
en

tr
al

−
Ita

ly



1.5. CONCLUSIONS 28

F
ig

u
re

1
.5

:
C

on
trib

u
tio

n
of

cred
it

d
em

an
d

an
d

su
p

p
ly

sh
o
ck

s
on

h
istorical

d
ecom

p
osition

of
E

m
p

loy
m

en
t

rate,
S

ou
th

an
d

In
su

lar
Italy,

20
0
9-201

4
.−
0.06

−
0.04

−
0.02

0.00

0.02

2009
2010

2011
2012

2013
2014

Years

Empl. ratio

E
m

pl.ratio −
 S

outh−
Italy

−
0.01

0.00

0.01

0.02

0.03

2009
2010

2011
2012

2013
2014

Years

Shock

C
redit dem

and −
 S

outh−
Italy

−
0.05

0.00

2009
2010

2011
2012

2013
2014

Years

Shock

C
redit supply −

 S
outh−

Italy

−
0.04

−
0.02

0.00

0.02

2009
2010

2011
2012

2013
2014

Years

Empl. ratio

E
m

pl.ratio −
 Insular−

Italy

−
0.04

−
0.02

0.00

0.02

2009
2010

2011
2012

2013
2014

Years

Shock
C

redit dem
and −

 Insular−
Italy

−
0.025

0.000

0.025

0.050

2009
2010

2011
2012

2013
2014

Years
Shock

C
redit supply −

 Insular−
Italy



1.5. CONCLUSIONS 29

& Mian (2008) method which requires data on either bank-firms or bank-provinces re-

lationships, observed in a pre and post crisis period. However, since my dataset is

constrained only to a period of prolonged recession, my identification scheme is based

on the changing variance of the structural shocks to a VAR fitted to interest rates,

loans growth rates and employment ratio observed in the Italian macro-regions. Het-

eroscedasticity is only a statistical tool for the purpose of identification, therefore I have

used ex post sign restrictions suggested by theory to identify demand and supply of

credit shocks.

Differently from the empirical findings of Kick (2016), I find that credit supply shocks

play a more important role than innovations to demand for credit. My findings related

to a sizable and significant effect of credit supply on employment are in line with the

studies, based on loans to Italian firms, of Barone et al. (2016), Cingano et al. (2016)

and Berton et al. (2017).

Moreover, the empirical evidence shows that credit crunch hits the North of Italy less

than the remaining macro-regions, especially the South-Italy. This findings are con-

sistent with those of Presbitero et al. (2014) who find that the real economy of North

Italy is more resilient to credit rationing, since, especially in the Southern regions, banks

retracted disproportionally from markets that are more distant from their headquarters.

An implication of these findings for Italy is that a key policy priority should therefore

take into account the significant role of the credit supply. Taken together, these findings

support the implementation of the recent Quantitative Easing adopted by the ECB to

stimulate the economy.
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Chapter 2

Default rates spillovers: an

analysis based on Italian regional

data

2.1 Introduction

The aim of this chapter is the analysis of spatial spillover effects among 20 Italian re-

gional default rates on loan granted to different categories of the private sector: consumer

households, non-financial firms and producer households.1

The motivation of the analysis is due to the process of bank consolidation in Italy taking

place during the 1990s, leading to a 33% reduction in the number of banks, from 1025

to 684, over the 1992 − 2013 period (Papi et al., 2015). The consolidation process was

characterized by takeovers of the main distressed banks located in the Mezzogiorno (such

as Banco di Napoli, Banco di Sicilia and other major savings banks) by Northern banks

(mainly Unicredit and Intesa San Paolo).2 Nowadays, the bulk of commercial banks

located in Mezzogiorno are members of banking groups headquartered in the Northern

part of the country (Zazzaro, 2006; Giannola et al., 2013). More specifically, the study of

Giannola et al. (2013) shows that, in 2010, more than 42% of branches operating in the

Mezzogiorno were owned by banks headquartered outside the area and another 38% were

attributable to banks which, whilst maintaining their headquarters in the Mezzogiorno,

were part of banking groups whose parent bank was in the Center-North. The study

1According to the definition provided by Bank of Italy, producer households are defined as individual
firms, informal partnership and unregistered company, producers of marketable goods and financial
services with up to five employees; activities auxiliary to financial intermediation without employees.

2Mezzogiorno includes six Southern regions, such as Abruzzo, Apulia, Basilicata, Calabria, Campania
and Molise, and the Islands of Sardinia and Sicily.
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of Papi et al. (2015) shows, through network analysis, that the overall connectedness

of geographical credit markets in Italy has significantly increased over time, whether

measured at the provincial or regional level. Moreover, the authors confirm a growing

centrality of few Northern Italian banking centers relegating the Southern credit markets

and regions to the periphery. These findings support those in the study of Presbitero

et al. (2014) showing an increasing functional distance (measured by the distance be-

tween bank branches and the bank headquarter) over recent years, hence a more striking

core-periphery financial and banking divide. In particular, the headquarters of the large

Northern banks will be less familiar with the local economic and social environment in

the Mezzogiorno. As suggested by Alessandrini et al. (2009), physical distance between

bank headquarters and local managers makes it difficult to gather and consequently

report soft information to those higher up in the management chain and, consequently,

monitor local managers. As a consequence, the allocation of decision-making power to

local managers in the branches located in Mezzogiorno tends to decrease with distance.

Therefore, one might expect a negative relationship between the credit growth and the

distance between the centre and the periphery of the bank, especially during a crisis

period characterized by credit tightening.

For this purpose, I use the Diebold-Yilmaz methodology, DY, based on the Generalized

Forecast Error Variance Decomposition (GFEVD) (see Diebold & Yilmaz, 2012, 2014).

The latter is obtained by employing the Adaptive Elastic net shrinkage estimator on a

large Vector Autoregression (VAR) model, due to the 20 (region-specific) endogenous

variables considered for each private sector category.

My study can be related to the one of Tola (2010) which is an application of the Pykhtin

(2004) model to the Italian banking system to provide a static measure of concentra-

tion risk by industry sector and geographic region. For this purpose, the author uses a

stationary multifactor structural Portfolio credit risk model, generating an unexpected

loss measure that is in line with the Internal ratings-based (IRB) capital requirements.

The use of the DY methodology, based on VAR estimation, is more suitable to ad-

dress the evidence of non-stationarity I find in the proxies of default rates examined.

Moreover, through a dynamic spillover analysis, using the DY methodology, I can assess

whether there is evidence of an increase in the index of total default connectedness over

2011− 2015 (crisis period) relative to its long run value estimated by accounting for the

whole sample period under investigation (1996− 2015).

Finally, the DY methodology enables to retrieve indices of directional connectedness and,

in particular, to assess whether the Mezzogiorno regions are more dependent (relative
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to the Northern regions) on shocks arising from the other regions.3 To detect macro-

regional patterns in the spillover analysis, I use the approach proposed by Greenwood-

Nimmo et al. (2015), say the GNS approach.

In my analysis, I use quarterly data for default rates on loans facilities to three cate-

gories of the private sector, that is consumer households, non-financial firms and pro-

ducer households. The data, collected from the publicly-available Statistical Database

of Bank of Italy, contain information on loan default rates for the 20 Italian regions,

over the period 1996Q1− 2015Q4.

The results show an increase in the Total spillover index (hence there is evidence of a rise

in spatial dependence) during the last observations of the sample (2011Q4 − 2015Q4),

identified as a particular distressful period for the Italian economy.4 These empirical

findings are particularly striking for producer households. Using the approach proposed

by Greenwood-Nimmo et al. (2015) (GNS), I find that the South and, to less extent,

Northwest contribute the most to the financial stress of the other Italian macro-regions.

Contrary to the South macro-region, the Islands financial distress largely depends on

the others, especially consumer households and non-financial firms. Looking at the di-

rectional spillovers, I do not find evidence of a dependence from the North for all the

Mezzogiorno regions. The dependence from North is only confirmed for the Islands,

while shocks arising from South tend to largely spill over to both the Northwest and the

Northeast.

This chapter is organized as follows. Section 2.2 reviews the literature on the pros and

cons of bank geographical expansion. Section 2.3 describes the DY and the GNS ap-

proach on studying connectedness as well as the estimation procedure of a LASSO-VAR

model. Section 2.4 describes data. Section 2.5 describes the empirical findings. Section

2.6 concludes.

2.2 Literature review

2.2.1 Geographical diversification: the evidence within country

Since 1990s, the Italian banking system has been characterized by a consolidation pro-

cess which has largely involved a geographic expansion of Northern banks in Southern

regions, through merger and acquisition (M&A) operations.

3There has been a growing number of applications of the DY methodology to financial institutions
stock market returns and volatilities (see Diebold & Yilmaz, 2014; Demirer et al., 2017, among the
others). More recently, Cipollini et al. (2015) focused on volatility risk premia.

4The choice of the 2011Q4− 2015Q4 for the analysis of dynamic connectedness is motivated by the
use of rolling regression in line with Diebold & Yilmaz (2012, 2014). Rolling estimation requires the use
of a sufficient number of observations which in this study corresponds to a window size of 63 quarters.
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Possible explanations might arise from the potential benefits of geographical diversifi-

cation. In fact, as suggested by the traditional Portfolio Theory, geographical diversifi-

cation/expansion is positively associated with a reduction in the risk related to a bank

portfolio as longs as the different assets display low correlation (Goetz et al., 2016).

In particular, the authors find that a geographic diversification of bank’s assets across

Metropolitan Statistical Areas (MSAs) in the US diminishes a Bank Holding Company

(BHC) risk. Using a geographic dispersion measure of deposits at branches level over

the 1986 − 1997 period, the authors also discover that the reduction of BHC’s risk is

positively associated to a geographic expansion when a BHC diversifies into MSAs that

are economically different from its home MSA. In addition, a greater geographic di-

versification ought mitigate the adverse effects yielded by local business cycles. The

study of Meslier et al. (2016) confirms the findings of Goetz et al. (2016), since there

is evidence that (especially) small-size banks benefit from expanding geographically in

non-contiguous markets with non-synchronized economic conditions. Consequently, a

BHC may decide to extend its subsidiaries and branches across different areas in an

attempt to reduce the exposure to its idiosyncratic local market risks. The study of

Becchetti et al. (2014), focusing on 32 countries over the period 1998−2010, shows that,

in adverse phases of the business cycle, the share of loans to total assets of cooperative

banks is higher than the one associated to other category of banks, with a positive effect

on the growth of value added in the manufacturing sector and in those most dependent

on external finance.

As for the European case, the study of Bonaccorsi di Patti et al. (2005) shows that, for

Italy, the risk associated to poor geographical portfolio diversification can be particu-

larly high during financial and economic downturns. The study of Illueca et al. (2013)

highlights the negative effects of the portfolio risk concentration of Spanish banks, char-

acterized by an ownership structure less geared to the attainment of economic perfor-

mance, a focus on local community funding and an exposure toward the housing sector,

particularly hit by the recent crisis.

Another strand of literature has questioned the attractiveness of geographic diversifi-

cation, since the incentives to loan monitoring might be reduced, due to the difficulty in

obtaining “soft-information”.

Using data on commercial banks in Texas for the 1998, Brickley et al. (2003) suggest

that a bank which extends its offer by opening branches and subsidiaries in distant areas

ought face difficult in planning incentive-compensation for managers in the new branch,

or subsidiary, arising the cost of monitoring their activity. Berger et al. (2005) point

out that large BHCs which lend money to distant borrowers via their branches/sub-

sidiaries tend to create weak relationships with the customers. By using survey data on
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small business lending over the 1994 − 1995 two-year period, the authors’ results show

that small banks have comparative advantages in supplying credit based on the “soft

information”. Moreover, as reported by the authors, there is evidence of a strong rela-

tionship between small banks and firms, and this can decisively reduce the probability of

a borrower to be rationed. However, the authors find that local banks might be induced

in funding obligors without paying attention to creditworthiness just to catch market

shares.

The relevant role of local banks is also supported by the research of Berger & Udell

(2002). The authors assert the importance of the relationship lending as well as suggest-

ing that small banks might reduce the agency problems, generated by the accumulation

of “soft information” by the loan officer, particularly when exogenous disturbances to

credit market conditions, such as consolidation processes or changes in regulatory capital

requirements, appear (see also Berger & Udell, 2006).

Imai & Takarabe (2011) focus on Japan and they examine how the nationwide city

banks transmit large house price shocks to major city centre, intra-nationally, across ge-

ographical borders, to local economies in Japan. Presbitero et al. (2014) focus on Italy

and they assess the role played by functional distance in the transmission mechanism of

credit supply shocks across macro-regional economies.

As for the Italian evidence, using data on the asset and loan portfolio compositions of

individual Italian banks during the 1993 - 1999 period, Acharya et al. (2006) find that

diversification/expansion reduces bank returns as well as producing riskier loans, espe-

cially for high-risk banks. The study of Presbitero et al. (2014) highlights the negative

effects of distance between the branches (or subsidiaries) and the BHC’s headquarters.

The authors find a positive causal relationship between the so-called “functional” dis-

tance, that is the distance between loan officer and banks’ headquarters, and the tight of

credit in Italy during the recent financial crisis. For the period of recession post-Lehman,

Demma (2015) finds that, in Italy, local banks can mitigate the negative impact of the

crisis on the quality of loans. Therefore, the benefits from soft information more than

offset the effects due to adverse selection.

2.2.2 Geographical diversification: the evidence between countries

A number of studies have investigated the benefits of geographical expansion of large

banks in advanced countries for the financial stability of emerging markets. The studies

of Kaminsky & Reinhart (2000) and Van Rijckeghem & Weder (2001) were the first to

identify a “common lender effects” as a cause of cross-border financial contagion. While

the source of shock in the aforementioned studies was typically an emerging market,
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more recently the literature has also considered advanced countries as the originator

of the crisis. This literature has concentrated on a “home bias” effect in credit alloca-

tion, implying that global banks exacerbate the transmission of financial shocks across

regions, by moving funds from their peripheral to central (headquartered) markets. In

particular, the international transmission of shocks may occur simply because interna-

tionally active banks suffer capital shortages in their domestic market (due to a crisis

to the country where the headquarters are located) and they choose not to alter their

portfolio mix of loans to domestic and foreign borrowers by cutting credit lines to both

type of borrowers.

Cetorelli & Goldberg (2011) use BIS data on cross border lending and they focus on the

capital flows reversals from developed to Emerging Asia, Latin America and Emerging

Europe, right after the 2007 − 2008 crisis period. The authors find that international

banks contributed to the spreading of the crisis to emerging market economies. The

major contribution of international banks to spreading the crisis was through a loan

contraction manifesting through three separate channels: a contraction in direct, cross-

border lending by foreign banks; a contraction in local lending by foreign banks’ affiliates

in emerging markets; and a contraction in lending supply by domestic banks as well, as

a result of the funding shock to their balance sheet induced by the decline in interbank,

cross-border lending.

Further evidence of a “flight to home” particularly striking during a 2007− 2008 (orig-

inated in the US) crisis period is provided by the study of Giannetti & Laeven (2012)

which focuses on the syndicated loan market, a highly internationalized financial mar-

ket, in which large banks lend to a variety of borrowers in a broad set of countries.

The crisis originator in the study of Schnabl (2012) is a liquidity shock originating in

one country, Russia. The author, using both bank-to-bank lending and loan-level data,

examines the role played by international banks to spreading the crisis in Peru. The au-

thor finds that the transmission is strongest for domestically-owned banks that borrow

internationally, intermediate for foreign-owned banks, and weakest for locally funded

banks. As argued by the author, the results suggest that lending between international

banks establishes a transmission channel for bank liquidity shocks and that foreign bank

ownership mitigates, rather than amplifies, the transmission through this channel.

Popov & Udell (2012) analyze the role played by global banks headquartered in Western

Europe in spreading the 2007− 2008 crisis to Central and Eastern Europe. The authors

find evidence that lending of multinational bank subsidiaries to firms located in these

emerging markets was conditioned by the worsening in the balance sheet conditions of

foreign parent banks.

The study of De Haas & Van Horen (2011) concentrates on the 118 largest banks in

the cross-border syndicated loan market. In particular, the authors dataset allows to

compare post-crisis and pre-crisis lending by each bank to each country. The authors
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find a strong and robust negative effect of geographical distance on lending stability,

both in lending to advanced and to emerging markets. The authors find that banks that

are further away from their customers are less reliable funding sources during a crisis.

A second finding is that international banks with a local presence on the ground may be

more stable providers of credit, that is foreign bank subsidiaries provide for a relatively

stable credit source themselves, but their presence may also stabilise the cross-border

component of bank lending.

2.3 Empirical methodology

2.3.1 The DY approach

Following Diebold & Yilmaz (2012, 2014), let me consider a K-multivariate covariance

stationary process, yt = (y1t, . . . , yKt)
′, described by a reduced form Vector Autoregres-

sion (VAR) model of order p:

yt = δ +A1yt−1 + . . .+Apyt−p + ut (2.1)

where Ai, for i = 1, . . . , p, are the K ×K parameter matrices associated to the lagged

variables, yt−i, δ is a K×1 vector of constant terms and ut = (u1t, . . . , uKt)
′ ∼ N(0,Σu)

is a vector of independent and identically distributed white noise disturbances, with a

non-diagonal covariance matrix, E(utu
′
t) = Σu, which is not assumed to be diagonal.

Fixing δ = 0, a stationary multivariate process admits the following Vector Moving

Average representation of infinite order, VMA (∞):

yt =

∞∑
i=0

Ψiut−i (2.2)

where Ψi, for i = 1, . . . , p, are the K×K matrices of the VMA(∞) coefficients obtained

from the following recursive substitution: Ψi = A1Ψi−1 + A2Ψi−2 + . . .+ ApΨi−p, with

Ψ0 = IK and Ψi = 0 for i < 0.5

From the reduced form VMA (∞), one can retrieve the impulse response function, which

measures the time profile of a shock at time t on the expected value of the variables in

the system after h periods, say t+ h.

The studies of Diebold & Yilmaz (2012, 2014) follow the suggestions of Koop et al.

(1996) and Pesaran & Shin (1998), relying on the generalized impulse response function

5See Lütkepohl (2005) and Diebold & Yilmaz (2012), for example.
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which is not sensitive to the ordering of the variables as other identification scheme,

such as the one based on the Cholesky decomposition of residuals covariance matrix

(short-run restrictions).

Given a non decreasing information set, Ωt−1, describing the known history of the econ-

omy before time t, Koop et al. (1996) and Pesaran & Shin (1998) define the generalized

impulse response function (GIRF) of a variable at time t+ h hit by a shock a time t as

follows:

GIRF (h, η,Ωt−1) = E(yt+h|ut = η,Ωt−1)− E(yt+h|Ωt−1) = Ψhη (2.3)

where η is a K × 1 vector of shock, η = (η1, . . . , ηK)′, hitting the economy at time t and

Ψh is the VMA(∞) coefficients matrix associated at time h. Therefore, the generalized

impulse response can be seen as the difference between the expected value of a variable

after h periods, conditional on shocks hitting the system at time t and the history up

to t− 1, and its expected value conditional on the previous history (defined as baseline

profile). As suggested by Koop et al. (1996) and Pesaran & Shin (1998), an alternative

approach consists of shocking the single j-th element of the vector of residuals, ujt, for

j = 1, . . . ,K, and comparing the expected value of a variable at time t+ h conditional

on the j-th shock and the history of the system with the baseline profile:

GIRF (h, ηj ,Ωt−1) = E(yt+h|ujt = ηj ,Ωt−1)− E(yt+h|Ωt−1) (2.4)

Assuming a multivariate normal distribution of the residuals:

E(ut|ujt = ηj) = (σ1j , σ2j , . . . , σKj)
′σ−1
jj ηj = Σuej σ

−1
jj ηj (2.5)

where Σu is the covariance matrix of residuals in reduced form, σjj denotes the j-th

main diagonal element entering Σu and ej is a K × 1 selection vector which takes value

of 1 for the j-th element and zero elsewhere. The K-dimensional vector of generalized

impulse responses to a shock arising from the j-th equation at time t after h periods is

defined by combining eqs.(2.3), (2.4) and (2.5):

GIRFj =

(
ΨhΣuej√

σjj

)(
ηj√
σjj

)
(2.6)

or alternatively, by setting ηj =
√
σjj , it is possible to obtain the corresponding scaled

version of the generalized impulse response function:
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GIRFj = σ
− 1

2
jj ΨhΣuej (2.7)

Under the assumption of normality of the residuals and linearity of the VAR model,

Pesaran & Shin (1998) define the associated Generalized Forecast Error Variance De-

composition (GFEVD) matrix, DH , whose generic entry, dHij , can be defined as follows:

dHij =
σ−1
jj

∑H−1
h=0 (e′iΨhΣuej)

2∑H−1
h=0 (e′iΨhΣuΨ′hei)

(2.8)

and it measures the portion of the H-step ahead error variances in forecasting yi due to

shocks occurring to yj , for i, j = 1, · · · ,K, such that i 6= j, Σu is the covariance matrix

of the non-orthogonalized VAR residuals, ut, σjj is the standard deviation of the error

terms for the j-th equation, Ψh is the VMA(∞) coefficients matrix at time h and ei, ej

are selection vectors with i-th and j-th element equal to unity and zero otherwise.

Since the shocks are not orthogonalized, the row sum of the entries in the variance

decomposition matrix is not necessary equal to unity,
∑K

j=1 d
H
ij 6= 1. Therefore, Diebold

& Yilmaz (2012, 2014) suggest a normalization by row sum of each element of the

GFEVD matrix:

d̃Hij =
dHij∑K
j=1 d

H
ij

(2.9)

such that
∑K

j=1 d̃
H
ij = 1 and

∑K
i,j=1 d̃

H
ij = K, by construction.

The Connectedness table for the forecast horizon H is the GFEVD matrix augmented

by a column containing the row sums of the off-diagonal elements of the GFEVD matrix

and a row, where the column sums of the matrix off-diagonal entries take place. Finally,

the average of all the off-diagonal elements appears, for i 6= j (see Table 2.1).

The connectedness measures, both pairwise and system-wide, proposed by Diebold &

Yilmaz (2012, 2014), can be retrieved directly from the Connectedness table. Each entry

provides a pairwise directional connectedness measure from j to i:

CHi←j = d̃Hij (2.10)

For i = j, the pairwise measure explains the “own share” of the forecast error variance

in a certain variable (e.g. a region) for a given forecast horizon. Generally, the GFEVD

matrix (DH) is not symmetric, hence CHi←j 6= CHj←i.
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Table 2.1: Connectedness Table

y1 y2 · · · yK From others

y1 d̃H11 d̃H12 · · · d̃H1K
∑K

j=1 d̃
H
1j , j 6= 1

y2 d̃H21 d̃H22 · · · d̃H2K
∑K

j=1 d̃
H
2j , j 6= 2

...
...

...
. . .

...
...

yK d̃HK1 d̃HK2 · · · d̃HKK
∑K

j=1 d̃
H
Kj , j 6= K

To others
∑K

i=1 d̃
H
i1

∑K
i=1 d̃

H
i2 · · ·

∑K
i=1 d̃

H
iN

1

K

∑K
i,j=1 d̃

H
ij

i 6= 1 i 6= 2 i 6= K i 6= j

Focusing on row and column sums, Diebold & Yilmaz (2012, 2014) propose the Total

and Directional connectedness measures.

The sum of the GFEVD off-diagonal elements along each row of the Connectedness

table, labelled FROM index, measures the Directional connectedness from others to i-th

element of the table:

CHi←• =

K∑
j=1
j 6=i

d̃Hij (2.11)

The index in eq.(2.11) measures the vulnerability (or the exposure) of a certain series to

shocks originating in the remaining series for a given forecast horizon. Consequently, this

index of directional connectedness can be interpreted as a measure of the vulnerability of

series (e.g. regions) to systemic risk. The sum of the off-diagonal entries in the GFEVD

matrix along each column, labelled TO index, measures, for a given forecast horizon,

the Directional connectedness of the j-th element to others:

CH•←j =
K∑
i=1
i 6=j

d̃Hij (2.12)

The index in eq.(2.12) measures the contribution of a shock occurring to a series (e.g.

region) to the remaining series (e.g. regions).

Finally, the ratio between the sum of the off-diagonal entries in the GFEVD matrix and

the sum of its total elements, that is simply the average of the off-diagonal entries in

the GFEVD matrix, provides the Total connectedness index as:

CH =
1

K

K∑
i,j=1
i 6=j

d̃Hij (2.13)
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which is a measure of the inter-connectedness degree among different series (e.g. regions)

for a given forecast horizon.

2.3.2 The GNS connectedness measures

For the purpose of interpretation of the results, I follow the approach recently proposed

by Greenwood-Nimmo et al. (2015) which is based on constructing a block aggregation

matrix from the GFEVD matrix, according to a certain aggregation scheme, arbitrarily

defined.

In particular, given the K-dimensional vector of endogenous variables, the first step of

the Greenwood-Nimmo et al. (2015) methodology (GNS) consists of re-normalizing the

GFEVD matrix, such that CHR = K−1DH . The use of the re-normalization allows to

obtain the connectedness measures, entering in CHR , expressed as a portion of the total

H-step forecast error variance (FEV) of the whole system.

After ordering (or re-ordering) the K endogenous variables, yt = (y1t, . . . , yKt)
′, con-

sistently to a selected scheme, it is possible to aggregate the endogenous variables into

N groups. Since the generalized FEV approach is not sensitive to the ordering of the

variables, the re-ordering procedure is not constrained to a particular scheme.

Suppose that the K endogenous variables are aggregated into N groups, where each

n-th group contains a specific number of endogenous variables, Kn, with n = 1, . . . , N .

Greenwood-Nimmo et al. (2015) suggest to rewrite the above described K ×K general-

ized forecast error variance decomposition (GFEVD) matrix at H-step ahead, DH , as

follows:

CHR
(K×K)

= K−1



CH
1←1 ... CH

1←K1
CH

1←K1+1 ... CH
1←K1+K2

... CH
1←K

...
. . .

...
...

. . .
...

. . .
...

CH
K1←1 ... CH

K1←K1
CH

K1←K1+1 ... CH
K1←K1+K2

... CH
K1←K

CH
K1+1←1 ... CH

K1+1←K1
CH

K1+1←K1+1 ... CH
K1+1←K1+K2

... CH
K1+1←K

...
. . .

...
...

. . .
...

. . .
...

CH
K1+K2←1 ... CH

K1+K2←K1
CH

K1+K2←K1+1 ... CH
K1+K2←K1+K2

... CH
K1+K2←K

...
. . .

...
...

. . .
...

. . .
...

CH
K←1 ... CH

K←K1
CH

K←K1+1 ... CH
K←K1+K2

... CH
K←K


(2.14)

where the n-th block, labelled as Cn←m, for n,m = 1, . . . N , can be defined as:

CHn←m
(n×m)

= K−1


CH
K̃n+1←K̃m+1

. . . CH
K̃n+1←K̃m+Km

...
. . . . . .

CH
K̃n+Kn←K̃m+1

. . . CH
K̃n+Kn←K̃m+Km

 (2.15)
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where K̃n =
∑n−1

n=1Kn
6. Therefore, the GFEVD matrix can be represented as a block

matrix, one for each of the N groups:

CHR
(K×K)

=


CH1←1 CH1←2 . . . CH1←N
CH2←1 CH2←2 . . . CH2←N

...
...

. . .
...

CHN←1 CHN←2 . . . CHN←N

 (2.16)

As stated by Greenwood-Nimmo et al. (2015), the blocks lying on the diagonal of CHR
in eq.(2.16), that is the CHn←n matrices, provide information on the within-group FEV

contributions. For the n-th group, the Total within-group FEV contribution is computed

as follows:

WH
n←n = 1′Kn

CHn←n1Kn (2.17)

where 1Kn is aKn×1 vector of ones. The Total within-group measures the contribution of

the variables entering a group to its own H-step ahead FEV (see also Park & Shin, 2017).

The off-diagonal blocks entering in CHR , that is the CHn←m matrices, with n 6= m, provide

information on the spillover effects among two different groups. In a similar fashion to

the pairwise connectedness measures proposed in the DY approach, Greenwood-Nimmo

et al. (2015) define the spillover effect from group m to group n as:

FHn←m = 1′Kn
CHn←m1Km (2.18)

while the spillover effect to group m from group n as:

T Hm←n = 1′Km
CHm←n1Kn (2.19)

It is important to note that FHn←m and T Hn←m coincide.

Furthermore, Greenwood-Nimmo et al. (2015) provide a set of “system-wide” connect-

edness measures. In particular, the total From, To and Net contributions for group n

can be defined as follows:

6As discussed by Greenwood-Nimmo et al. (2015), the number of variables for each group can be
different among groups.
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FHn←• =
N∑

m=1,m 6=n
FHn←m , T H•←n =

N∑
m=1,m 6=n

T Hm←n and NH
•←n = T H•←n −FHn←• (2.20)

where FHn←• measures the contribution to the FEV of the n-th group from the rest of the

system, T H•←n measures the contribution of the n-th group to the FEV of the remaining

groups and NH
•←n measures to what extent the n-th group is a net transmitter or receiver

of spillover effects.7

Finally, Greenwood-Nimmo et al. (2015) introduce two additional measures of connect-

edness: the Dependence and the Influence index. The Dependence index (On) measures

to what extent the n-th group is affected by external conditions:

OHn =
FHn←•

WH
n←n + FHn←•

(2.21)

with 0 ≤ OHn ≤ 1. In particular, the role of external shocks in the conditions of group

n decreases as OHn tends to zero, while the importance of external conditions increases

as OHn becomes closer to one. The Influence index (In) provides a measure of the role

played by group n as influencer of the system:

IHn =
NH
•←n

T H•←n + FHn←•
(2.22)

with −1 ≤ IHn ≤ 1. The use of the Influence index allows to determine whether the n-th

group is a net shock recipient (−1 ≤ IHn < 0), a net shock transmitter (0 < IHn ≤ 1) or

neither of the two roles (IHn = 0) (see Greenwood-Nimmo et al., 2015).

2.3.3 Estimation procedure

2.3.3.1 Shrinkage estimators

Given a relatively large number of endogenous variables (K = 20) in the VAR model,

I use a Lasso-VAR approach where the current values of the K endogenous variables

are considered as dependent variables and their lagged values are treated as explanatory

7Furthermore, Greenwood-Nimmo et al. (2015) define other two aggregate connectedness measures
which can be derived from eqs.(2.17) and (2.20). The former (labelled aggregate “Heatwave” index)
HH =

∑N
n=1W

H
n←n, provides a measure of the importance of own (local) conditions for the whole

system, while the latter (aggregate “Spillover” index), SH =
∑N

n=1 F
H
n←• ≡

∑N
n=1 T

H
•←n, captures

the magnitude of spillover effects among groups. Note that HH + SH = 1 and
∑N

n=1N
H
•←n = 0, by

construction.
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variables (Hsu et al., 2008; Davis et al., 2016).

The LASSO (Least Absolute Shrinkage and Selection Operator) regularization technique

was originally introduced by the research of Tibshirani (1996). The LASSO, which

provides estimation and variable selection, is particularly attractive when the unknown

parameters are greater than the number of observations. In such as context, the LASSO

shrinks the coefficient to exact zero, generating sparsity in the model representation.

In linear regression models, considering a vector of responses, yt = (y1, . . . , yT )′ ∈ R,

and K independent variables, xjt = (xj1, . . . , xjT )′ ∈ RK , with j = 1, . . . ,K, the LASSO

estimator solves the following convex optimization problem:

β̂LASSO = arg min
(β0,βj)∈RK+1

{ T∑
t=1

(
yt−β0−

K∑
j=1

βjxjt

)2}
subject to

K∑
j=1

|βj | ≤ c (2.23)

Alternatively, using the Lagrange multiplier, one can write eq.(2.23) as follows:

β̂LASSO = arg min
(β0,βj)∈RK+1

‖y − β0 −
K∑
j=1

βjxj‖2`2 + λ‖βj‖`1 (2.24)

where ‖y − β0 −
∑K

j=1 βjxj‖2`2 = ‖u‖2`2 = (
√∑T

t=1 u
2
t )

2 is the square of the Euclidean

norm of the vector u, while the second part of the minimization problem is the `1-norm,

that is ‖βj‖`1 =
∑K

j=1 |βj |. Furthermore, c ≥ 0, or alternatively λ ≥ 0, is a tuning

parameter which controls the amount of shrinkage (Tibshirani, 1996).

Although the LASSO estimation procedure has seen a large number of applications in

literature during the last two decades, it has also been criticized by some authors.

For example, it has been argued that LASSO does not perform well in terms of prediction

power when the variables are highly correlated (Tibshirani, 1996). Furthermore, as Zou

& Hastie (2005) point out, in case of high correlation among variables, LASSO does

not encourage group selection, that is if two or more variables display high correlation,

a selection method should include the whole group whether one of those variables is

selected.

To this end, Zou & Hastie (2005) propose the so-called Elastic net (ENET) estimator

which solves the following optimization problem:

β̂ENET = arg min
(β0,βj)∈RK+1

‖y − β0 −
K∑
j=1

βjxj‖2`2 + λ
K∑
j=1

[
α|βj |+ (1− α)β2

j

]
(2.25)
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where the elastic net penalty, α‖β‖`1 + (1− α)‖β‖2`2 , is a convex combination of the `1-

norm (LASSO) and `2-norm (Ridge regression).8 Whether α = 1, the elastic net penalty

becomes the LASSO penalty. Oppositely, fixing α = 0, the penalty turns into the Ridge

regression. In particular, according to Zou & Hastie (2005), the `1-norm ensures au-

tomatic variables selection and shrinkage, simultaneously, while the Ridge regression’s

penalty encourages group selection, improving the prediction power of the estimator.

Moreover, Fan & Li (2001) argue that the LASSO estimator does not simultaneously

respect the so-called oracle-properties, that is an ideal penalized least square procedure

must i) identify the correct model whenever the right regularization parameter is chosen

(consistency in variable selection), and ii) it has an asymptotically normal distribution9.

Zou (2006) proposes an alternative version of the LASSO estimator, the Adaptive

LASSO (ALASSO), where different weights are used for the penalization of each co-

efficient. The ALASSO is the estimator which solves the following convex optimization

problem with the `1 penalty:

β̂ALASSO = arg min
(β0,βj)∈RK+1

‖y − β0 −
K∑
j=1

βjxj‖2`2 + λ
K∑
j=1

ŵj |βj | (2.26)

where ŵj is a vector of j “adaptive” weights. In literature, the weights are generally

defined as ŵj = 1/|β̂j |γ , where β̂ is a root-n-consistent estimator of β and γ > 0. As

reported in Zou (2006), under specific conditions, that is the weights are data-dependent

and suitably defined, the ALASSO estimator is consistent in choosing the right subset

of variables and asymptotically normal. Therefore, differently from the Elastic net, the

Adaptive LASSO estimator respects the oracle properties.

Nevertheless, the ALASSO penalization does not achieve the performance in terms of

stability of the Elastic net. For this reason, Zou & Zhang (2009) propose an alternative

penalization which combines the Adaptive LASSO penalization and the ridge regression,

the Adaptive Elastic net (AdaEnet). The resulting estimator is defined as follows:

β̂AdaEnet = arg min
(β0,βj)∈RK+1

‖y − β0 −
K∑
j=1

βjxj‖2`2 + λ
K∑
j=1

[
α ŵj |βj |+ (1− α)β2

j

]
(2.27)

where the adaptive weights are generally constructed as ŵj = 1/β̂γEnet, with γ > 0. As

demonstrated by Zou & Zhang (2009), the Adaptive Elastic net has the oracle prop-

erties and, at the same time, the use of the `2 penalty provides stability in case of

8The expression in eq.(2.25) refers to what Zou & Hastie (2005) define the näıve elastic net, which is
then rescaled to obtain the elastic net estimator (see also Zou & Zhang, 2009).

9Cfr. also Zou (2006) for a further explanation of the oracle properties.



2.3. EMPIRICAL METHODOLOGY 48

high-dimensional data.

2.3.3.2 LASSO-VAR(1) model

Since the K-dimensional time series are not stationary, I estimate a sparse VAR(1)

model fitted to the first order difference of the logit transformation of the loan default

rates, by using the Adaptive Elastic net estimator proposed by Zou & Zhang (2009). In

particular, given a K-dimensional vector of time series, yt = (y1t, . . . , yKt)
′, the model

has the following reduced form representation:

∆yt = δ +A1∆yt−1 + ut (2.28)

where A1 is the K ×K coefficients matrix of the lagged variables, ∆yt−1, δ is a K × 1

vector of constant terms and ut ∼ N(0,Σu) are the white-noise disturbances with a

non-singular covariance matrix, E(utu
′
t) = Σu, which is not assumed to be diagonal.

Recently, a large number of researchers have shown the attractiveness of estimating

the sparse VAR process through the estimation of K separate equations (see Kock &

Callot, 2015; Demirer et al., 2017). In line with this strand of literature, I carry out with

an equation-by-equation VAR estimation by using the version of the Adaptive Elastic

net used in the study of Demirer et al. (2017), which solves the following optimization

problem for each of the K equations:

β̂k,AdaEnet = arg min
(δ,βj)∈RK+1

‖∆yt−δ−
K∑
j=1

βj∆yjt−1‖2`2 +λ
K∑
j=1

ŵj

[
α|βj |+(1−α)β2

j

]
(2.29)

where βj , j = 1, . . . ,K, is the j-th row vector of the K × K coefficient matrix, A1,

and ŵj = 1/|β̂j,OLS |γ , with γ = 1, is the j-dimensional vector of weights. In order to

estimate the model, I fix α = 0.5 and I select the tuning parameter, λ, by applying a

10-fold cross validation equation by equation, separately (see also Bonaldi et al., 2015).10

As stated by Demirer et al. (2017), the use of a LASSO-based estimator produces sparsity

on the coefficient matrix, however no sparsity is imposed on the resulting covariance

matrix of VAR residuals.11

10The computational analysis is run by using the glmnet package in R developed by Friedman et al.
(2010), which uses algorithms based on cyclical coordinate descent methods. I allow the glmnet package
to standardize the covariates, that is 1

T

∑T
t=1 xjt = 0 and 1

T

∑T
t=1 x

2
jt = 1. Once standardizing the

variables, the glmnet package always returns the coefficients to the original scale, automatically.
11See Demirer et al. (2017) for further details.
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Once the sparse VAR(1) model is estimated, I construct the GFEVD matrix, DH , with

a the generic entry defined as follows:

dHij =
σ−1
jj

∑H−1
h=0 (e′iΨ

∗
hΣuej)

2∑H−1
h=0 (e′iΨ

∗
hΣuΨ∗′h ei)

(2.30)

Since the endogenous variables enter the model in their first order difference, I construct

the GFEVD by computing the cumulative Moving Average (MA) coefficients matrices,

Ψ∗h, at forecast horizon h. In my analysis, all the connectedness measures retrieved from

the GFEVD are computed by considering a four-quarter forecast horizon (H = 4).

2.4 Data

I use data for default rates on loans to three categories of the private sector, that is

consumer households (consumers), non-financial firms (nfi) and producer households

(producers), in the 20 Italian regions, for a total of 4800 observations. According to

the definition provided by Bank of Italy, the default rate on loans in a certain quarter

t is the ratio between the amount of credit used by borrowers who become “adjusted

bad debtors” during the observed quarter t and the amount of credit used by all the

borrowers, not classified as “adjusted bad debtors” by the Central Credit Register, at

the end of the previous quarter, t− 1 (see also Bofondi & Gobbi, 2004).

The dataset, collected from the publicly-available database of Bank of Italy, includes

quarterly frequency observations over the period 1996Q1 − 2015Q4.12 In my analysis, I

use the NUTS1 and NUTS2 classifications imposed by the European Commission. For

the Italian case, the former comprises of 5 groups of regions (or macro-regions), while

the latter refers to the 20 regions (see Table 2.2).

Figures 2.1, 2.2 and 2.3 show the K = 20 regional loan default rate time series for each

of the three categories of the private sector.

In general, the loan default rates reported by the Southern and Insular regions exhibit

the highest values over the whole observed period. The loan default rates for consumer

households (see Figure 2.1) show a decreasing trend with low values of the ratio reported

in the last part of the sample. The loan default rates for non-financial firms show a rising

pattern, especially the ones reported by the Northern and Central regions, over the last

quarters (see Figure 2.2). Finally, Figure 2.3 shows that the loans default rate series

for producer households tend to remain steady in the most of the Northern and Central

regions, with the exception of Lazio, while there is evidence of a decline in the value of

12The missing values in the default rate on loan facilities series are replaced by linear interpolation.
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Figure 2.1: Default rates on loan facilities (in percentage) for Consumer households in
the Italian regions, from 1996Q1 to 2015Q4.
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Figure 2.2: Default rates on loan facilities (in percentage) for Non-financial firms in
the Italian regions, from 1996Q1 to 2015Q4.
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Figure 2.3: Default rates on loan facilities (in percentage) for Producer households in
the Italian regions, from 1996Q1 to 2015Q4.
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Table 2.2: Italian regions grouped at NUTS 1 (macro-regional) level.

Northwest Northeast

Aosta Valley Emilia-Romagna
Liguria Friuli Venezia-Giulia
Lombardy Trentino Alto-Adige
Piedmont Veneto

Centre South

Lazio Abruzzo
Marche Apulia
Tuscany Basilicata
Umbria Calabria

Campania
Islands Molise

Sardinia
Sicily

Note. Mezzogiorno includes the Southern regions
and the islands of Sardinia and Sicily.

the ratio reported by some Southern regions.

Following Virolainen (2004), Foglia et al. (2009) and Guarda et al. (2012), I apply the

logit transformation to the loan default rate series:

yikt = ln

(
pikt

1− pikt

)
(2.31)

where pikt is the default rate on loan facilities reported in the i-th category of the private

sector, for the k-th variable (region) at time t. Since the loan default rate, pikt, ranges in

the interval [0, 1], the “logit transformation” in eq.(2.31) extends the boundary, moving

to an unconstrained space of values, yikt ∈ [−∞,+∞].

Table 2.3 shows the results of the Augmented Dickey-Fuller (ADF) test for the presence

of unit roots in the time series under investigation. According to the Dickey-Fuller

critical values, the null hypothesis, that is the time series are not stationary, is not

rejected for almost all the time series. The non-stationarity is also confirmed by the use of

the Kwiatkowski-Phillips-Schmidt-Shin (KPSS) unit root test proposed in Kwiatkowski

et al. (1992), which tests for the null hypothesis that the series is level or trend stationary

(see Table 2.4). Therefore, I fit a VAR model to the first order difference of the logit

transform of loan default rate series, “∆logit”. Since the DY methodology, based on

the GFEVD, requires the VAR residuals to be Gaussian, I employ the Jarque-Bera (JB)

test. As can be seen from Table 2.5, the null hypothesis, that is the estimated residuals

are normally distributed, cannot be rejected at 95% confidence level, for most of the

loan default rates series.
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Table 2.4: KPSS unit root test on the logit transformation of the regional default
rates series.

Consumer Households Non Financial Firms Producer Households

` = 2 ` = 4 ` = 6 ` = 2 ` = 4 ` = 6 ` = 2 ` = 4 ` = 6

PIEDMONT 0.532 0.351 0.269 0.368 0.264 0.215 0.427 0.306 0.244
AOSTA VALLEY 0.346 0.280 0.240 0.152 0.173 0.168 0.057 0.061 0.072
LIGURIA 0.583 0.382 0.287 0.381 0.271 0.224 0.420 0.319 0.264
LOMBARDY 0.446 0.309 0.245 0.553 0.354 0.271 0.513 0.336 0.259
VENETO 0.491 0.324 0.251 0.578 0.375 0.282 0.403 0.281 0.226
FRIULI VG 0.456 0.319 0.257 0.333 0.255 0.217 0.384 0.297 0.259
EMILIA ROMAGNA 0.529 0.350 0.265 0.341 0.244 0.203 0.477 0.330 0.262
TRENTINO AA 0.402 0.300 0.245 0.352 0.272 0.234 0.135 0.124 0.120
TUSCANY 0.600 0.386 0.294 0.529 0.346 0.264 0.569 0.373 0.286
UMBRIA 0.408 0.318 0.266 0.417 0.322 0.260 0.278 0.206 0.173
MARCHE 0.525 0.345 0.267 0.407 0.289 0.233 0.330 0.243 0.207
LAZIO 0.613 0.401 0.301 0.554 0.367 0.278 0.592 0.384 0.290
ABRUZZO 0.514 0.337 0.257 0.435 0.303 0.243 0.529 0.358 0.274
MOLISE 0.448 0.329 0.266 0.203 0.160 0.135 0.228 0.196 0.169
CAMPANIA 0.611 0.397 0.296 0.575 0.380 0.290 0.608 0.401 0.306
PUGLIA 0.625 0.401 0.301 0.583 0.386 0.294 0.601 0.393 0.299
BASILICATA 0.496 0.343 0.269 0.344 0.273 0.229 0.178 0.211 0.209
CALABRIA 0.601 0.391 0.296 0.554 0.370 0.287 0.345 0.268 0.236
SICILY 0.606 0.391 0.294 0.607 0.387 0.291 0.531 0.367 0.280
SARDINIA 0.595 0.388 0.289 0.609 0.395 0.296 0.564 0.372 0.284

Note. The table reports the KPSS unit root test statistic, computed for the logit transformation of the 20
regional series of loan default rates, where the null hypothesis is that the series is stationary around a trend.
The test statistics are reported for each of the three private sector categories and for different lag parameter
truncation, ` = 2, ` = 4 and ` = 6 (see Kwiatkowski et al., 1992). The critical value at 5% (0.146) is also
reported.

2.5 Results

2.5.1 Total connectedness index

I compute the Total connectedness index, e.g. a proxy of the spatial dependence, by

taking the average of the off-diagonal elements in the generalized forecast error variance

decomposition (GFEVD) matrix. In this analysis, I focus on a forecast horizon equal to

four quarters (H = 4). The index provides a measure of the total connection between

regional default rates on loan facilities (as suggested by Diebold & Yilmaz (2012, 2014),

see eq.(2.13)). First, I focus on the static measure of the Total connectedness index which

is obtained through the estimation of the lasso VAR(1) model fitted to the K = 20 re-

gional default rate series over the full sample period (1996Q2−2015Q4). The estimation

exercise and the corresponding results, reported in the rest of the Section, refer to an

analysis conducted for each of the three private sub-sectors (consumer households, non-

financial firms and producer households), separately. The static, unconditional, analysis
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Table 2.5: Jarque-Bera test on the residuals of the VAR model fitted to the ∆ logit
transformation of the regional loan default rates series.

Consumer Households Non Financial Firms Producer Households

Statistic p-value Statistic p-value Statistic p-value

PIEDMONT 2.498 0.287 4.03 0.133 5.114 0.078
AOSTA VALLEY 1.558 0.459 0.493 0.781 28.634 0.000
LIGURIA 2.785 0.248 1.233 0.540 1.076 0.584
LOMBARDY 480.093 0.000 1.117 0.572 1.592 0.451
VENETO 105.406 0.000 0.206 0.902 1.075 0.584
FRIULI VG 5.101 0.078 3.179 0.204 1.164 0.559
EMILIA ROMAGNA 0.141 0.932 350.322 0.000 13.798 0.001
TRENTINO AA 0.031 0.985 1.584 0.453 6.079 0.048
TUSCANY 7.053 0.029 1.108 0.575 0.466 0.792
UMBRIA 125.254 0.000 0.011 0.994 0.121 0.941
MARCHE 3.091 0.213 1.768 0.413 0.577 0.75
LAZIO 58.893 0.000 0.207 0.902 0.176 0.916
ABRUZZO 4.565 0.102 25.587 0.000 3.246 0.197
MOLISE 0.049 0.976 2.787 0.248 0.275 0.871
CAMPANIA 6.514 0.038 24.836 0.000 1.171 0.557
APULIA 1.890 0.389 8.829 0.012 0.507 0.776
BASILICATA 8.429 0.015 0.672 0.715 4.229 0.121
CALABRIA 4.315 0.116 1.274 0.529 17.018 0.000
SICILY 3.450 0.178 3.247 0.197 1.928 0.381
SARDINIA 0.260 0.878 1.946 0.378 1.843 0.398

Note. The table reports the Jarque-Bera (JB) test statistic computed for the series of residuals obtained
through the estimation of a sparse VAR(1) model for the three private sector categories. The statistics
are compared with the critical value of a Chi-squared distribution with 2 degrees of freedom, that is
χ2(2) = 5.99, at 5% significance level. P-values are also reported.

shows that the consumer households sector reports the highest value of the Total con-

nectedness measure (54.6%), while the index is relatively lower for producer households

(41.3%) and non-financial firms (35.8%).

Following Diebold & Yilmaz (2012, 2014), I also compute a time-varying measure of

the Total connectedness index as well as of the pairwise and total directional indices

suggested by Greenwood-Nimmo et al. (2015), using a rolling estimation window width

equal to 63 quarters, with a starting sample which covers the 1996Q2 − 2011Q4 time

period. Similarly to the full-sample analysis, I use a forecast horizon equal to four quar-

ters (H = 4).

Figure 2.4 shows the time-varying Total connectedness index (black line) for consumer

households (panel a), non-financial firms (panel b) and producer households (panel c).

For each panel, I also report the unconditional values (dotted line) of the index (the

ones reported above), which can be interpreted as the long-run equilibrium. As can

be seen from Figure 2.4 (panel a), the time-varying analysis shows that there is some

evidence of an increase of spatial dependence among consumer households, since the

Total connectedness index is above the long-run equilibrium over the second part of the
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Figure 2.4: Time-varying Total connectedness index (in percentage) at H = 4 steps
ahead, 2011Q4− 2015Q4.
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Note. The figure shows the time-varying Total connectedness index (black line) using a rolling estimation
window width equal to 63 quarters, with a starting sample which covers 1996Q2−2011Q4, and a forecast
horizon equal to four quarters (H = 4). The time-varying Total connectedness index is reported for
each of the three private sub-sectors: consumer households (panel a), non-financial firms (panel b) and
producer households (panel c). The static, unconditional, Total connectedness index values (dotted
line) are also reported: 54.6% (consumer households), 35.8% (non-financial firms) and 41.3% (producer
households).
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sample. In particular, the Total connectedness index rises from 55.1% to 60.4% between

2012Q2 and 2015Q1, before getting back to the long-run value (the index is equal to

55.3% in the last quarter of 2015). Also for producer households (see Figure 2.4, panel

c), there is evidence of an increase in the Total connectedness index (the average value,

over the 2011Q4 − 2015Q4, is 45.9%) since it is above the long-run value of 41.3%.

Given the long-run value of the Total connectedness index for non-financial firms equals

35.8%, this private sector category manifests evidence of an increase in the total default

connectedness over 2011Q4 − 2012Q4, and a subsequent fall in the index over the last

three years of the sample under investigation (see Figure 2.4, panel b).

2.5.2 GNS Results

In this section, I report the results of the H = 4 steps ahead connectedness analysis, con-

ducted by using the approach proposed in the study of Greenwood-Nimmo et al. (2015).

In particular, these results refer to a specific aggregation scheme of the K = 20 regional

loan default rate series into N = 5 groups of regions, that is Northwest, Northeast, Cen-

tre, South and Islands. Similarly to the analysis of the Total connectedness index, all

the measures reported in this section concern the estimation of the lasso VAR(1) models

for each of the three private sub-sectors (consumer households, non-financial firms and

producers households).

I first focus on the static connectedness measures obtained by exploiting the full-sample

(1996Q2− 2015Q4) information.

Table 2.6 shows the group connectedness matrix for consumer households (panel a),

non-financial firms (panel b) and producer households (panel c). Each panel shows the

Total within-group forecast error variance (FEV) contributions, for each of the N groups,

that is the elements on the main diagonal (see eq.(2.17)), and the off-diagonal elements

which measure the pairwise spillovers among the groups (see eqs.(2.18) and (2.19)). It

is important to observe that the values reported in Table 2.6, together with all the

results presented in the rest of the chapter, are expressed, given the above-mentioned

re-normalization proposed by Greenwood-Nimmo et al. (2015) (see Section 2.3.2), as a

percentage of the FEV computed for the whole system. The Total within-group index

reflects the importance of the local factors in each group, and the higher is the value as-

sociated with this measure the stronger is their contribution to the own-group domestic

conditions.
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Table 2.6: Group connectedness matrix. Full sample estimation (1996Q2 −
2015Q4), H = 4 steps ahead.

Northwest Northeast Centre South Islands

Northwest 10.786 1.485 2.567 3.817 1.346
Northeast 2.701 12.312 1.665 2.569 0.752
Centre 2.148 1.221 10.642 5.153 0.836
South 3.756 1.867 3.826 18.994 1.557
Islands 1.609 0.535 1.064 2.441 4.350

(a) Consumer households.

Northwest Northeast Centre South Islands

Northwest 13.150 1.832 1.065 3.513 0.440
Northeast 2.162 14.341 1.109 1.633 0.755
Centre 2.331 1.690 13.120 2.665 0.194
South 2.292 1.172 1.001 24.717 0.818
Islands 1.206 0.951 0.163 1.737 5.942

(b) Non-financial firms.

Northwest Northeast Centre South Islands

Northwest 12.354 1.787 1.986 2.986 0.887
Northeast 2.720 12.816 1.539 2.310 0.615
Centre 2.372 1.493 12.479 3.121 0.535
South 3.167 1.356 1.867 22.812 0.798
Islands 0.530 0.641 0.818 1.101 6.910

(c) Producers households.

Note. The table reports the static group connectedness matrix obtained through a full sample
estimation (1996Q2 − 2015Q4), by using a forecast horizon equal to four quarters (H = 4).
The measures are reported for each of the three private sector categories: consumer households
(panel a), non-financial firms (panel b) and producer households (panel c). In each panel, the
main diagonal elements give the Total within-group forecast error variance (FEV) contribu-
tions, for each of the N = 5 groups (see eq.(2.17)). The off-diagonal elements give the spillover
effects among the groups (see eqs.(2.18) and (2.19)). The values are expressed as a percentage
of the FEV computed for the whole system.

The results shown in Table 2.6 do not reveal large differences among the three cat-

egories of the private sector (consumer households, non-financial firms and producer

households). More specifically, in each sector, the Total within-group indices tend to be

larger than the off-diagonal measures, with the highest values recorded in the South of

Italy (19%, 24.7% and 22.8%, respectively). Contrary to the South, the other macro-

region in the Mezzogiorno, Insular Italy, shows a relatively small contribution of local

factors, for all three private sub-sectors (4.4%, 5.9% and 6.9%). The results for North-

west, Northeast and Centre are similar among the three private sub-sectors. The values

of the index for consumer households are 10.8%, 12.3% and 10.6%, respectively; the

ones for non-financial firms are 13.2%, 14.3% and 13.1%, respectively, and the ones for

producer households are 12.4%, 12.8% and 12.5%, respectively.
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2.5.2.1 Static total directional analysis

I also focus on the Dependence score which is presented in Table 2.7, together with the

other aggregate connectedness measures. The Dependence score (OHn ), with 0 ≤ OHn ≤
1, measures the relative importance of an external shock for a certain group. Large values

(OHn → 1) indicates that the group largely depends on external conditions, while small

values (OHn → 0) reveal low degree of exposure to external shocks. The results in Table

2.7 indicate that Insular Italy has the highest dependence value for consumer households

(0.57) and non-financial firms (0.41), decisively above the corresponding average values

(0.45 and 0.31, respectively), while the scores are more similar for producer households,

with the Northwest and Centre of Italy sharing the largest value (0.38). These results

are also presented in three quantile maps, one for each private sub-sector (see Figure

2.5, panel a).

Additional information on the transmission mechanism of spillovers among groups might

arise from the aggregate measures presented in Table 2.7.

In particular, I focus on those measures which provide information on the role played

by a specific group as a shock contributor (or receiver).

The contribution of specific-group conditions to the FEV of the whole system is measured

by the To index. It can be seen from the results in Table 2.7 that the group contribut-

ing the most is the South of Italy, where the values of the To index, 13.98% (consumer

households), 9.55% (non-financial firms) and 9.52% (producer households), decisively

exceed the corresponding average values (8.58%, 5.75% and 6.53%, respectively). The

next largest values are reported by the Northwest of Italy: 10.21% (consumer house-

holds), 7.99% (non-financial firms) and 8.79% (producer households). Oppositely, I find

that Insular Italy has the lowest contribution to the whole FEV for consumer households

(4.50%), non-financial firms (2.21%) and producer households (2.84%), less than half of

the average values.

These results are confirmed by looking at the Net index shown in Table 2.7. In fact, the

net contributor in terms of spillovers is the South of Italy in all the three private sub-

sectors: 2.98% (consumer households), 4.27% (non-financial firms) and 2.33% (producer

households). These high values, driven by the remarkable relative large magnitude of the

TO indices, highlight a leading role of the South of Italy in contributing to the system-

wide risk. The second ranked is the Northwest of Italy: 1.00% (consumer households),

1.14% (non-financial firms) and 1.14% (producer households). If I focus on the lowest

values reported in Table 2.7, the ranking reveals that the net receiver is the North-

east of Italy for consumer households and producer households, −2.58% and −1.91%

respectively, while the smallest Net index is reported by the Centre of Italy, −3.54%,
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Table 2.7: Aggregate connectedness measures. Full sample estimation
(1996Q2− 2015Q4), H = 4 steps ahead.

Within From To Net Dep. Infl.

Consumers

Northwest 10.786 9.214 10.214 1.000 0.461 0.051
Northeast 12.312 7.688 5.108 -2.580 0.384 -0.202
Centre 10.642 9.358 9.122 -0.236 0.468 -0.013
South 18.994 11.006 13.980 2.974 0.367 0.119
Insular 4.350 5.650 4.491 -1.158 0.565 -0.114

Average 11.417 8.583 8.583 0.000 0.449 -0.032

Firms

Northwest 13.150 6.850 7.991 1.141 0.343 0.077
Northeast 14.341 5.659 5.645 -0.014 0.283 -0.001
Centre 13.120 6.880 3.339 -3.541 0.344 -0.347
South 24.717 5.283 9.549 4.266 0.176 0.288
Insular 5.942 4.058 2.206 -1.852 0.406 -0.296

Average 14.254 5.746 5.746 0.000 0.310 -0.056

Producers

Northwest 12.354 7.646 8.789 1.143 0.382 0.070
Northeast 12.816 7.184 5.277 -1.907 0.359 -0.153
Centre 12.479 7.521 6.210 -1.311 0.376 -0.096
South 22.812 7.188 9.518 2.330 0.240 0.139
Insular 6.910 3.090 2.835 -0.255 0.309 -0.043

Average 13.474 6.526 6.526 0.000 0.333 -0.017

Note. The table reports the values of the Within, From, To and Net
measures computed according to eqs.(2.17) and (2.20), for each of the
three private sector categories: consumer households, non-financial firms
and producer households. The values of these four indices are expressed
as a percentage of the FEV computed for the whole system. Dep. de-
notes the dependence index, OH

n , 0 ≤ OH
n ≤ 1 (see eq.(2.21)), while Infl.

denotes the influence index, IHn (see eq.(2.22)).
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Figure 2.5: Dependence and Influence indices. Full sample estimation (1996Q2 −
2015Q4), H = 4 steps ahead. N = 5 Italian groups of regions.

(a) Dependence index quantile maps.

(b) Influence index quantile maps.
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for non-financial firms.

Finally, the Influence index (−1 ≤ IHn ≤ 1) provides a measure of the role played

by a specific group as net receiver (−1 ≤ IHn < 0), transmitter (0 < IHn ≤ 1), or nei-

ther a net receiver or transmitter (IHn = 0). Substantially, for each group this score is

computed as the Net index normalized by the sum between the From and To measures.

Therefore, the results in Table 2.7, together with the quantile maps shown in Figure

2.5 (panel b), display additional evidence of the bigger role played by the South of Italy

as net influencer. In fact, for all the private sub-sectors, Southern regions show high

values of the index (0.12, 0.29 and 0.14, respectively), decisively above the correspond-

ing average values. Positive values are also reported by the Northwest of Italy: 0.05

(consumer households), 0.08 (non-financial firms) and 0.07 (producer households). The

remaining groups of regions report negative values of the Influence score. The Northeast

of Italy presents large negative values of the score for consumer households (−0.20) and

producer households (−0.15), while Central Italy (−0.35) and Insular Italy (−0.30) are

the largest net shock recipients for non-financial firms.

2.5.2.2 Rolling total directional analysis

Figures 2.6-2.10 show the time-varying connectedness measures.

Figure 2.6 shows the time-varying total Within-group index for all the three private

sub-sectors. From the chart, it can be seen that the results obtained for the uncondi-

tional analysis are also valid in the dynamic scenario. In fact, the values of the index

reported by consumer households tend to be smaller than the ones showed by non-

financial firms and producer households. Furthermore, notwithstanding a reduction

reported for consumer households and producer households, the South of Italy shows

the highest Within-group for all the three private sub-sectors, during the entire sample

period.

Figure 2.6 (panel a), which reports the results for consumer households, highlights a de-

creasing trend in the Within-group index in South of Italy (from 18.84% to 16.75%), with

the exception of the last 3 quarters, when the index increases again reaching 18.20%,

and Central Italy (−3.12% is the overall reduction during the whole sample). In the

Northwest of Italy, the index is stable around 10.50% until 2014Q4, before increasing

by 1.10 point percentage in the subsequent 4 quarters. The results for non-financial

firms shown in Figure 2.6 (panel b) reveal an overall increase in the own-group mea-

sure reported by the South of Italy (from 23.24% to 24.47%) and the Northeast of Italy

(from 12.64% to 14.43%). For producer households, I find that the index increases in
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Figure 2.6: Time-varying total Within-group index at H = 4 steps ahead, 2011Q4−
2015Q4. N = 5 Italian groups of regions.
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(c) Producer households

Note. The figure shows the time-varying total Within-group index (see eq.(2.17)) using a rolling esti-
mation window width equal to 63 quarters, with a starting sample which covers 1996Q2−2011Q4, and a
forecast horizon equal to four quarters (H = 4). The index is reported for each of the three private sub-
sectors: consumer households (panel a), non-financial firms (panel b) and producer households (panel
c). The values are expressed as a percentage of the FEV computed for the whole system.
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Central Italy by more than 1.50% during the whole period (10.41% is the value reported

in 2011Q4). Moreover, there is evidence of a reduction of the Within-group index in

Insular Italy until 2013Q1 before increasing in the rest of the sample (see Figure 2.6,

panel c). Oppositely, as shown in Figure 2.6 (panel c), the value of the index falls in

South of Italy, from 22.14% to 20.60% between 2011Q4 and 2015Q4.

Figure 2.7 displays the time-varying Dependence score for consumer households (panel

a), non-financial firms (panel b) and producer households (panel c). Similarly to the re-

sults obtained from the unconditional analysis, if I now turn to the dynamic analysis the

results highlight the large level of dependence reported by Insular Italy (around 0.60),

during the whole sample period, together with Central Italy (the index increases from

0.45 to 0.60 since 2011Q4, see Figure 2.7, panel a). For non-financial firms, the results

show that Insular Italy is the group reporting the largest degree of dependence from the

system, with an average value equal to 0.50 for the entire period (see Figure 2.7, panel

b). The results in Figure 2.7 (panel c) show that for producer households the group

which reports the highest score is Central Italy, with values of the index ranging from

0.40 to 0.50. High Dependence scores are also reported by the Northwest and Northeast

of Italy, with the same average value reported during the whole sample (0.38). Finally,

the Insular Italy shows an increasing trend in the Dependence index over the period

2011Q4 − 2013Q1 reaching its peak (0.49), before reducing to 0.30 at the end of the

sample period.

Figure 2.8 presents the To connectedness index obtained from the rolling-window esti-

mation. The charts shown in Figure 2.8 (panel a) validate the unconditional results,

that is a relevant contribution to the system-wide FEV arising from the South of Italy

during the whole period (14% on average), for consumer households. In Central Italy,

the index is relatively stable around 8− 9%, before falling in the last 2 quarters of the

sample (from 9.02% to 6.19%). Oppositely, Insular Italy shows a marked increase by

3.37% in the value of the index (the value is 4.71% at the begin of the sample period).

For non-financial firms, Figure 2.8 (panel b) highlights relative low values of the To in-

dex, in particular those reported by Central Italy (4.07%, on average) and Insular Italy

(2.56%, on average), together with a sharp decline reported by the South of Italy since

2012Q3 (from 12.37% to 8.82%). Similarly, the results for producer households (Figure

2.8, panel c) show that the index falls by 3.84 point percentage in South of Italy, after

reaching a peak in 2013Q1, while there is evidence of a relevant increase in Northwest

of Italy during the 2014Q1 − 2015Q4 time span, when the index reaches its maximum

value (11.87%).
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Figure 2.7: Time-varying Dependence index at H = 4 steps ahead, 2011Q4−2015Q4.
N = 5 Italian groups of regions.
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(c) Producer households

Note. The figure shows the time-varying Dependence index (see eq.(2.21)) using a rolling estimation
window width equal to 63 quarters, with a starting sample which covers 1996Q2−2011Q4, and a forecast
horizon equal to four quarters (H = 4). The index is reported for each of the three private sub-sectors:
consumer households (panel a), non-financial firms (panel b) and producer households (panel c).
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Figure 2.8: Time-varying To index at H = 4 steps ahead, 2011Q4− 2015Q4. N = 5
Italian groups of regions.
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(c) Producer households

Note. The figure shows the time-varying To connectedness index (see eq.(2.20)) using a rolling estima-
tion window width equal to 63 quarters, with a starting sample which covers 1996Q2 − 2011Q4, and a
forecast horizon equal to four quarters (H = 4). The index is reported for each of the three private sub-
sectors: consumer households (panel a), non-financial firms (panel b) and producer households (panel
c). The values are expressed as a percentage of the FEV computed for the whole system.
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Figures 2.9 and 2.10 show the results for the time-varying Net and Influence index. As

mentioned before, these connectedness measures provide information on the role played

by a group (or entity) as net shocks transmitter or receiver. The Net and Influence

index are similar by construction (see Figures 2.9 and 2.10). In fact, the Influence score

for the i-th group is the ratio of its Net index to the importance of spillovers for that

group (measured by the sum of its From and To index). This normalization allows to

obtain values ranging from −1 to 1.

For these reasons, let me focus on commenting the results shown in Figure 2.10. The

predominant role played by South of Italy in the static analysis is not confirmed in the

dynamic estimation, for all the three private sub-sectors. For example, for consumer

households there is evidence of an increasing trend of the Influence score reported by

the Northwest of Italy since 2012Q2 (from around zero to 0.17 in 2015Q4), reaching

values of the index higher than the ones presented by Southern regions (see Figure 2.10,

panel a). Similarly, the relevant role played by South of Italy sharply decreases for pro-

ducer households. In fact, as shown in Figure 2.10 (panel c), in spite of relative large

values reported in the first part of the sample (with values of the score ranging around

0.20), the Influence score declines, reaching negative values in the last two quarters.

For non-financial firms, as can be seen from Figure 2.10 (panel b), the South of Italy

presents the highest Influence score (0.24, on average), together with the Northwest of

Italy (0.17, on average). Oppositely, Central Italy presents large negative values of the

index for all the three private sub-sectors during the whole time span. However, closer

inspection of the charts show that for consumer households and producer households,

also Insular Italy plays a negative role as net influencer, at least in the first part of the

sample, say since 2013 − 2014, before becoming positive in the last few quarters (see

Figure 2.10, panel a and panel c). For non-financial firms, Insular Italy shows negative

values, sharing the role of the group most influenced by the system together with Central

Italy (see Figure 2.10, panel b).

The total directional indices provide aggregate information on dependence (influence)

of one macro-region from (to) the rest of the country. Since my aim is to detect spatial

dependence arising from an increase in the “functional” distance (due to the Consolida-

tion process involving the Italian banking system), I focus on pairwise spillover analysis.

The full sample (static analysis) will explore all pairwise effects and the dynamic anal-

ysis based on rolling regression will focus only on the effects between Northern and

Mezzogiorno regions.
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Figure 2.9: Time-varying Net index at H = 4 steps ahead, 2011Q4− 2015Q4. N = 5
Italian groups of regions.
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(c) Producer households

Note. The figure shows the time-varying Net index (see eq.(2.20)) using a rolling estimation window
width equal to 63 quarters, with a starting sample which covers 1996Q2−2011Q4, and a forecast horizon
equal to four quarters (H = 4). The index is reported for each of the three private sub-sectors: consumer
households (panel a), non-financial firms (panel b) and producer households (panel c). The values are
expressed as a percentage of the FEV computed for the whole system.
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Figure 2.10: Time-varying Influence index at H = 4 steps ahead, 2011Q4− 2015Q4.
N = 5 Italian groups of regions.
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(c) Producer households

Note. The figure shows the time-varying Influence index (see eq.(2.22)) using a rolling estimation
window width equal to 63 quarters, with a starting sample which covers 1996Q2 − 2011Q4, and a
forecast horizon equal to four quarters (H = 4). The index is reported for each of the three private sub-
sectors: consumer households (panel a), non-financial firms (panel b) and producer households (panel
c).
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Table 2.8: Relative (to Within-group index) group connectedness matrix. Full
sample estimation (1996Q2− 2015Q4), H = 4 steps ahead.

Northwest Northeast Centre South Islands

Northwest 100.000 13.766 23.798 35.385 12.480
Northeast 21.940 100.000 13.521 20.866 6.111
Centre 20.182 11.471 100.000 48.420 7.858
South 19.774 9.829 20.143 100.000 8.195
Islands 36.983 12.307 24.464 56.119 100.000

(a) Consumer households.

Northwest Northeast Centre South Islands

Northwest 100.000 13.931 8.101 26.717 3.346
Northeast 15.077 100.000 7.733 11.388 5.263
Centre 17.764 12.879 100.000 20.313 1.479
South 9.273 4.742 4.051 100.000 3.308
Islands 20.305 16.011 2.741 29.242 100.000

(b) Non financial firms.

Northwest Northeast Centre South Islands

Northwest 100.000 14.464 16.075 24.167 7.184
Northeast 21.223 100.000 12.011 18.024 4.797
Centre 19.010 11.968 100.000 25.010 4.286
South 13.883 5.946 8.184 100.000 3.496
Islands 7.667 9.270 11.835 15.936 100.000

(c) Producers households.

Note. The table reports the static group connectedness matrix obtained through a full sample
estimation (1996Q2 − 2015Q4), by using a forecast horizon equal to four quarters (H = 4).
This table is constructed through a re-normalization of Table 2.6. In particular, the (i, j)-th
element entering each panel is normalized with respect to the Total within-group index of
group i. The measures (in percentage) are reported for each of the three private sub-sectors:
consumer households (panel a), non-financial firms (panel b) and producer households (panel
c).

2.5.2.3 Pairwise static analysis

I investigate the pairwise spillovers between groups, that is the measures entering in the

off-diagonal elements of the group connectedness matrix (see Table 2.6). Each of those

elements measures the contribution to the FEV of group i arising from group j (see

eqs.(2.18) and (2.19)).

Since the group connectedness matrix is not row-standardized, to better compare the

single contribution of a certain group to the FEV of the others, I need to compute

spillover measures that are normalized with respect, for example, to the importance of

each within-group condition. To this end, I compute the ratio between the contribution

of group j to the FEV of group i and the total Within-group index reported by group i

(see Table 2.8).
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In general, the pairwise spillover analysis shows a large contribution of the Southern re-

gions to the FEV of the other macro-regions, with the exception of the Northest which

is more affected by the Northwest. Whilst there is evidence of spatial spillover from

South to Northern regions, this is not true for the Islands, which are strongly affected

by Northern regions, especially for consumer households and non-financial firms.

As for consumer households (see Table 2.8, panel a), Southern regions show a large con-

tribution to FEVs of other groups. For example, the spillover from South to Northwest

accounts for 35.4% of the importance of local factors in Northwest, while the contribution

from Northwest to Southern regions is 19.8%. Large values are reported also from South

to Centre (48.4%) and from South to Islands (56.1%). The only exception is the largest

contribution from Northwest to Northeast (21.9%), slightly above than the spillover that

Northeast receives from South (20.9%). Central Italy reports large values of the cross-

group measures, including: the contribution to the FEV of Northwest (23.8%) and the

one of South (20.1%). The Islands are largely affected by Northern regions (especially

from the Northwest), with spillover indices equal to 37% (from Northwest) and 12.3%

(from Northeast). Oppositely, there is no evidence of default spillovers from the Islands

to Northern regions.

The largest contribution from Northwest to Northeast is more evident looking at the

results for non-financial firms (see Table 2.8, panel b). In fact, the value of the cross-

group measure is equal to 15.1%, decisively larger than the spillover from South to

Northeast (11.4%). Focusing on the other pairwise measures, there is evidence of a large

contribution from South to Northwest, 26.7% (the spillover from Northwest to South

accounts for less than 1/10 of its within-group measure), and from South to Islands,

29.2% (the spillover from Islands to South is only equal to 3.3%). The Centre of Italy

largely receives from both South (20.3%) and Northwest (17.8%), while its contribution

to the FEVs of other groups is negligible. Similarly to the results obtained for consumer

households, there is a large spillover effect from Northwest to Islands, 20.3% (the index

measuring the spillover from Islands to Northwest is only 3.3%), while the spillover from

the Northeast to Islands is lower, 16% (still above the spillover arising from Islands to

Northeast).

Finally, the results corresponding to pairwise spillover for producer households (see Ta-

ble 2.8, panel c) are similar to the results for non-financial firms. More specifically, there

is evidence of a large contribution from Northwest to Northeast, 21.2% (the spillover

from Northeast to Northwest is 14.5%). Once again, Southern regions show the largest

pairwise contributions, including: the one to the FEV of the Northwest (24.2%), the

Central Italy (25%) and the Islands (15.9%). The Islands are affected, also, by shocks

arising from Central Italy (the value of the spillover is 11.8%) and, to less extent, from

Northeast (9.3%) and Northwest (7.7%). Large spillover effects are also from Northwest

to Central Italy (19%).
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2.5.2.4 Pairwise rolling analysis

The static results are confirmed by using the time-varying cross-group spillovers com-

puted over the 2011Q4− 2015Q4 period, with a forecast horizon equal to four quarters

(H = 4) (see Figure 2.11).

As for consumer households (see Figure 2.11, panel a), the dynamic spillover index from

South to Northern regions is permanently above than the one from North to South, over

the whole forecast period. In particular, the average value of the spillover from South to

Northwest is 37.6% (slightly above the long-run value which is equal to 35%), while the

spillover from South to Northeast is 21.5% (the corresponding long-run value is 20.9%).

Oppositely, both Northwest and Northeast show a dynamic spillover effect to the Islands

larger than the one measured from the Islands to the Northern regions. The difference

between the spillover effects is particularly evident looking at the dynamic cross-group

measure from Northwest to Islands, whose average value is equal to 41.6% (above the

static pairwise measure, 37%).

The large contribution from South to Northern regions is confirmed also for non-financial

firms (see Figure 2.11, panel b). However, whilst the spillover from South to Northwest is

above its long-run value (26.7%) over the period 2011Q4−2013Q1, the dynamic spillover

decreases since the next quarter, showing an average value equal to 19.4%, over the rest

of the forecast period. The spillover from Northwest to South is in line with its long-run

value (9.3%). A similar pattern is found in the causality relationship between Northeast

and South-Italy. In particular, the spillover from South to Northeast decreases from

24% to 10.2% over the entire forecast period (the long-run value is equal to 11.4%).

The spillover from Northern regions to Islands is confirmed, given that I find an average

(over the whole forecast period) spillover from Northwest to Islands equal to 25.5% (the

long rung value is 20.3%), while the average spillover from Northeast is 22.5% (largely

above its long-run value, 16%).

Different results on the comparison between Northwest and South arise from the analysis

conducted on the producer households (see Figure 2.11, panel c). The Southern regions

show a large spillover to the Northeast over the whole forecast period (with an average

dynamic spillover, 20.2%, in line with the corresponding long-run value). The spillovers

from South to Northwest decreases over the forecast period. In fact, after increasing in

the 2011Q4−2013Q1, the value of the spillover from South to Northwest shows an aver-

age value of 21.7% (lower than the long-run value, 24.2%). The spillover from Northwest

to South reports an increase from 16% to 24.4% over the 2011Q4− 2015Q4. I also find

a decrease in the spillovers from the Northeast to the Islands, especially in the second

part of the sample. The spillover from Northeast to Islands shows a large increase in

the 2011Q4 − 2013Q1, before converging to similar values of the spillover arising from

the Islands. Finally, the comparison between the dynamic spillovers computed for the
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Figure 2.11: Time-varying Cross-group spillovers at H = 4 steps ahead, 2011Q4 −
2015Q4. North vs Mezzogiorno.
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(a) Consumer households
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(b) Non-financial firms
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(c) Producer households

Note. The figure shows the time-varying cross-group spillovers reported in Table 2.8, using a rolling
estimation window width equal to 63 quarters, with a starting sample observed over 1996Q2− 2011Q4,
and a forecast horizon equal to four quarters (H = 4). In particular, the figure shows the pairwise
spillovers between the Northern regions (Northwest and Northeast) and the Mezzogiorno regions (South
and Islands). The measures (in percentage) are reported for each of the three private sub-sectors:
consumer households (panel a), non-financial firms (panel b) and producer households (panel c).
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Northwest and the Islands does not reveal any additional information with respect to

the full sample analysis. In fact, both of the two spillover measures are similar, reporting

values in line with the corresponding long-run equilibria.

To summarize, I find evidence of an increase in default rates spatial dependence (relative

to the long-run value) for Italian regional default rates over a crisis period (2011Q4 −
2015Q4) associated with the last part of the observed sample. These empirical findings

are observed for all the three private sector categories, especially for the producer house-

holds.

Furthermore, the aggregated total directional indices suggest different dynamics for the

two macro-regions of the Mezzogiorno. While the Influence index suggests that the

South is the largest contributor of shocks to the other macro-regions, Insular Italy shows

the highest degree of dependence from the rest of the system (this is particularly true

for consumer households and non-financial firms). As for the Northern regions, the In-

fluence index suggests that the Northwest is among the largest contributor of shocks to

the other macro-regions and the Northeast shows a degree of dependence from the rest

of the system similar to Insular Italy.

Furthermore, the comparison of pairwise indices sheds further light on the issue of in-

creasing vulnerability of the Mezzogiorno from the North of Italy as a consequence of

the bank consolidation process. In particular, the hypothesis of a bank consolidation

process detrimental for the Mezzogiorno is partially supported by the dependence of

only Insular Italy on the Northern regions. Moreover, I find evidence of large spillover

from the South to the Northwest and Northeast macro-regions.

2.6 Conclusions

In this chapter, I have investigated the spatial spillover effects among 20 Italian re-

gions, by using loans default rates series for consumer households, non-financial firms

and producer households, over the 1996Q1 − 2015Q4 time span. In particular, I use

the Diebold-Yilmaz methodology, DY, based on the generalized forecast error variance

decomposition (GFEVD) obtained from the estimation, through the Adaptive Elastic

net, of a large VAR model, to retrieve a measure of total spatial connectedness among

the 20 Italian regional default rates series. Furthermore, the GNS approach enables to

compute indices of directional connectedness and, in particular, to assess whether the

Mezzogiorno regions are more dependent (relative to the Northern regions) on shocks

arising from the other regions.
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Using the DY approach to compute an index of total connectedness, the empirical ev-

idence shows an increase in spatial dependence (over the 2011Q4 − 2015Q4 period)

relative to its long-run value. In particular, these empirical findings are more striking

for producer households.

I have also focused on indices of directional causality. In this respect, my work is along

the lines of Imai & Takarabe (2011) and of Presbitero et al. (2014) since the focus is on

the role played by large national banks in spreading the crisis from one region to the

others within the same country. More specifically, using the GNS approach, I find that

Northwest and South are the largest donor of financial stress. These findings, coupled

with the analysis of pairwise aggregate spillover effect, partially support the hypothe-

sis of a core-periphery divide and, in particular, the hypothesis of the Mezzogiorno’s

dependence from the North, triggered by the geographic expansion of Northern banks.

This might be motivated by the evidence of large spillovers (both for static and dynamic

analysis) from Northern regions only to Insular Italy.
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Chapter 3

Housing Market Shocks in Italy:

a GVAR approach

3.1 Introduction

This chapter investigates the spatial and temporal diffusion of house prices and transac-

tion volumes across 93 Italian provincial housing markets, over the period 2004− 2016.

The transmission mechanism of house price spillovers across space and time is known

in literature as “ripple effect”. Meen (1999) gives four different explanations of the

“ripple effect” in the UK housing markets – migration, equity transfer, spatial arbitrage

and exogenous shocks. In particular, migration or equity transfer (e.g. longer-term

residents of one area accumulate significant wealth in their home equity, cash out that

equity by selling their home and moving to a lower cost region where a similar quality

house costs much less) could lead to the ripple effect by increasing demand and thereby

prices. Moreover, investors could spatially arbitrage their funds to acquire properties in

lower priced regions, where higher anticipated returns exist on housing investment. In

this case, financial capital moves, rather than households, between regions to link house

prices. Finally, ripple effect pattern can be ascribed to heterogeneous responses of each

region to exogenous macro conditions.

Empirical evidence of house prices spillovers across regions has been provided for UK

(see Holly et al., 2011; Gray, 2012; Tsai, 2014; Montagnoli & Nagayasu, 2015, among

the others), for US (Brady, 2011, 2014), for China (Gong et al., 2016) or for Denmark

(Hviid, 2017). Most of these studies control for long run convergence in house prices

by taking into account error correcting dynamics to long-run equilibrium relationship

between house prices. The long-run analysis is particularly suitable to explore the role

played by observed fundamentals (income and interest rates) in shaping the house prices

81
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long-run dynamics. However, given the short time data span, my analysis does not con-

trol for long-run equilibrium and error correcting dynamics.

My first contribution to the existing studies on ripple effect using only house prices is

based on an extension of the information set to transaction volumes in order to better

capture the local housing market dynamics and the associated spillovers effect across

space and time.1

Second, my analysis allows to assess heterogeneity in the spatial-temporal diffusion.

While most of the studies on “ripple effect” focus on spillovers from a dominant unit, in

this chapter I analyze how a specific shock to the house prices and transaction volumes

arising from 10 Italian regional capitals spills over to other urban areas (their neigh-

bours).

Finally, I contribute to the literature on the house price-volume correlation, which is

based on the evaluation of the dynamic effects of observable housing market fundamen-

tals on the price-volume co-movements (see Andrew & Meen, 2003; Clayton et al., 2010,

among the others). In particular, I analyze the spatio-temporal diffusion of house prices

and volumes driven by unobserved fundamentals. The latent variable is interpreted as

a negative housing demand shock identified through sign restrictions on house prices

and transaction volumes modelled through a Global VAR, GVAR. The structural form

impulse response analysis is informative on how local adverse shocks to fundamentals

(which could be interpreted as a combination of negative income shock and a rise to

interest rates) impact on house prices and volumes of the other areas (neighbours).

The GVAR model used for the empirical analysis, introduced by Pesaran et al. (2004), is

a multi-country extension of the standard VAR model which allows to examine the tem-

poral transmission of shocks within and between different geographical areas. The model

allows to control for common factor effects, by using a spatial exogenous regressor, and,

therefore, it allows to evaluate “genuine” spatial spillover effects across different housing

markets. The structural housing demand shock is identified through theory-driven sign

restrictions following the approach recently proposed in the study of Eickmeier & Ng

(2015), which focuses on the transmission of US credit supply shocks across a panel of

33 countries over the period 1983− 2009.

In this chapter, I use semi-annual observations on real house prices and transaction

volumes for 93 Italian provinces, over the period 2004 − 2016. More specifically, I

use a confidential and unique dataset provided by the Real Estate Market Observa-

tory managed by the Italian Revenue Agency (“Agenzia delle Entrate - Osservatorio

del Mercato Immobiliare”) for the house prices. This rich dataset contains information

at semi-annual frequency on maximum and minimum house prices (nominal, in euro)

1To my knowledge, the only study taking into account transaction volumes in estimating the “ripple
effect” is the study of Tsai (2014).
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categorized by types of real estate (housing, appurtenances, office, retail and industrial)

and areas (i.e. central, suburbs, hinterlands), at municipal level, over the period from

second semester 2002 to second semester 2016. As for the transaction volumes, I use

quarterly observations for the number of normalized transaction (NNT), collected from

the publicly available database of the Real Estate Market Observatory - Italian Revenue

Agency (“Agenzia delle Entrate - Osservatorio del Mercato Immobiliare”), covering the

2004Q1 - 2016Q4 time span. To match the semi-annual data frequency of house prices, I

aggregate the quarterly data on volumes, by taking the sum over two consecutive quar-

ters.

My analysis provides some interesting findings. First, contrary to a large body of lit-

erature, this study does not find evidence of a “ripple effect” in house prices, with the

notably exception of Rome. Second, I find evidence of a “ripple effect” in transaction

volumes. In particular, the empirical results show that transaction volumes largely spill

over across regional capitals and neighbours in response to the negative housing demand

shock.

This chapter is structured as follows. Section 3.2 provides a literature review on “ripple

effect” and the price-volume correlation. Section 3.3 describes the empirical methodol-

ogy. Section 3.4 describes data and the empirical findings and Section 3.5 concludes.

3.2 Literature review

3.2.1 Spatio-temporal analysis of “ripple effect”

The “ripple effect” embodies two prominent feature of house price dynamics. The first

is spatial dependence, e.g. cross-sectional correlation, relating each cross-section unit

to its neighbours. The second one (which is fully accounted by recent empirical studies

based on spatial autoregressive and spatial error component models) is the lagged trans-

mission of price changes across neighbours, given that information takes time to travel,

especially in a market for relatively illiquid assets.

Recently, Holly et al. (2011) compute impulse response analysis based on a Vector Au-

toregression (VAR) model (which includes a common spatial regressor as exogenous

variable) fitted to house prices in London and 11 UK regions. The authors find evidence

of dynamic house prices spillovers from London to neighbouring regions in the UK.

Brady (2011), focusing on California counties, estimates spatial IRFs obtained from a

single-equation spatial autoregressive panel model. The author, using the Jordà (2005)

local projection method (involving direct forecasting techniques) to get the impulse re-

sponse function, finds that a shock to an average county house prices in California has
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a positive (lasting two and half years) effect on the average house prices in a neigh-

bouring region. Brady (2014) computes spatial IRFs for US states, obtained from the

estimation of a single equation spatial autoregressive model for house prices, including

state-specific covariates such as real income, interest rates and housing starts (and their

lags). A central role in the single equation dynamic model used in both studies is played

by the “spatial regressor” treated as exogenous variable. The spatial IRF analysis in

Brady (2014) shows that a shock to housing prices at the state level has persistent effect

(reaching the steady state within four years) on the panel of US states. The study of

Gong et al. (2016) lends support to the house price temporal diffusion effect in a large

emerging market such as China. The authors focus on monthly house price indexes of 10

cities’ housing markets in the Pan-Pearl River Delta (Pan-PRD) area of China, covering

the period from June 2005 to May 2015. The generalized impulse response functions

(GIRF) obtained from traditional VAR (without spatial regressors) confirm a propaga-

tion of the house price shocks occurring to a given city approximately in accordance with

the distance decay pattern found in the study of Holly et al. (2011). Hviid (2017), using

a Global Vector Error Correction Model (VECM), augmented with a common spatial

regressor, fitted to Danish house price data, finds strong evidence of a “ripple effect” in

the short run of the model, but less so in the long run. This finding is interpreted as the

“ripple effect” playing an important role as push factor in the short run, while house

prices are mainly determined by regional fundamental factors in the long run.

All the aforementioned studies control for long run convergence in house prices (at least

within clubs) by taking into account error correcting dynamics to long-run equilibrium

relationship between house prices.

The study of Meen (1999) highlights the important role played by structural differences

in regional housing markets (including different local economic conditions), beyond mi-

gration and spatial arbitrage. Therefore, the author suggests to focus on spatial coeffi-

cient heterogeneity when studying the dynamics of UK regional house prices. The study

of Meen (1999) has inspired a number of researchers to analyze heterogeneity in the

“ripple effect” (e.g. spatial heterogeneity). Van Dijk et al. (2011) detect the existence of

two clusters of regions (mainly in terms of the average house prices growth rate) in the

Netherlands: regions within the cluster have the same house price dynamics. Moreover,

Gray (2012), using exploratory spatial data analysis and house price data from local

authority districts in England and Wales, finds evidence that house price spillover north

of the East Midlands appears much more rapid than what would be consistent with a

“ripple effect”. The empirical findings of the study suggest that there is some support

for the analysis of the British housing market on a spatially segmented basis, even at a

regional level. The study of Montagnoli & Nagayasu (2015) investigates the presence of

house prices spillover among 12 UK regions over the period 1983Q1-2012Q3. The au-

thors, using the approach proposed by Diebold & Yilmaz (2009) on VAR models fitted
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to either 12 regional house price inflation rate or to the corresponding house price infla-

tion volatility, find evidence of a “ripple effect” from London house prices to the other

UK regions, whose magnitude declines as the spatial distance from London increases.2

Pijnenburg (2017), focusing on a balanced panel of 319 Metropolitan Statistical Ar-

eas (MSAs) of the US, observed over the period from 2004Q2 to 2009Q2, estimates a

panel smooth transition regression model in order to capture the heterogeneity in spatial

dependence across time and space as well as the heterogeneity in the effect of the fun-

damentals. The author finds evidence of heterogeneity spatial spillovers of house prices

across space and time. In particular, heterogeneity in the effect of the fundamentals on

house price dynamics is only found for population growth and building permits, but not

for real per capita disposable income and the unemployment rate.

To my knowledge, the only study on the “ripple effect” taking into account transac-

tion volumes is the one of Tsai (2014). The author, using monthly data on house prices

and transaction volumes over the period 1995m2-2012m3, examines the presence of long-

run convergence among 10 UK regional housing market. The use of panel-based unit

root tests (developed by Im et al. (2003)) finds evidence of stationarity in the ratios of

the regional to national house prices (as well as the one for transaction volumes). These

findings are interpreted as evidence of convergence for both house prices and transac-

tion volumes. Moreover, the analysis of Tsai (2014) shows that volumes converge to its

equilibrium faster than the house prices.

3.2.2 House price-volume correlation

This chapter also seeks to contribute to the literature on the relationship between prices

and transaction volumes and the underlying housing market fundamentals.

An early studies of Follain & Velz (1995) for the US and the one of Hort (2000) for

Sweden suggest a negative relationship between house prices and sales volumes. In par-

ticular, Hort (2000) investigates to what extent a housing demand shock impacts on

house prices and transaction volumes in the Swedish regional housing markets. Using

data on house prices, transaction volumes and after-tax mortgage rate, the author em-

ploys VAR using monthly data (over the 1981− 1993 time data span) or quarterly data

(over the 1982− 1996 sample period). The empirical findings (especially those based on

monthly observations) reveal a strong negative reaction of sales, on impact, to a positive

shock on nominal interest rate, while house prices start to decrease after 3− 4 months.

Other more recent empirical studies point at a positive correlation between the two

covariates. Andrew & Meen (2003), using data for UK house prices and transaction

2In a first stage of the analysis, Montagnoli & Nagayasu (2015) test the UK regional house prices
convergence, finding evidence of four convergence clubs.
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volumes over the period 1969 − 1996, estimate the adjustment mechanism of the two

variables to their fundamentals. First, the authors construct a measure of long-run

housing market disequilibrium (defined as the ratio of the desired owner-occupier hous-

ing stock to the actual stock), by using housing market fundamentals variables, such as

income, housing stock, number of households and construction costs. In a second stage

of the analysis, the authors estimate a conditional VAR model where house prices and

turnover rate are regressed on deviations from equilibrium. Their findings show a pos-

itive correlation between house price and volume in the short-run period. Further, the

authors find that volumes exhibit an adjustment faster than the house price in reaction

to a shock to fundamentals. Empirical evidence of a positive price-volume correlation

is also provided by the study of Clayton et al. (2010). Using data for 114 MSA of the

US observed over the 1990− 2002 period, the authors estimate a panel VARX fitted to

house prices and turnover rates. The exogenous variables are covariates related to labour

market conditions and they are used as proxies of fundamentals. The authors show that

the positive co-movement of the housing market aggregates is mainly driven by shocks

to employment and household’s income. Moreover, the authors find that transaction

volumes react more than house prices to exogenous shocks. De Wit et al. (2013) focus

on the Dutch economy (the sample period considered is 1985 − 2007) and they use a

Vector Error Correction model (VECM) fitted to proxies of house price (the real list

price and the real transaction price), proxies of volume (the rate of entry and the rate of

sale) and proxies of housing market fundamentals (unemployment and the real mortgage

interest rate). The authors find evidence of an interest shock reducing both house prices

and transaction volumes.

A number of studies provide some theoretical support to the evidence of a positive

correlation between house prices and transaction volumes.3 The positive price-volume

correlation might depend on the presence of financial constraints. For example, the

study of Stein (1995) develops a model where a positive shock to the housing market

fundamentals increases prices as well as producing more incentive in demanding house,

with an increase in the entry of new houses for sales, hence in the transaction volumes.

Other studies have stated that the empirical evidence on the positive relationship be-

tween house prices and sales can be explained with the use of a search model where the

idiosyncratic preferences of potential buyers are modelled on the basis of a mismatch

costs between buyers and sellers (see Berkovec & Goodman, 1996, among the others).

Finally, the positive correlation between house prices and transaction volumes might

be caused by the market liquidity. In particular, Krainer (2001) considers a model of

individual choice under uncertainty and frictions, where buyer and seller’s decisions are

jointly modelled. In equilibrium, both sellers and buyers maximize their expected values

3De Wit et al. (2013) provide an extended review of the main theoretical frameworks.
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in a price-setting model. When the market price is high, “the opportunity cost of keeping

an empty house” on the market increases, because the value of the house might decrease

in the next period. In such a context, sellers slightly decrease their reservation price,

matching the one that buyers are willing to pay, and the transaction volume increases.

While the aforementioned studies focus on observed fundamentals as drivers of price-

volume co-movement, in this study I focus on unobserved fundamentals identified on

housing demand shock.

Recently, a number of studies have focused on the role played by unobservable funda-

mentals, that is a housing demand shock in driving the international transmission of

house price across countries. Vansteenkiste & Hiebert (2011) analyze the house price

spillover mechanism across 7 Euro area countries, over the 1971− 2009 time span. The

empirical model used is a Global VAR, GVAR, fitted to real house prices, real per capita

income, and real long-term interest rate. Vansteenkiste & Hiebert (2011) find evidence

of heterogeneity in the relatively small country house price responses to demand shocks.

Cesa-Bianchi (2013) examines the international transmission of housing demand shocks

using data on 33 Advanced Economies (AEs) and Emerging Market Economies (EMEs),

for the period 1983−2009. The author uses a GVAR model to evaluate to what extent a

housing demand shock in US impact on a set of macroeconomic and financial variables,

including GDP and house price. In a second stage of the analysis, the author estimates

the GDP response to regional housing demand shocks (a synchronized increase in house

prices in AEs). Although the main focus of the paper is on the response of the GDP

across countries, Cesa-Bianchi (2013) finds that an increase in house prices also affects

foreign housing markets.

3.3 Empirical methodology

3.3.1 The GVAR Model

The Global Vector Autoregression (GVAR) model was formerly introduced by Pesaran

et al. (2004). This model is a multi-country extension of the VAR model and it allows to

examine the interdependencies between cross-section units (say countries or provinces,

for example) as well as assessing the spillover effects among the entire global system.

One advantage of modelling a GVAR model is that it addresses the problem of dimen-

sionality, in particular when the number of endogenous variables for each cross-section

unit becomes relatively large.



3.3. EMPIRICAL METHODOLOGY 88

The main idea behind the GVAR model is the connection between country-specific vari-

ables (say domestic variables), yit, and foreign country-specific variables, y∗it.

The construction of the GVAR requires two steps.

The first step consists of linking the vector of country-specific variables, yit, to the global

economy variables, which comprise of the foreign country-specific variables and the de-

terministic components (see Pesaran et al., 2004; Chudik & Pesaran, 2016), through the

estimation of individual small-scale country-specific models.

Given N countries (cross-section units), indexed by i = 1, . . . , N , each i-th small-scale

country-specific model is shaped as a Vector Autoregression process for the ki×1 vector

of domestic variables, yit = (yi1, . . . , yiT )′, augmented with the k∗i × 1 vector of foreign

variables, y∗it = (y∗i1, . . . , y
∗
iT )′, their lagged variables and the deterministic components.4

For the i-th country, the V ARX∗(pi, qi) model has the following reduced form represen-

tation:

yit = ai0 + ai1t+

pi∑
`=1

Φi`yi,t−` + Λi0y
∗
it +

qi∑
`=1

Λi`y
∗
i,t−` + uit (3.1)

for i = 1, . . . , N and for t = 1, . . . , T , where Φi`, for ` = 1, . . . , pi, are the ki × ki

coefficients matrices associated with the lagged endogenous variables, Λi0 and Λi`, for

` = 1, . . . , qi, are the ki × k∗i coefficients matrices associated with the foreign country-

specific variables, ai0 is a ki× 1 vector of constant terms, ai1 is the ki× 1 vector of time

trend coefficients and uit is a ki × 1 vector of country-specific reduced form residuals,

with zero mean and a nonsingular covariance matrix, that is uit ∼ iid(0,Σui).

The estimation of the V ARX∗ model allows for conditioning the vector of the endoge-

nous variables, yit, to the foreign country-specific variables, y∗it, which can be considered

as a proxy of the global economy dimension.

Before discussing the construction of the country-specific foreign variables, let me define

zit = (yit, y
∗
it)
′ as the (ki + k∗i ) × 1 vector containing both domestic and foreign vari-

ables. Once fixing a maximum lag order, ri = max(pi, qi), the eq.(3.1) can be written

as follows:

Aizit = ai0 + ai1t+

ri∑
`=1

Bi`zi,t−` + uit (3.2)

where

Ai = (Iki ,−Λi0) and Bi` = (Φi`,Λi`) (3.3)

4The V ARX∗ specification allows for the inclusion of global (weakly) exogenous variables (see Pesaran
et al., 2004, for further details).
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where Ai and Bi`, for ` = 1, . . . , ri, are ki× (ki +k∗i ) matrices of coefficients constructed

from the estimation of the model in eq.(3.1).5

The country-specific foreign variables, y∗it, included in zit, are computed as weighted

cross-sectional averages of all the domestic variables by adopting a “link” matrix, Wi,

different for each i-th country, as follows:

zit = Wiyt (3.4)

where yt = (y′1t, y
′
2t, . . . , y

′
Nt)
′ is the K× 1 stacked vector, with K =

∑N
i=1 ki, containing

all the endogenous variables in the N -dimensional panel, and Wi is a (ki+k
∗
i )×K matrix

of fixed weights, wij , which capture the relationship between the N observed countries

(see Section 3.3.2, for further details).6

In line with Pesaran et al. (2004), the link matrices, Wi, can be written as follows:

Wi =

(
0 . . . Iki . . . 0

wi1Ik∗i . . . wiiIk∗i . . . wiNIk∗i

)
(3.5)

The link matrix allows to aggregate the small-scale country-specific models in a more

compact representation. In fact, once estimating the coefficients matrices for each of the

N country-specific models in eq.(3.1), the second step in the GVAR strategy consists of

rewriting the small-scale models, by combining eqs.(3.2) and (3.4), as:

AiWiyt = ai0 + ai1t+

ri∑
`=1

Bi`Wiyt−` + uit (3.6)

The Global VAR(r) model is obtained by stacking the N-dimensional model equations

into a single model:

Gyt = a0 + a1t+
r∑
`=1

H`yt−` + ut (3.7)

with

5In a GVAR framework, the country-specific V ARX∗ models can be rewritten using an error cor-
rection representation (see Chudik & Pesaran, 2016, among the others). The use of an error-correction
form would require a test on the weak exogeneity of the foreign variables y∗it with respect to the long-run
parameters. Since I do not take into account error correcting dynamics, in the rest of the analysis I
simply treat the foreign variables, y∗it, as exogenous.

6Recently, a number of authors have introduced time-varying weights in modelling GVARs (see Cesa-
Bianchi et al., 2014, among the others).
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G =


A1W1

A2W2

...

ANWN

 , H` =


B1`W1

B2`W2

...

BN`WN

 , (3.8)

and

a0 =


a10

a20

...

aN0

 , a1 =


a11

a21

...

aN1

 , ut =


u1t

u2t

...

uNt


where G and H`, for ` = 1, . . . , r, are the K × K matrices containing the estimated

parameters of the N small-scale V ARX∗ models, a0 and a1 are the stacked K × 1

vectors containing intercepts and time trends coefficients, respectively, and ut is the

K × 1 stacked vector of country-specific residuals, which are normally distributed with

zero mean and a K ×K covariance matrix which has the following representation:

Σu =


Σu1 Σu1u2 . . . Σu1uN

Σu2u1 Σu2 . . . Σu2uN
...

...
. . . . . .

ΣuNu1 ΣuNu2 . . . ΣuN

 (3.9)

where Σui is the covariance matrix of the reduced form residuals of the i-th country-

specific model, while Σuiuj is the covariance matrix of the reduced form residuals of the

i-th and j-th country-specific models. If G is invertible, a standard VAR process for the

stacked vector, yt, can be easily obtained by pre-multiplying the elements in eq.(3.7) by

G−1:

yt = b0 + b1t+

r∑
`=1

F`yt−` + εt (3.10)

where b0 = G−1a0, b1 = G−1a1, F` = G−1H`, for ` = 1, . . . , r, and εt = G−1ut.

The eq.(3.10) can be solved recursively to conduct dynamic analysis, such as Impulse

response, Forecast error variance decomposition and Historical decomposition analysis

(Pesaran et al., 2004).

The GVAR model is particularly useful in studying the propagation mechanism of shocks



3.3. EMPIRICAL METHODOLOGY 91

among a relevant number of countries (provinces in my analysis). In fact, the use of a

GVAR model allows to solve the problem of an over-parametrization which may occur

in the estimation of standard VARs. However, the computational and data analysis

challenges might raise as the number of cross-section units increases. As suggested by

Pesaran et al. (2004), one possible solution is to aggregate cross-section units into blocks

of regions, whose regional-specific V ARX∗ models are shaped by using weighted aver-

ages of the variables for all the units that belong to a specific region.

Nonetheless, I prefer treating each province as a separate cross-section unit and construct

provincial-specific V ARX∗ models. Furthermore, the small-scale V ARX∗ models are

then aggregated into different GVARs, one for each of the 5 Italian groups of regions

(say macro-regions): Northwest, Northeast, Central, South and Insular Italy (see Table

3.1).

3.3.2 Weighting strategy

The estimation of the province-specific V ARX∗(1, 1) models involves the construction

of the N weights matrices, Wi, with i = 1, . . . , N , in order to get spatial regressors by

averaging out the foreign variables, y∗it =
∑N

j=1wijyjt (see eq.(3.5)).

Generally, the weighting strategy is modelled by using shares of cross-country trade

flows (Pesaran et al., 2004; Dees et al., 2007a; Cesa-Bianchi, 2013, among the others),

cross-country bank lending exposures (Galesi & Sgherri, 2009, among the others), a

combination of weights based on both trade and financial flows (Eickmeier & Ng, 2015)

or spatial-based weights (Vansteenkiste, 2007; Vansteenkiste & Hiebert, 2011).

Since my aim is to highlight a spatial dimension of the propagation mechanism of hous-

ing market shocks in the Italian provinces, I use time-fixed geographic weights.7

In order to construct the (ki + k∗i ) ×K province-specific link matrix, Wi, my method-

ology relies on constructing spatial weights based on contiguity between province i and

province j (see Holly et al., 2011).8 Given N geographical units, the spatial matrix,

labelled as S, is a N ×N binary matrix with generic entries wij ≥ 0, where wij = 1 if

provinces i and j share a border and zero otherwise:

7Most of the data used in Spatial econometrics are on irregular areas, such as regions or provinces.
Generally, information on irregular areas take the form of shape files, which include, for example, the
spatial coordinates and the attributes associated to each spatial unit. In my analysis, I use the shape
file downloaded from the Italian National Institute of Statistic (ISTAT), containing spatial information
for the Italian provinces. The construction of the spatial weights matrix is implemented by using the
spdep and maptools packages in R.

8The spatial weights can be also constructed on the basis of geographic distance (see Vansteenkiste,
2007; Vansteenkiste & Hiebert, 2011, among the others) or socio-economic distance (see Conley & Topa,
2002, for example).
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Table 3.1: Italian provinces grouped at NUTS1 (macro-regional) and NUTS2 (re-
gional) levels.

Macro-regions Regions Provinces

North-West

Aosta Valley Aosta

Liguria Genoa, Imperia, La Spezia and Savona

Lombardy
Bergamo, Brescia, Como, Cremona, Lecco, Lodi,
Mantova, Milano, Pavia, Sondrio and Varese

Piedmont
Alessandria, Asti, Biella, Cuneo, Novara, Torino
Verbania and Vercelli

North-East

Emilia-Romagna
Bologna, Ferrara, Forĺı-Cesena, Modena, Parma,
Piacenza, Ravenna, Reggio Emilia and Rimini

Friuli Venezia-Giulia Pordenone and Udine

Veneto
Belluno, Padova, Rovigo, Treviso, Venezia, Verona
and Vicenza

Centre

Lazio Frosinone, Latina, Rieti, Roma and Viterbo

Marche Ascoli Piceno, Ancona and Pesaro (and Urbino)

Tuscany
Arezzo, Firenze, Grosseto, Livorno, Lucca,
Massa (and Carrara), Pisa, Pistoia, Prato and Siena

Umbria Perugia and Terni

South

Abruzzo Chieti, Pescara and Teramo

Apulia Bari, Brindisi, Foggia, Lecce and Taranto

Basilicata Matera and Potenza

Calabria
Cosenza, Catanzaro, Crotone, Reggio Calabria and
Vibo Valentia

Campania Avellino, Benevento, Caserta, Napoli and Salerno

Molise Campobasso and Isernia

Islands
Sicily

Agrigento, Caltanissetta, Catania, Enna, Messina,
(or Insular) Palermo, Ragusa, Siracusa and Trapani

Note. Since the presence of missing values, I exclude provinces in Trentino Alto-Adige (a region
of the North-East of Italy) and Sardinia (a region of Insular Italy) from the analysis (see Section
3.4.1).

S =


0 w12 . . . w1N

w21 0 . . . w2N

...
...

. . .
...

wN1 . . . . . . 0

 (3.11)

with wij = wji. Note that the main diagonal elements in S are zero, wii = 0, by

construction. Furthermore, I standardize S by row sum (S̄), with generic entries w̄ij =

1/ni, where ni is the number of neighbours of the i-th province (see also Holly et al.,

2011). These spatial weights are then rearranged into the link matrices, Wi (see eq.(3.5)).
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3.3.3 Estimation procedure

For each of the 5 Italian macro-regions, I construct a bivariate GVAR model (with

no time trend) for real house price (∆HP ) and sales (∆NTN) changes, where the

corresponding province-specific V ARX∗ models present a lag of order one for both

domestic and foreign variables, V ARX∗(1, 1):

yit = ai0 + Φi1yi,t−1 + Λi0y
∗
it + Λi1y

∗
i,t−1 + uit (3.12)

for i = 1, . . . , N and for t = 1, . . . , T . The model in eq.(3.12) can be written as:

AiWiyt = ai0 +Bi1Wiyt−1 + uit (3.13)

where Ai = (Iki ,−λi0), Bi1 = (Φi1, λi1) and Wiyt = zit (see eqs.(3.1)-(3.6)). Further, ac-

cording to Table 3.1, the province-specific models are rearranged into the corresponding

GVAR models:

Gyt = a0 +H1yt−1 + ut (3.14)

and

yt = b0 + F1yt−1 + εt (3.15)

where b0 = G−1a0, F1 = G−1H1 and εt = G−1ut (see eqs.(3.7)-(3.10)). Therefore,

the K×K coefficient matrix associated to the stacked vector of endogenous variables at

time t−1 can be expressed as a function of the estimated province-specific V ARX∗(1, 1)

models:

F1 = G−1H1 =


(Ik1 ,−λ10)W1

(Ik2 ,−λ20)W2

...

(IkN ,−λN0)WN


−1

×


(Φ11, λ11)W1

(Φ21, λ21)W2

...

(ΦN1, λN1)WN

 (3.16)
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3.3.4 Structural Identification

Generally, the identification of shocks in GVARs is based on the Generalized impulse re-

sponse functions (GIRF) framework originally proposed by Koop et al. (1996). Although

this approach is not sensitive to the ordering of the variables, it admits correlated errors,

hence the economic interpretation of the resulting shocks might be difficult (see Pesaran

et al., 2004). More recently, a number of studies have extended structural identification

schemes to GVARs, to identify a single shock or a subset of shocks through either a

Cholesky factorization (see Dees et al., 2007a; Cesa-Bianchi, 2013, among the others) or

through sign restrictions (Chudik & Fidora, 2011).

Recently, Eickmeier & Ng (2015) introduce a novel approach where the structural shocks

are identified by imposing sign restrictions on the impulse responses obtained from a

GVAR model.

3.3.4.1 Focus on identification through sign restrictions in VARs

In the last few years, the use of identification through sign restrictions in standard VARs

has become a popular tool as an alternative to the traditional identification schemes,

such as short-run restrictions, long-run restrictions introduced by Blanchard & Quah

(1989) and the identification through heteroskedasticity approach (see Rigobon, 2003;

Lanne & Lütkepohl, 2008, among the others). This approach is essentially based on the

imposition of signs on the responses of the variables to one or more structural shocks,

on the basis of economic theories (see Faust, 1998; Uhlig, 2005, among the others).

To explain how the identification through sign restrictions is implemented, consider a

ki-dimensional structural Vector Autoregression model for country i of order p:9

A
(i)
0 y

(i)
t = A

(i)
1 y

(i)
t−1 + . . .+A(i)

p y
(i)
t−p + ε

(i)
t (3.17)

where A
(i)
0 is a ki × ki matrix which contains the contemporaneous relationship among

the variables, A
(i)
` , for ` = 1, . . . , p, are the coefficients matrices associated to the lagged

variables and ε
(i)
t are the zero-mean structural disturbances, with a covariance matrix,

Σ
(i)
ε = E(ε

(i)
t ε

(i)′

t ) = Iki , which is assumed to be an identity matrix. The correspond-

ing reduced form representation can be easily obtained by pre-multiplying (A
(i)
0 )−1 in

eq.(3.17):

9In this subsection, the superscript i is used in the notation to indicate that I refer to a single country
model.
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(A
(i)
0 )−1A

(i)
0 y

(i)
t = (A

(i)
0 )−1A

(i)
1 y

(i)
t−1 + . . .+ (A

(i)
0 )−1A(i)

p y
(i)
t−p + (A

(i)
0 )−1ε

(i)
t

y
(i)
t = Φ

(i)
1 y

(i)
t−1 + . . .+ Φ(i)

p y
(i)
t−p + u

(i)
t

(3.18)

with (A
(i)
0 )−1A

(i)
` = Φ

(i)
` , for ` = 1, . . . , p, and (A

(i)
0 )−1ε

(i)
t = u

(i)
t . Therefore, Σ

(i)
u =

E(u
(i)
t u

(i)′

t ) = E
[
(A

(i)
0 )−1ε

(i)
t ε

(i)′

t (A
(i)
0 )−1′

]
= (A

(i)
0 )−1Σ

(i)
ε (A

(i)
0 )−1′ denotes the relation-

ship between the structural and reduced form covariance matrices of residuals. Since

Σ
(i)
u = P (i)P (i)′ , where P (i) is the ki × ki lower-triangular Cholesky decomposition of

Σ
(i)
u , and Σ

(i)
ε = Iki , it follows that (A

(i)
0 )−1 = P (i). One of the most popular scheme em-

ployed to orthogonalize the reduced form residuals consists of imposing zero restrictions

directly on (A
(i)
0 )−1, by using the Cholesky decomposition of Σ

(i)
u , u

(i)
t = P (i)ε

(i)
t (see

Kilian & Lütkepohl, 2017, for further details). However, the economic interpretation of

the resulting structural disturbances might be difficult to achieve.

Another possible way is to randomly generate a set of candidate solutions, ε
(i)∗

t , for the

structural disturbances, ε
(i)
t , where each solution has mutually uncorrelated shocks with

unity variance:

ε
(i)∗

t = Q′ε
(i)
t (3.19)

where Q is a ki × ki orthonormal matrix, such that Q′Q = QQ′ = Iki and u
(i)
t =

P (i)QQ′ε
(i)
t = P (i)Qε

(i)∗

t . Once generating the set of candidate solutions, ε
(i)∗

t , the iden-

tification of the structural shocks relies on selecting the corresponding structural impact

multiplier matrix, P (i)Q, which respects the theory-driven sign restrictions imposed on

(A
(i)
0 )−1.

The basic idea of the identification through sign restrictions relies on generating candi-

dates orthogonal matrices, Q, from a set of all orthogonal matrices, O.

Kilian & Lütkepohl (2017) define the set of ki × ki orthogonal matrices, O(K), as:

O(ki) ≡ {Q|Q′Q = Iki} (3.20)

In literature, there are two common approaches to generate orthonormal matrices includ-

ing: the Givens rotation matrices method and the Householder transformation approach.

Let me consider a VAR model with ki = 2 endogenous variables, y
(i)
t = (y

(i)
1t , y

(i)
2t )′, and

two structural shocks, ε
(i)
t = (ε

(i)
1t , ε

(i)
2t )′. The relationship between the reduced form

residuals and the structural disturbances is u
(i)
t = (A

(i)
0 )−1ε

(i)
t :
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(
u

(i)
1t

u
(i)
2t

)
=

[
a11 a12

a21 a22

](
ε

(i)
1t

ε
(i)
2t

)
(3.21)

The Givens rotation matrices method consists of generating ki× ki matrices which have

the following form:

Q(φ) =

[
cosφ −sinφ
sinφ cosφ

]
(3.22)

with φ ∈ [0, 2π]. Therefore, the set of ki × ki orthogonal matrices can be defined as:

O(ki) = {Q(φ)|φ ∈ [0, 2π]} (3.23)

To generate the orthogonal matrix Q(φ), one can define a finite-dimensional grid over

the possible values of φ or randomly draw φ from a uniform distribution on [0, 2π]. Once

obtaining a draw for Q(φ) and the corresponding structural impact multiplier matrix,

P (i)Q(φ), one can keep the rotation whose the associated impulse response respects the

sign restrictions (see Kilian & Lütkepohl, 2017).

An alternative approach, known in literature as Householder transformation, is the one

based on the QR decomposition proposed by Rubio-Ramirez et al. (2010). Given a

ki × ki real square matrix, X, the associated QR decomposition is given by X = QR,

where Q is a ki × ki orthogonal matrix and R is a ki × ki upper triangular matrix. If X

is invertible, restricting the diagonal elements of R to be positive ensures that the QR

decomposition of X is unique (see Stewart, 1980, for further details).

In a first step, the algorithm proposed by Rubio-Ramirez et al. (2010) consists of draw-

ing a ki × ki matrix, X, with each element having an independent standard gaussian

distribution.10 In a second step, the authors suggest to compute its QR decomposition,

X = QR, and normalize the main diagonal elements of R to be positive. According to

the authors, these two steps correspond to draw Q from a uniform distribution over the

set of orthogonal matrices O(ki). Therefore, one can generate a large number of random

draws, compute the corresponding structural impact multiplier matrices, P (i)Q, and

keep only those which agree with the imposed sign restrictions.

10The draw of each element entering X from an independent normal standard distribution ensures
that X is invertible (see Kilian & Lütkepohl, 2017).
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3.3.4.2 Identification through sign restrictions in GVAR: housing market

shock

To identify the housing market shock, I follow the suggestions of Eickmeier & Ng (2015)

relying on sign restrictions on the impulse responses obtained from a GVAR model. The

generation of candidate structural impulse response relies on the Householder transfor-

mation approach proposed by Rubio-Ramirez et al. (2010), discussed in Section 3.3.4.1.

Before commenting on the strategy used to identify the structural shocks, it is impor-

tant to observe that the spillover analysis in GVARs, which captures the transmission

mechanism of shocks across different cross-sectional units, relies on designating one unit

(province in my analysis) as a “dominant unit”.11

The structural identification strategy I adopt in the analysis requires the orthogonal-

ization of the shocks originating from the dominant unit (or units), while it admits for

shocks which are correlated with those originating from the remaining units.

Following Eickmeier & Ng (2015), the first step consists of computing the Cholesky de-

composition of the N residuals covariance matrices, Σui = E(uitu
′
it), for i = 1, . . . , N ,

obtained from the estimation of the individual reduced form province-specific V ARX∗

models and, then, I combine the resulting Cholesky decomposition matrices, Pi into a

K ×K block diagonal matrix, P :

P =



P1 0 . . . . . . 0

0
. . .

...
... Pi

...
...

. . . 0

0 . . . . . . 0 PN


(3.24)

The P matrix in eq.(3.24) is then used for the purpose of orthogonalizing the residuals

of GVAR, ut, defined in eq.(3.14), as vt = (v1t · · · vit · · · vNt)′ = P−1Gεt, where vt has di-

mension K×1. Note that the relationship between ut and εt is defined as G−1ut = εt (see

3.15). Therefore, the h-step ahead impulse responses matrices (which have dimension

K ×K) associated with the orthogonalized residuals, vt, are given by Ψh = F h1 G
−1P .

The (i, j)-th element denotes the h-step ahead response of the i-th endogenous variable

to a shock occurring in the j-th endogenous variable.

Let me define m dominant (main) units, with m ∈ N . Following Eickmeier & Ng

(2015), for the m-th dominant unit, I randomly draw km × km independent standard

gaussian matrices, X̃m, where km denotes the number of endogenous variables for the

11Generally, the dominant cross-section unit is labelled as unit 0 (see Pesaran et al., 2004; Chudik &
Pesaran, 2016, for example). However, the GVAR model I consider for each macro-region includes more
than one dominant unit in the analysis.
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Table 3.2: GVAR models, acceptance rate and matrix dimension.

GVAR Regional capital Acceptance rate Matrix dimension

Northwest
Torino 1036/1000

k = 2, N = 24, K = 48Genova 1086/1000

Milano 1317/1000

Northeast
Venezia 1262/1000

k = 2, N = 18, K = 36
Bologna 1162/1000

Centre
Firenze 1174/1000

k = 2, N = 20, K = 40
Roma 1313/1000

South
Napoli 1116/1000

k = 2, N = 22, K = 44
Bari 1012/1000

Islands Palermo 1396/1000 k = 2, N = 9, K = 18

Note. The acceptance rate indicates the number of rotation matrices drawn, Q̃m, necessary
to obtain the 1000 valid point estimates of impulse responses. The Table also provides some
information helpful to understand the dimension of matrices described in Section 3.3.4.2. k is the
number of endogenous variables for each of the 93 Italian provinces, N is the number of provinces
for each macro-regional GVAR (see also Table 3.1) and K =

∑N
i=1 ki.

m-th unit. Since in my analysis the number of endogenous variables is equal to two, for

each province, I let km equal to two for the rest of the section.

Further, I compute the QR decomposition of X̃m, that is X̃m = Q̃mR̃m (see Rubio-

Ramirez et al., 2010).12 For each replication, I multiply the 2 × K orthogonalized

residuals of the dominant unit, vmt, by the 2× 2 orthogonal matrix, Q̃m, to obtain the

structural shock for the m-th dominant unit, ηmt = (Q̃mvmt)
′.

Since I impose sign restrictions on the impulse response only on impact, I remove the

superscript h from the notation, for the rest of this subsection.

The corresponding impulse responses (h = 0) are computed as Θm = (ΨmQ̃
′
m)′, where

Ψm is the 2×2 block matrix, for the selected m-th unit, in the impulse response matrix,

Ψ (which has dimension K ×K). I discard the rotation matrices whose multiplications

by the impulse responses, Ψm, do not satisfy the sign restrictions. In particular, I check

the sign restrictions by focusing on the 2×2 matrix, Θm, for the m-th “dominant” unit.

I repeat the algorithm until I save 1000 valid rotation matrices, Q̃m.

For each of the 5 macro-regional GVAR models, I select one or more “dominant” units

which correspond to the main regional capitals (or provinces) under investigation. There-

fore, I apply the above described algorithm for the selected “dominant” unit. Following

Eickmeier & Ng (2015), I also report the acceptance rates of the rotation matrices which

12To ensure that the QR decomposition of the independent standard gaussian matrix is unique, the
diagonal of the upper triangular matrix, R̃m, is normalized to be positive (see also Arias et al., 2014).
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satisfy the sign restrictions (see Table 3.2).13 To better explain how the above described

algorithm works, in Table 3.2 I also report some information on the dimension of matri-

ces for each macro-regional GVAR model.

My focus is, first, on the identification of a negative innovation to housing demand in a

specific regional capital (which is related to a combination of negative shock to income

and a positive shock to interest rates), and also on the propagation of this shock to house

prices and transaction volumes across neighbouring Italian provinces. For this purpose,

I impose, on impact, a negative response both for house prices and transaction volumes

(see Table 3.3).

The identification of only one structural shock in a system with two endogenous vari-

ables (house prices and sales) implies the estimation of a “partially identified” VAR (or

V ARX∗) model (see Kilian & Lütkepohl, 2017). To overcome the partial identification

issue in a GVAR framework, I follow the suggestion reported by the study of Eickmeier

& Ng (2015) which concentrates only on the identification of US credit supply shock.

Let me consider a generic m dominant unit. For each draw, I focus on the 2 × 2 block

matrix Θm = (ΨmQ̃
′
m)′ at zero horizon and I check if the response of the variables agrees

with the sign restrictions in Table 3.3 as:

Θm =

[
≤ ≤
n.a n.a

]
(3.25)

It is important to observe that the structural shock is reported in a row by construction.

However, it is possible that a generic draw leads to the following situation:

Θm =

[
≤ ≤
≤ ≤

]
(3.26)

where both of the two shocks are orthogonal, but their economic interpretation become

difficult. Since I focus on identifying one structural shock (e.g. a negative housing

demand shock), Eickmeier & Ng (2015) suggest to check the sign of the responses also

in the second row and keep the draw if the signs in the second row are complement of

the ones in the first row (see also Kilian & Lütkepohl, 2017):

Θm =

[
≤ ≤
≤ ≥

]
or

[
≤ ≤
≥ ≤

]
(3.27)

13The analysis of this chapter is conducted in R. My codes are, to a large extent, an adaptation of the
Eickmeier & Ng (2015)’s Matlab codes and the Galesi & Smith (2014)’s GVAR toolbox.
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Table 3.3: Sign restrictions on impact

Volumes Prices

Housing market shock - -

Note: The sign restrictions refer to a negative shock. The
restrictions are imposed as ≤.

Hence, I discard the draw in which the responses of the variables to the structural shocks

report the same signs, as in eq.(3.26), otherwise I keep the draw. As mentioned before,

I repeat the algorithm until I save 1000 valid rotation matrices, for each m-th dominant

unit.

3.3.4.3 Median Target (MT) approach

In the last few years, the use of theory-driven sign restrictions has become a valid al-

ternative tool for the identification of the structural shocks in VAR models. However,

there are drawbacks associated with the use of sign restrictions. As argued by Fry & Pa-

gan (2007), there is no guarantee that the impulse responses, which satisfy the imposed

sign restrictions, come from the same model. Therefore, reporting the uncertainty of

the identified impulse responses through the use of their quantiles might lead to wrong

conclusions.

In line with Eickmeier & Ng (2015), once obtaining the set of impulse responses satisfy-

ing the sign restrictions, I apply the Median Target (MT) approach originally proposed

by Fry & Pagan (2007), which is based on selecting the impulse responses which are the

closest to the median values of those generated by all the admissible models.

According to the MT approach proposed by Fry & Pagan (2007), for each saved draw,

that is Q̃
(r)
m , with r = 1, . . . , 1000, I first standardize the associated identified h-step

ahead impulse responses of the “dominant” unit by subtracting their median and divid-

ing by their standard deviation. Further, since I only focus on the response on impact, I

vectorize the 2×2 block matrix of impulse responses at h = 0, that is Θ
(r)′
m = (Ψ

(r)
m Q̃

(r)′
m ),

in a 4× 1 vector, θ
(r)
m .

Finally, once selecting the r-th draw that minimizes θ
(r)′
m θ

(r)
m , say Q̃∗m, I select from the

(K ×K) h-step ahead impulse responses matrix, Ψh, a 2×K matrix, ψhm, for the m-th

“dominant” unit and I multiply this matrix by Q̃∗m, as (ψh
′
mQ̃

∗
m)′, for h = 0, . . . ,H, to

produce the new set of impulse responses, which contains the responses of the K en-

dogenous variables in the system to a shock occurring in the m-th “dominant unit”.

Following Eickmeier & Ng (2015), Q̃∗m is also used to produce bootstrap for the GVAR

model.



3.3. EMPIRICAL METHODOLOGY 101

3.3.4.4 Bootstrapping the GVAR model

In particular, I use the sieve bootstrap procedure originally proposed by Bühlmann

(1997) for Autoregressive (AR) processes and, more recently, employed by Dees et al.

(2007a), Dees et al. (2007b) and Eickmeier & Ng (2015).

Following the approach reported in the study of Dees et al. (2007b), given the K-

dimensional vector of residuals, ε̂t = (ε̂1t, ε̂2t, . . . , ε̂Nt)
′, with K =

∑N
i=1 ki, obtained

from eq.(3.15), I randomly draw B series with replacement from the residuals, that is

ε
(b)
t = (ε

(b)
1t , ε

(b)
2t , . . . , ε

(b)
Nt)
′.14

To obtain the bootstrapped residuals ε
(b)
t , I first pre-whiten the residuals ε̂t as η̂t = Â−1ε̂t,

where Â−1 is the generalized inverse obtained through a spectral decomposition of Σ̂ε.

In fact, the covariance matrix of the residuals ε̂t can be decomposed through a spectral

decomposition, that is Σ̂ε = V̂ λ̂V̂ ′, where V̂ is an orthogonal matrix containing the

eigenvectors, while λ̂ is a diagonal matrix reporting the eigenvalues. The generalized

matrix, Â, is then computed as Â = V̂ λ̂1/2.

The resampling with replacement is conducted on the pre-whiten residuals, η̂t.
15 For

each b-th replication, with b = 1, . . . , B, I compute the bootstrapped residuals of the

GVAR model as ε
(b)
t = Âη̂

(b)
t and I use them, together with the point estimates retrieved

from eq.(3.15), to generate new artificial series, y
(b)
t :

y
(b)
t = b̂0 + F̂1y

(b)
t−1 + ε

(b)
t (3.28)

where y
(b)
0 = y0 are the actual initial observations. For each replication b, the artificial

series are then used to retrieve new provincial-specific V ARX∗(1, 1) estimates from:

y
(b)
it = â

(b)
i0 + Φ̂

(b)
i1 y

(b)
it−1 + λ̂

(b)
i0 y
∗(b)
it + λ̂

(b)
i1 y
∗(b)
it−1 + û

(b)
it (3.29)

with i = 1, . . . , N . From the estimation of the new provincial-specific V ARX∗(1, 1)

models in eq.(3.29), I construct the corresponding GVAR model and I compute the

bootstrapped impulse responses.

In line with Eickmeier & Ng (2015), these impulse responses, identified once again

through sign restrictions, are computed following the algorithm described above (see

Section 3.3.4.2). However, differently from the point estimate, to check whether the

14I use the notation ε̂t to distinguish them from the bootstrapped residuals, ε
(b)
t . However, it is

important to note that ε̂t in eq.(3.15) are not directly estimated, since the estimation is conducted for
the provincial-specific V ARX∗(1, 1) models (see eq.(3.12)). In explaining the bootstrap procedure, I

follow the same notation reported in Dees et al. (2007b) and I use the superscript “(̂·)” to distinguish
the quantities obtained through point estimation from the ones obtained by bootstrapping the GVAR.

15To reduce the complexity of the algorithm, Dees et al. (2007b) suggest to resample on a stacked
version of the pre-whiten residuals η̂t.
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impulse response of the m-th “dominant unit” respects the signs, I use the selected ro-

tation matrix, Q̃∗
′
m, to compute Θ

(b)
m = (Ψ

(b)
m Q̃∗

′
m)′.

Finally, the 100(1− α)% confidence interval is constructed as α/2 and (1− α)/2 quan-

tiles of the whole set of impulse responses to the identified structural shock, for each

i-th province and h-th step ahead, on the basis of 200 bootstrap replications.

It is important to observe that in a GVAR model correlation between residuals arises

within-country (e.g between the innovations associated with variables of a province-

specific model) and across-countries (e.g. between the innovations to the same endoge-

nous variable corresponding to different units, provinces). The identification through

sign restrictions allows to addresses the issue of within-country residuals correlation.

The issue of across-countries residuals correlation is addressed by conditioning the do-

mestic endogenous variables, yit, on the “foreign” variables, y∗it. In order to check

the cross-country correlation, I compute the average pairwise cross-country correlations

among the endogenous variables and the individual V ARX∗(1, 1) residuals (see Cesa-

Bianchi, 2013; Eickmeier & Ng, 2015). Similar to the empirical findings of Cesa-Bianchi

(2013) and of Eickmeier & Ng (2015), I obtain that the largest pairwise cross-country

correlation between residuals (in absolute value) is 0.24, while the corresponding mean

is 0.04 (see Table 3.4).

3.4 Empirical analysis

3.4.1 Data

I use semi-annual observations on real house prices and transaction volumes for 93 Ital-

ian provinces, over the sample period 2004− 2016.

More specifically, I use a confidential and unique dataset provided by the Real Estate

Market Observatory managed by the Italian Revenue Agency (“Agenzia delle Entrate

- Osservatorio del Mercato Immobiliare”) for house prices. This rich dataset contains

information at semi-annual frequency on maximum and minimum values of house prices

(nominal, in euro) categorized by types of real estate (housing, appurtenances, office,

retail and industrial) and areas (i.e. central, suburbs, hinterlands), at municipal level,

over the sample period running from the second semester 2002 to the second semester

2016. To construct the provincial house prices series for the residential property, I take

the average value between the minimum and maximum house prices (for housing cate-

gory) of the corresponding regional capital. Given the presence of missing data, I discard
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Table 3.4: Average pairwise cross-section correlations.

Northwest Northeast
Sales HP Sales HP

∆yit Res ∆yit Res Provinces ∆yit Res ∆yit Res

ALESSANDRIA 0.302 0.021 0.141 0.075 BELLUNO 0.256 -0.025 0.286 0.067
AOSTA 0.251 -0.044 0.172 -0.001 BOLOGNA 0.519 -0.008 0.241 0.110
ASTI 0.406 0.041 0.019 0.000 FERRARA 0.494 0.016 0.111 -0.010

BERGAMO 0.271 -0.016 0.092 -0.015 FORLÍ-CESENA 0.425 0.004 0.110 -0.072
BIELLA 0.123 0.000 -0.003 0.005 MODENA 0.484 0.018 0.088 0.026
BRESCIA 0.157 -0.017 0.017 -0.013 PADOVA 0.311 0.002 0.312 0.061
COMO 0.433 0.044 0.093 0.050 PARMA 0.511 0.006 0.230 0.038
CREMONA 0.382 0.045 0.045 0.075 PIACENZA 0.413 -0.061 0.341 0.045
CUNEO 0.197 -0.047 0.070 0.073 PORDENONE 0.385 -0.020 0.349 0.078
GENOVA 0.224 -0.055 -0.098 -0.025 RAVENNA 0.238 -0.081 0.300 0.007
IMPERIA 0.475 0.063 0.181 -0.025 REGGIO EMILIA 0.382 -0.039 0.269 0.083
LA SPEZIA 0.382 0.099 -0.099 -0.112 RIMINI 0.418 0.077 0.389 0.082
LECCO 0.141 0.053 0.054 0.038 ROVIGO 0.312 -0.044 0.105 0.013
LODI 0.280 0.073 0.136 0.010 TREVISO 0.389 -0.029 0.321 0.078
MANTOVA 0.259 -0.038 0.208 0.113 UDINE 0.317 -0.011 0.307 0.103
MILANO 0.313 0.057 0.060 0.037 VENEZIA 0.403 -0.006 0.325 0.069
NOVARA 0.406 0.026 0.107 0.017 VERONA 0.434 0.027 0.373 0.058
PAVIA 0.278 0.040 0.176 0.073 VICENZA 0.390 -0.020 -0.013 -0.007
SAVONA 0.297 0.022 0.223 0.043
SONDRIO 0.352 0.074 0.066 -0.042
TORINO 0.487 0.035 0.133 -0.025
VARESE 0.163 -0.037 0.136 0.010
VERBANIA 0.227 0.020 0.115 0.030

Centre South
Sales HP Sales HP

∆yit Res ∆yit Res Provinces ∆yit Res ∆yit Res

ANCONA 0.415 0.046 0.445 0.004 AVELLINO 0.219 0.018 0.107 0.042
AREZZO 0.424 0.061 0.393 0.049 BARI 0.234 -0.046 0.410 0.003
ASCOLI PICENO 0.204 0.045 0.358 -0.014 BENEVENTO 0.071 -0.086 0.192 -0.022
FIRENZE 0.356 0.019 0.413 0.031 BRINDISI 0.262 -0.004 0.331 0.096
FROSINONE 0.248 0.097 0.351 0.043 CAMPOBASSO 0.209 0.009 0.278 0.001
GROSSETO 0.238 0.055 0.113 -0.080 CASERTA 0.159 0.087 0.336 0.057
LATINA 0.064 0.024 0.387 0.052 CATANZARO -0.025 -0.064 0.245 0.048
LIVORNO 0.450 0.081 0.498 0.042 CHIETI 0.032 -0.008 0.279 0.051
LUCCA 0.391 0.015 0.459 -0.013 COSENZA 0.273 0.082 0.294 -0.022
MASSA 0.225 0.044 0.211 -0.039 CROTONE 0.124 -0.002 0.201 -0.005
PERUGIA 0.279 0.085 0.080 -0.073 FOGGIA 0.230 -0.006 0.326 -0.008
PESARO 0.285 -0.072 0.365 -0.017 ISERNIA 0.169 -0.049 0.393 0.164
PISA 0.316 -0.006 0.462 -0.013 LECCE 0.054 0.003 0.118 -0.030
PISTOIA 0.212 -0.032 0.377 0.001 MATERA 0.238 0.087 0.104 0.104
PRATO 0.342 -0.068 0.505 -0.008 NAPOLI 0.166 0.004 0.432 0.104
RIETI 0.440 0.081 0.344 -0.005 PESCARA 0.163 0.021 0.334 0.060
ROMA 0.346 0.085 0.374 -0.015 POTENZA 0.102 -0.054 0.220 0.030
SIENA 0.166 -0.076 0.253 0.009 REGGIO CALABRIA -0.033 0.004 0.280 0.041
TERNI 0.115 -0.067 0.372 0.050 SALERNO 0.095 0.045 0.299 0.016
VITERBO 0.339 0.002 0.418 0.053 TARANTO 0.306 0.026 0.282 -0.038

TERAMO 0.065 -0.018 0.162 0.101
VIBO VALENTIA 0.078 0.027 0.141 0.023

Islands
Sales HP

∆yit Res ∆yit Res

AGRIGENTO 0.207 -0.063 -0.095 -0.138
CALTANISSETTA 0.201 -0.072 0.297 -0.054
CATANIA 0.506 0.069 0.352 -0.047
ENNA -0.021 -0.197 0.200 -0.039
MESSINA 0.363 0.122 0.119 0.094
PALERMO 0.500 -0.020 0.339 -0.242
RAGUSA 0.276 0.024 0.273 0.081
SIRACUSA 0.259 -0.069 0.214 -0.014
TRAPANI 0.365 0.008 0.145 0.029

Note. ∆yit is the variable in log-differences while Res corresponds to residuals of the country-specific V ARX∗(1, 1).
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the series for the provinces of L’Aquila and Macerata.16 I compute the real house prices

by applying the Italian Consumer price index (CPI), downloaded from the statistical

database of the Italian National Institute of Statistics (ISTAT), on the provincial house

prices series.

As for the transaction volumes, I use time series (available at quarterly frequency) for

the number of normalized transactions (NNT)17, collected from the publicly available

database of the Real Estate Market Observatory - Italian Revenue Agency (“Agenzia

delle Entrate - Osservatorio del Mercato Immobiliare”), covering the 2004Q1− 2016Q4

time span. It is important to observe that, in order to match the semi-annual data

frequency of house prices, I aggregate the quarterly data on volumes, by taking the sum

over two consecutive quarters. Given the lack of volumes data for 11 provinces, the final

number of provinces considered is equal to 93 (see Table 3.1).18

Given the lack of data for most of provinces which belong to Sardinia, I exclude this

region from the analysis.

Since the time series for prices and volumes are not stationary, I apply the first order

difference operator to the log transformation of the real house prices and of the number

of transactions.19

3.4.2 Results

Figures 3.1 and 3.2 show the structural impulse responses of house prices and transaction

volumes (in levels) to a negative housing demand shock to 10 Italian regional capitals.20

Given the use of first order difference of the log transformation of the real house prices

and of the transaction volumes, the impulse responses for the series in levels are com-

puted as cumulative sum of ones obtained for the first order difference.

In line with Eickmeier & Ng (2015), all the figures show the bootstrap median estimates

(black line) and the 90 percent confidence intervals (shadow area) obtained through the

Median Target (MT) approach. Each figure displays two Charts. Chart a is the plot

16The house prices series for L’Aquila reveal a relevant number of missing entries. Particularly, data
for the period July 2009 - June 2012 are not provided. This lack of observations might be due to the
heavy earthquakes which devastated part of the Central Italy, including L’Aquila and its neighbourhood
zones, on April 2009. I also discard the house prices series for Macerata, where the last observation is
missing.

17The NNT is the number of “standardized” units sold, taking into account the share of property
transferred.

18The missing time series series refer to the following provinces: Bolzano/Bozen, Trento, Gorizia and
Trieste (Northeast), where the cadastre and/or the land registry are managed by local administrations,
and Monza e della Brianza (Northwest), Fermo (Centre), Barletta-Andria-Trani (South), Carbonia-
Iglesias, Medio-Campidano, Ogliastra and Olbia-Tempio (Islands).

19Results based on the autocorrelation functions (ACF) plots are available upon request.
20Given the focus on house prices and transaction volumes of regional capitals in each province,

“regional capital” and “province” are used, in this section, as synonymous.
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Table 3.5: GVAR models, regional capitals and neighbours.

GVARs Regional capitals Neighbours

Northwest
Torino Alessandria, Aosta, Asti, Biella, Cuneo and Vercelli

Genova Alessandria, La Spezia and Savona

Milano Bergamo, Cremona, Lodi, Novara, Pavia and Varese

Northeast
Venezia Padova, Pordenone, Rovigo, Treviso and Udine

Bologna Ferrara, Modena and Ravenna

Centre
Firenze Arezzo, Lucca, Pisa, Pistoia, Prato and Siena

Roma Frosinone, Latina, Rieti and Viterbo

South
Napoli Avellino, Benevento, Caserta and Salerno

Bari Brindisi, Matera, Potenza and Taranto

Islands Palermo Agrigento, Caltanissetta, Enna, Messina and Trapani

Note. For each regional capital, the corresponding neighbours are identified through a contiguity-
based method. According to this criteria, it is possible to define as neighbours those provinces
(regional capitals) which share a common border.

of the impulse response of the m-th main regional capital house prices and sales to a

negative housing demand shock occurring to the m-th main regional capital. Chart b is

the plot of the impulse response of the house prices and sales of the m-th main regional

capital’s neighbours to a negative housing demand shock arising from the m-th main

regional capital.

For the sake of simplicity, I define the response of the m-th main regional capital’s aggre-

gate to the exogenous shock arising from the m-th main regional capital as “Domestic

response”, while the response of the neighbours’ house prices and volumes to the exoge-

nous shock occurring to the m-th main regional capital is labelled as “Spillover effect”.

In Chart b, the spatial dimension is captured by considering the provinces which share a

common border with the main province (say, its neighbours). Since a regional capital is

likely to share common borders with more than one province (see Table 3.5), I aggregate

the impulse responses of individual neighbours using their value added reported on 2014

as weights (see Eickmeier & Ng, 2015; Vansteenkiste & Hiebert, 2011).21

The orthogonalized impulse response are to a one standard deviation negative shock

to housing demand and they are computed over a 10 semesters (e.g. 5 years) forecast

horizon.

All the impulse responses of house prices in regional capitals (“domestic response”) are

negative and statistically significant (see Figure 3.1, Chart a). Inspection of Figure 3.1

21To weight impulse responses of individual units, Eickmeier & Ng (2015) use the PPP-adjusted GDP
averaged over 2006 − 2008, while Vansteenkiste & Hiebert (2011) use 2007 real GDP to aggregate the
impulse responses of a group of Euro area countries.
In my analysis, I use provincial value added downloaded from the Statistical Database of the Italian
National Institute of Statistic (ISTAT). The latest available observations refer to 2014.
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Figure 3.1: Responses of the real house prices level in main regional capitals and
neighbours to a negative housing demand shock occurring in main regional capitals.
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Note. Impulse responses of real house prices level to a one standard deviation shock (in percentage)
occurring in the Italian main regional capitals. The Bootstrap median estimates (black line) and the
90 percent confidence intervals (shadow area) are reported. Chart a shows the median response of
main regional capitals’ real house prices to domestic shock. Chart b presents the median response of
neighbours house prices to shocks arising from the corresponding main regional capital housing market.

(Chart a) shows that the largest “domestic response” of the house prices level, on impact,

is recorded for Milano (2.98 percent) and the lowest is for Torino (0.81 percent). Figure

3.1 (Chart a) shows that the “domestic” negative response persists and it converges to

a new equilibrium value, at most, over a five-year horizon. This finding is confirmed by

Table 3.6 (panel a) showing the Within domestic ratio, that is the “domestic response”

for each forecast horizon relative to the one occurring at time 0. Table 3.6 (panel a)

shows that the index slightly increases reaching the highest value in the last semesters,

in almost all main regional capitals.

This results are also confirmed by inspecting Figure 3.3, which shows the “domestic

response” of house prices changes (Chart a) and the corresponding “spillover effect”

(Chart b) to a negative housing demand shock to 10 Italian regional capitals. As shown

in Figure 3.3 (Chart a), changes in house prices in response to a negative housing demand

shock to main regional capitals become smaller as the forecast horizons increase.

The analysis of the “ripple effect” is carried out by, first, inspecting the “spillover effect”

on impact. In order to interpret the empirical evidence shown in Chart a and Chart b,
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Figure 3.2: Responses of the transaction volumes level in main regional capitals and
neighbours to a negative housing demand shock occurring in main regional capitals.
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Note. Impulse responses of transaction volumes level to a one standard deviation shock (in percentage)
occurring in the Italian main regional capitals. The Bootstrap median estimates (black line) and the
90 percent confidence intervals (shadow area) are reported. Chart a shows the median response of
main regional capitals’ transaction volumes to domestic shock. Chart b presents the median response of
neighbours transaction volumes to shocks arising from the corresponding main regional capital housing
market.

I compute the Spillover index which is measured, on impact, by the ratio of the median

response (at horizon 0) of the neighbours (the “spillover effect”) to the median response

(at horizon 0) of the main regional capitals (the “domestic response”). Table 3.7 (panel

a) shows that, on impact, the largest transmission of the shock to neighbours is recorded

in the main cities of Mezzogiorno, such as Palermo (37.95 percent), Bari (27.74 percent)

and Napoli (27.56 percent).22 The lowest values of the transmission mechanism on

impact are recorded in Bologna (−1.40 percent) and Milano (3.84 percent). The relative

small values of the impact Spillover index in Torino, Genova, Venezia and Firenze are

12.91, 13.29, 14.95 and 11.24 percent, respectively.

Moreover, in line with previous empirical studies on “ripple effect”, I need to compare

the plots of Chart a and Chart b by computing a Spillover index for horizons beyond

time 0. For this purpose, I choose to focus on a time span involving at most five years

22ISTAT defines Mezzogiorno as the macro-area which includes the six Southern regions and the
Islands of Sardinia and Sicily
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Table 3.6: Within domestic ratio.

Panel a: Within domestic ratio for real house prices level.

horizon (h) Torino Genova Milano Venezia Bologna Firenze Roma Napoli Bari Palermo

h=0 / h=0 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
h=1 / h=0 2.071 1.154 0.792 0.814 1.192 1.102 0.824 0.717 1.180 1.427
h=2 / h=0 2.355 1.273 0.877 0.856 1.509 1.310 0.985 0.867 1.410 1.680
h=3 / h=0 2.762 1.309 0.865 0.820 1.580 1.344 0.947 0.839 1.471 1.877
h=4 / h=0 2.802 1.330 0.884 0.865 1.664 1.447 1.054 0.838 1.643 2.024
h=5 / h=0 2.899 1.326 0.882 0.815 1.656 1.441 1.007 0.834 1.586 2.110
h=6 / h=0 2.868 1.329 0.910 0.863 1.685 1.479 1.082 0.860 1.728 2.193
h=7 / h=0 2.866 1.326 0.883 0.819 1.692 1.505 1.038 0.835 1.643 2.239
h=8 / h=0 2.850 1.328 0.911 0.861 1.701 1.548 1.090 0.849 1.761 2.274
h=9 / h=0 2.870 1.324 0.880 0.829 1.723 1.531 1.059 0.828 1.653 2.300
h=10 / h=0 2.885 1.328 0.904 0.854 1.714 1.534 1.095 0.837 1.829 2.321

Panel b: Within domestic ratio for transaction volumes level.

horizon (h) Torino Genova Milano Venezia Bologna Firenze Roma Napoli Bari Palermo

h=0 / h=0 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
h=1 / h=0 0.507 1.144 0.646 0.492 0.898 0.525 0.718 0.861 0.561 0.671
h=2 / h=0 0.636 1.173 0.889 0.824 1.028 0.850 0.881 0.786 0.816 0.675
h=3 / h=0 0.417 1.151 0.793 0.637 1.039 0.647 0.751 0.823 0.600 0.619
h=4 / h=0 0.469 1.154 0.898 0.749 1.057 0.810 0.826 0.821 0.809 0.666
h=5 / h=0 0.403 1.142 0.849 0.676 1.050 0.690 0.767 0.796 0.636 0.618
h=6 / h=0 0.433 1.149 0.900 0.732 1.059 0.778 0.800 0.821 0.780 0.660
h=7 / h=0 0.375 1.151 0.865 0.688 1.036 0.719 0.773 0.798 0.661 0.603
h=8 / h=0 0.427 1.156 0.927 0.723 1.059 0.751 0.800 0.824 0.778 0.663
h=9 / h=0 0.368 1.153 0.861 0.693 1.048 0.723 0.778 0.790 0.654 0.622
h=10 / h=0 0.423 1.156 0.925 0.719 1.056 0.743 0.790 0.823 0.786 0.667

Note. The Within domestic ratio is computed as the ratio between the median impulse response of main regional
capitals house prices (transaction volumes) to domestic shock at each h-step ahead and the median impulse response
of main regional capitals house prices (transaction volumes) to domestic shock at time 0.

ahead (ten semesters). Both the numerator and the denominator of the Spillover index

for the different forecast horizons are responses to a 1 standard deviation negative hous-

ing demand shock to the regional capital occurring at time 0. I focus, first, on discussing

results for the house prices spillovers. From Table 3.7 (panel a), it can be observed that

the Spillover index decreases (over a time span involving forecast horizons beyond time

0 up to the next five years) in three Northern cities, such as Torino (from 7.92 to 5.23

percent), Milano (from 8.21 to 5.85 percent) and Venezia (from 12.04 to 7.82 percent),

and in two Mezzogiorno cities, such as Napoli (from 34.84 to 27.79 percent) and Palermo

(the average Spillover index, across forecast horizons beyond time 0 is equal to 11.84

percent, lower than the initial impact equal to 37.95 percent). All the remaining cities

exhibit an heterogeneous increase in the Spillover index. More specifically, a moderate

increase can be observed in the Northern cities: Genova, from 13.61 to 14.64 percent,

and Bologna, from 14.77 to 18.88 percent. The cities in Central Italy and Bari exhibit

the largest increase (Firenze, from 21.95 to 29.18 percent, Roma, from 47.84 to 61.27

percent, and Bari, from 41.02 to 47.22 percent).

The convergence of the Spillover index to an equilibrium value is fastest in Northern



3.4. EMPIRICAL ANALYSIS 109

Figure 3.3: Responses of the house price changes in main regional capitals and neigh-
bours to a housing demand shock occurring in main regional capitals.
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Note. Impulse responses of real house prices changes to a one standard deviation shock (in percentage)
occurring in the Italian main regional capitals. The Bootstrap median estimates (black line) and the 90
percent confidence intervals (shadow area) are reported. Chart a shows the median response of main
regional capitals’ real house prices changes to domestic shock. Chart b presents the median response of
neighbours house prices changes to shocks arising from the corresponding main regional capital housing
market.

cities, such as Genova, Milano and Bologna, where the index reaches an equilibrium

value over a one-year horizon, while it takes longer, say 2− 3 years, in the two Central

regions, Firenze and Roma, where the Spillover index reaches equilibrium values equal

to around 28 and 61 percent, respectively, and in two Mezzogiorno cities, such as Napoli

and Palermo, in which the Spillover index reaches values equal to around 28 and 13

percent, respectively.

I now turn the focus on the responses of transaction volumes to negative housing de-

mand shock. From Figure 3.2, it can be observed that, on impact, both the “domestic

response” and the “spillover effect” are larger than the ones recorded in house prices.

Similarly to the results obtained for house prices level, all the “domestic responses” are

negative and statistically significant, with the exception of Torino and Palermo where the

median impulse response becomes not statistically significant for long forecast horizons

(see Figure 3.2, Chart a). The largest impact “domestic response” of the transaction
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Table 3.7: Spillover index (in percentage).

Panel a: Spillover index for real house prices level.

horizon (h) Torino Genova Milano Venezia Bologna Firenze Roma Napoli Bari Palermo

h=0 12.912 13.287 3.844 14.947 -1.404 11.243 19.102 27.561 27.743 37.946
h=1 7.923 13.606 8.207 12.036 14.772 21.952 47.836 34.843 41.024 -0.232
h=2 9.081 14.431 6.043 9.516 14.647 21.534 51.292 28.281 45.220 14.716
h=3 5.906 15.034 6.992 8.647 17.020 25.854 56.491 28.974 43.553 10.692
h=4 6.088 14.632 6.587 8.784 16.834 25.501 57.632 27.989 46.635 13.943
h=5 5.304 15.073 6.231 8.407 17.485 27.752 60.270 29.355 46.471 12.372
h=6 5.325 14.687 6.029 8.020 17.812 27.639 59.856 27.484 48.119 13.442
h=7 5.268 14.840 5.923 7.975 17.993 28.469 62.325 28.156 45.435 12.863
h=8 5.461 14.642 5.805 8.166 18.485 27.997 60.858 28.269 48.388 13.635
h=9 5.299 14.865 5.891 7.845 18.293 28.888 61.476 28.082 45.201 13.088
h=10 5.230 14.644 5.853 7.822 18.880 29.177 61.270 27.794 47.217 13.908

Panel b: Spillover index for transaction volumes level.

horizon (h) Torino Genova Milano Venezia Bologna Firenze Roma Napoli Bari Palermo

h=0 29.963 39.705 76.593 31.330 44.182 40.196 26.957 31.371 54.905 30.716
h=1 60.225 59.733 106.715 65.939 77.363 65.745 10.722 39.653 44.632 59.034
h=2 55.864 61.421 86.677 40.909 77.186 51.363 37.569 46.568 66.294 42.703
h=3 63.437 64.711 103.948 54.267 82.224 56.969 17.791 42.296 50.230 50.775
h=4 66.546 62.680 93.177 46.545 85.863 49.755 35.701 44.759 71.574 49.845
h=5 66.461 63.442 100.071 51.377 86.488 56.169 22.549 45.609 49.019 51.273
h=6 67.431 63.148 98.572 49.533 88.583 51.656 36.190 45.660 73.410 53.091
h=7 66.940 62.332 102.543 52.390 88.105 55.118 25.151 44.649 50.206 58.812
h=8 70.035 63.215 99.423 51.620 89.110 54.765 36.084 45.445 74.749 55.575
h=9 68.560 62.874 103.223 53.574 88.155 54.980 26.543 44.950 51.534 57.363
h=10 70.065 63.408 99.578 51.288 89.451 56.943 36.135 45.022 73.955 55.955

Note. The spillover index is computed as the ratio between the median impulse response of main regional capitals
house prices (transaction volumes) to domestic shock and the median response of neighbours house prices (transaction
volumes) to shock arising from main regional capitals housing market, at h-step ahead.

volumes level is recorded in Bari (7.14 percent), while the lowest is associated once more

in Torino (2.95 percent).

Differently from the results obtained for house prices, the “domestic response” of trans-

action volumes level reaches its maximum value over one-year horizon, in almost all

main cities. As shown in Table 3.6 (panel b), the Within domestic ratio reaches its peak

throughout two semesters in almost all cities (with the exception of Milano and Bologna)

showing values of the ratio larger than the ones recorded at a five-year horizon.

Figure 3.4 shows the impulse response of main regional capital’s transaction volumes

changes (Chart a) and neighbours’ transaction volume changes (Chart b) to a negative

housing demand shock to 10 Italian regional capitals. If I focus on the “domestic re-

sponse”, it can be seen from Figure 3.4 (Chart a) that the transaction volumes changes

strongly react to the exogenous shock over the first semester before reaching their base

value.

To investigate the presence of a “ripple effect” in the Italian main provinces, I also focus

on the Spillover index constructed for transaction volumes (see Table 3.7, panel b). At
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Figure 3.4: Responses of the transaction volumes changes in main regional capitals
and neighbours to a housing demand shock occurring in main regional capitals.

−4

−2

0

2

0 1 2 3 4 5 6 7 8 9 10

Step

S
ho

ck

Torino − Chart a

−4

−2

0

2

0 1 2 3 4 5 6 7 8 9 10

Step

S
ho

ck

Neighb. Torino − Chart b

−4

−2

0

2

0 1 2 3 4 5 6 7 8 9 10

Step

S
ho

ck

Genova − Chart a

−4

−2

0

2

0 1 2 3 4 5 6 7 8 9 10

Step

S
ho

ck

Neighb. Genova − Chart b

−4

−2

0

2

0 1 2 3 4 5 6 7 8 9 10

Step

S
ho

ck

Milano − Chart a

−4

−2

0

2

0 1 2 3 4 5 6 7 8 9 10

Step

S
ho

ck

Neighb. Milano − Chart b

−8

−4

0

4

0 1 2 3 4 5 6 7 8 9 10

Step

S
ho

ck

Venezia − Chart a

−4

−2

0

2

0 1 2 3 4 5 6 7 8 9 10

Step

S
ho

ck

Neighb. Venezia − Chart b

−4

−2

0

2

0 1 2 3 4 5 6 7 8 9 10

Step

S
ho

ck

Bologna − Chart a

−4

−2

0

2

0 1 2 3 4 5 6 7 8 9 10

Step

S
ho

ck

Neighb. Bologna − Chart b

−4

−2

0

2

0 1 2 3 4 5 6 7 8 9 10

Step

S
ho

ck

Firenze − Chart a

−4

−2

0

2

0 1 2 3 4 5 6 7 8 9 10

Step

S
ho

ck

Neighb. Firenze − Chart b

−4

−2

0

2

0 1 2 3 4 5 6 7 8 9 10

Step

S
ho

ck

Roma − Chart a

−4

−2

0

2

0 1 2 3 4 5 6 7 8 9 10

Step

S
ho

ck

Neighb. Roma − Chart b

−6
−4
−2

0
2

0 1 2 3 4 5 6 7 8 9 10

Step

S
ho

ck

Napoli − Chart a

−4

−2

0

2

0 1 2 3 4 5 6 7 8 9 10

Step

S
ho

ck

Neighb. Napoli − Chart b

−10

0

10

0 1 2 3 4 5 6 7 8 9 10

Step

S
ho

ck

Bari − Chart a

−10

0

10

0 1 2 3 4 5 6 7 8 9 10

Step

sh
oc

k

Neighb. Bari − Chart b

−6
−4
−2

0
2

0 1 2 3 4 5 6 7 8 9 10

Step

S
ho

ck

Palermo − Chart a

−4

−2

0

2

0 1 2 3 4 5 6 7 8 9 10

Step

S
ho

ck

Neighb. Palermo − Chart b

Note. Impulse responses of transaction volumes changes to a one standard deviation shock (in per-
centage) occurring in the Italian main regional capitals. The Bootstrap median estimates (black line)
and the 90 percent confidence intervals (shadow area) are reported. Chart a shows the median response
of main regional capitals’ transaction volumes changes to domestic shock. Chart b presents the me-
dian response of neighbours transaction volumes changes to shocks arising from the corresponding main
regional capital housing market.

horizon 0, the largest transmission of the housing demand shock to neighbours trans-

action volumes level is observed for Milano (76.59 percent) and, to less extent, in Bari

(54.91 percent), while the Spillover index is similar for the other main cities, with values

ranging from 26.96 percent (Roma) to 44.18 percent (Bologna). Moreover, I focus on

the transitional path of the volumes “spillover effect” from time 0 to a five-year forecast

horizon, by comparing the Spillover index corresponding to a forecast horizon beyond

time 0 with the one associated with a five-year horizon. It can be seen from Table

3.7 (panel b) that the Spillover index strongly increases in Bari (from 44.63 to 73.96

percent) and in Roma (from 10.72 to 36.14 percent). Since confidence intervals for Bari

get dramatically wider as the forecast horizons increase (see Figure 3.2), I focus only on

Bari spillover effect over a short-run forecast horizon. More specifically the empirical

results for Bari suggest an average Spillover index beyond time 0 up to e.g. 2 years

equal to 58 percent, that is a value bigger than the one for the impact effect. The other

main city in Mezzogiorno, Napoli, shows an increase in the Spillover index, since there
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is a moderate increase by 5 percent. A rise of the Spillover index across forecast horizon

beyond time 0 is also recorded by the Northern cities, including: Bologna (from 77.36 to

89.45 percent), Torino (from 60.23 to 70.07 percent) and, to less extent, Genova (from

59.73 to 63.41 percent). However, all the three Northern cities report values of the index

at a five-year horizon decisively larger than the ones reported at time 0 (44.18, 29.96

and 39.71 percent, respectively). All the remaining main cities exhibit a decrease of the

Spillover index : Venezia (from 65.94 to 51.29), Firenze (from 65.75 to 56.94), Milano

(from 106.72 to 99.58 percent) and, to less extent, Palermo (from 59.03 to 55.96 per-

cent). However, the average Spillover index, across forecast horizon beyond time 0, in

each of these four cities is larger than the index measured at time 0 (the average values

are equal to 51.74, 55.34, 99.39 and 53.44 percent, respectively).

The convergence of the volumes Spillover index to its equilibrium value is slower than the

one observed for the house prices. The fastest convergence (over two years) is recorded

in two Northern cities, such as Genova and Bologna, and only in one city of the Mezzo-

giorno, Napoli. All the remaining cities show a slower convergence process, taking the

whole five-year horizon.

To summarize, the structural impulse response (IRF) analysis together with the as-

sociated Spillover index provides some interesting findings. First, contrary to a large

body of literature, this study does not find evidence of a “ripple effect” in house prices.

There is evidence of neighbours small response to a negative housing demand shock to

the main regional capital, especially in the North of Italy. The only exception is Roma,

where the Spillover index increases over the whole forecast period, showing a “spillover

effect” at five-year horizon three times bigger than the one reported on impact.

I find that transaction volumes largely spill over across regional capitals and neighbours

in response to the negative housing demand shock. In all the 10 main regional capitals,

the Spillover index at five-year horizon is larger than its value on impact. My findings

are consistent with the study of Tsai (2014), which focuses on UK housing market. In

particular, the empirical evidence in this chapter supports the presence of a “ripple ef-

fect” in transaction volume. My findings are consistent with a number of studies which

focus on the impact of unobserved shocks to fundamentals on price-volume correlation.

While the literature concentrates on reduced form shocks to fundamentals, I focus on

the response to an unobserved structural form shock to fundamentals, interpreted as

negative housing demand shock. Focusing on the “domestic response”, my findings

show a stronger reaction, on impact, of transaction volumes than house prices. This

results support those of Hort (2000) and Clayton et al. (2010), which find a reaction

of the number of sales and the turnover rates (respectively) to reduced form shocks to

fundamentals, on impact, larger than the response of house prices. The two housing

market aggregates show a different behaviour beyond time 0. In line with the study
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of Andrew & Meen (2003), which focuses on the response of house prices and trans-

action volumes (changes) to an interest rate shock in UK housing market, I find that

house prices slightly decrease over the whole forecast period, while transaction volumes

strongly react over few semesters, say 2− 3 semesters, before reaching their base value,

in almost all the 10 main regional capitals. Finally, I find evidence of an heterogeneity

in the ripple effect given a different propagation of the negative housing demand shock

arising in each dominant unit to the price and the volumes of neighbours.

3.5 Conclusions

In this chapter, I have contributed to the literature on the spatio-temporal diffusion

house prices, which is known as “ripple effect”. First, I have focused not only on house

prices but also on transaction volumes. The bi-annual dataset is for 93 Italian provinces,

over the period 2004−2016. Second, I have explored heterogeneity in the “ripple effect”

by considering different dominant units. Third, I have also contributed to the literature

on price-volume co-movement associated to reduced form shocks to the fundamentals, by

focusing on a structural form innovation identified as negative housing demand shock.

The use of a structural shock allows to circumvent the issue related to the lack of

provincial data for fundamental drivers of house prices such as interest rates on loan

and income.

The spillover analysis has been carried out by using a GVAR model based on a spatial

exogenous regressor obtained from the construction of a spatial weight matrix (spatial

econometric approach). The structural housing demand shocks in each of the 10 Italian

main regional capitals have been identified by using theory-driven sign restrictions.

The structural impulse response functions obtained from the estimated GVAR allow to

address the three aforementioned issues.

As for the analysis on “ripple effect”, I do not find evidence of a strong propagation

mechanism of the housing demand shocks on neighbours house prices. Oppositely, in

line with the study of Tsai (2014) which finds evidence of a “ripple effect” in transaction

volumes for UK, I find a significant transmission mechanism of the exogenous shock to

neighbours through sales, in almost all the 10 provinces under investigation.

Second, there is evidence of heterogeneity in the ripple effect given the different responses

to a shock to each dominant unit.

Finally, I also focus on the relationship between house prices and transaction volumes

in response to a housing demand shock. This results support those of Hort (2000) and

Clayton et al. (2010), which find a reaction of the number of sales and the turnover

rates (respectively) to reduced form shocks to fundamentals, on impact, larger than the
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response of house prices. The two housing market aggregates show a different behaviour

beyond time 0. In line with the study of Andrew & Meen (2003), which focuses on the

response of house prices and transaction volumes (changes) to an interest rate shock in

UK housing market, I find that house prices slightly decrease over the whole forecast

period, while transaction volumes strongly react over few semesters, say 2−3 semesters,

before reaching their base value, in almost all the 10 main regional capitals.

The evidence of heterogeneity in the ripple effect implies the existence of segmented

housing markets regardless of the geographical location and it might suggest housing

market policy intervention tailored to the local condition of a given housing market.
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