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## 1

## Introduction

Scientists and scientific research have been guided by imagination and curiosity since the beginning. When we think about the fathers of the modern science, the first images, that we see in our mind, are the pictures of Newton and Galileo. As a matter of fact, the history of scientific knowledge started when the first man, looking at the constellations, imagined animals and objects. Nowadays, the questions to be answered by scientists are many, admittedly the more phenomena we understand the more open questions we find.

The idea of relating the motion of the smallest part of the matter with macroscopic properties has been fascinating since the time of Ancient Greece. Understanding the electronic motion and seeing its signatures in quantities that we can measure was unthinkable only 200 years ago, and now there are many sectors of scientific research focused on it. One of this is the Strong Field area, in other words the branch of physics which analyses the interactions between atoms, molecules, clusters, nanostructures and strong electric fields.

It has been a long road since Einstein formulated the theoretical basis of the light amplification by stimulated emission of radiation (laser), indeed the state of art allows the realisation of attosecond and femtosecond laser with very high intensities $\left(10^{10} \leftrightarrow 10^{17} \mathrm{~W} / \mathrm{cm}^{2}\right)$. The need of having laser with this duration is due to the fact that attoseconds and femtoseconds are the timescales of electronic and nuclear motion. At the same time, a high intensity permits to study nonlinear phenomena of matter-radiation interaction such as: above threshold ionization (ATI), multiphoton ionization (MPI), rescattering, high harmonic generation (HHG). By looking at each of this phenomena we are able to study different properties of the target system. For example, we are able to reconstruct the atomic and molecular orbitals, to know the ionization energies of molecules, ions and atoms, to study the symmetry of a target system, the motion of electrons and ions $[1,2,3,4,5,6,7,8,9]$.

The aim of this thesis is the study of these phenomena by using various systems as targets. We are going to analyse in particular: HHG spectra from atoms, molecules and quantum rings and the dual process photoelectron angular distribution (PAD). In the
study of the latter, we will distinguish features of different phenomena as, in the low energy region, ATI and MPI and in the high energy part, rescattering.

### 1.1 Multiphoton Ionization

When a target system is driven by a weak laser field, a bounded electron can absorb a photon. At a later time, it might go into a virtual state and later come back into a bound state or, if the photon energy $\hbar \omega_{L}$ is higher than the ionization energy $I_{p}$, it will run away. This phenomenon is named photoelectric effect and it is shown in Fig.1.1.


Figure 1.1: Picture of the photoelectric effect (photon in violet, electrons in blue).
On the other hand, when the probability of ionization is high, we are in the presence of a strong laser field and our bounded electron can absorb more than one photon and ionize also if $\hbar \omega_{L}<I_{p}$. This phenomenon is named MPI.

A bounded electron in a target is described by the time independent Schroedinger equation (TISE):

$$
\begin{equation*}
\mathbb{H}|\phi\rangle=E|\phi\rangle . \tag{1.1}
\end{equation*}
$$

If we solve Eq. 1.1 for the groundstate $\left|\phi_{0}\right\rangle$, we find the eigenenergy $E_{0}$ that by definition is $E_{0}=-I_{p}$. There are many ways and many levels of approximation that can be used to solve this equation. For explaining some aspects of MPI (Fig. 1.2), we do not need to use many body models thus we may safely consider that we have only one electron in the presence of a mean potential field due to the other particles in the system. This approach is named single active electron (SAE) approximation and in what follows we will use this approximation many times.

The standard approach for building $\mathbb{H}$ is to reproduce some experimental properties. For the purposes of this work, we mainly take into account the geometry and the ionization energy of the system. The former is very important in recollision processes, on the other hand the latter is essential for a good understanding of the ionization one. Note, in order to study our target systems, we consider laser field, thus we include in


Figure 1.2: Picture of the MPI process, from the ground state to the continuum.
the equations the contribution of periodic electric field $\overrightarrow{\mathcal{E}}(t)$ or vector potential $\overrightarrow{\mathcal{A}}(t)$ :

$$
\begin{align*}
& \overrightarrow{\mathcal{E}}(t)=f(t)\left(\mathcal{E}_{x} \cos \left(\omega_{L} t\right), \mathcal{E}_{y} \sin \left(\omega_{L} t\right)\right) \rightarrow\left(\mathcal{E}_{x} \cos \left(\omega_{L} t\right), \mathcal{E}_{y} \sin \left(\omega_{L} t\right)\right)  \tag{1.2}\\
& \vec{A}(t)=f(t)\left(A_{x} \sin \left(\omega_{L} t\right), A_{y} \cos \left(\omega_{L} t\right)\right) \rightarrow\left(A_{x} \sin \left(\omega_{L} t\right), A_{y} \cos \left(\omega_{L} t\right)\right) \tag{1.3}
\end{align*}
$$

where the choice of the sinusoidal functions is arbitrary (it is only important that if $\mathcal{E}_{i}(t) \propto \cos \left(\omega_{L} t\right)$ then $\mathcal{E}_{j}(t) \propto \sin \left(\omega_{L} t\right)$, with $i=x, y ; j=x, y$ and $\left.i \neq j\right)$. In the set of Eq.s 1.2 and $1.3 f(t)$, called pulse profile, describes the on and off switching of the laser pulse; it fulfills the condition: $\lim _{t \rightarrow \pm \infty} f(t)=0$ and $\max f(t)=1$. It is important to note that we are neglecting the dependence, of the fields in Eq.s 1.2 and 1.3, on the space position $\vec{r}$, this approach is generally named dipole approximation, in the following we will use it several times.

### 1.2 Above threshold ionization.

If we look the experimental photoelectron spectrum for small energies (in the following we are going to explain what this means), we observe the multiphoton phenomenon named ATI. One of the first explanation of this experimental effect was the Keldysh theory [10], which, as initially formulated, was perturbative and not easy to correct with higher order of approximation. On the other hand, this theory is still used for explaining the ATI phenomenon and nowadays there is an expansion of this theory named strong field approximation (SFA2), that is able to explain also the recollision processes. For our purpose in this section, we only need to derive the Keldysh lowestorder theory from the time dependent Schroedinger equation (TDSE), in the future we are going to call this SFA. We assume that the Hamiltonian describing the unperturbed system can be written in the form:

$$
\begin{equation*}
\mathbb{H}_{0}=\frac{\mathbb{p}^{2}}{2 m_{e}}+\mathbb{V}(\vec{r}) \tag{1.4}
\end{equation*}
$$

and that $|\phi\rangle$ is a generic eigenstate of the associated TISE (Eq. 1.1). If the Hamiltonian $\mathbb{H}_{I}(t)$ describes the interaction between a strong laser field and our system, we can write the TDSE:

$$
\begin{gather*}
\mathbb{H}|\psi(t)\rangle=i \hbar \frac{\partial}{\partial t}|\psi(t)\rangle  \tag{1.5}\\
\mathbb{H}=\mathbb{H}_{0}+\mathbb{H}_{I}(t)  \tag{1.6}\\
|\psi(t)\rangle=\sum_{n} c_{n}(t)\left|\phi_{n}\right\rangle+\int \mathrm{d}^{3} \vec{k} \vec{k}_{\vec{k}}(t)\left|\phi_{\vec{k}}\right\rangle \tag{1.7}
\end{gather*}
$$

where we used the dipole approximation and the state vector $|\psi(t)\rangle$ is written as an expansion of $\left|\phi_{n}\right\rangle$, where the first contribution is from the bound states and the second from the continuum states [11, 12].

Inserting Eq. 1.7 in Eq. 1.5 and projecting to $\left\langle\phi_{n}\right|$ and $\left\langle\phi_{k}\right|$, we get the following coupled equations:

$$
\begin{align*}
& i \hbar \frac{\partial c_{n}(t)}{\partial t}=E_{n} c_{n}(t)+\sum_{m}\left\langle\phi_{n}\right| \mathbb{H}_{I}(t)\left|\phi_{m}\right\rangle c_{m}(t)+ \\
&+\int \mathrm{d}^{3} \vec{k}\left\langle\phi_{n}\right| H_{I}(t)\left|\phi_{\vec{k}}\right\rangle c_{\vec{k}}(t)  \tag{1.8}\\
& i \hbar \frac{\partial c_{\vec{k}}(t)}{\partial t}=E_{\vec{k}} c_{\vec{k}}(t)+\sum_{m}\left\langle\phi_{\vec{k}}\right| H_{I}(t)\left|\phi_{m}\right\rangle c_{m}(t)+ \\
&+\int \mathrm{d}^{3} \overrightarrow{k^{\prime}}\left\langle\phi_{\vec{k}}\right| H_{I}(t)\left|\phi_{\overrightarrow{k^{\prime}}}\right\rangle c_{\vec{k}^{\prime}}(t) . \tag{1.9}
\end{align*}
$$

In order to derive the SFA we have to impose three condition:

1. the probability amplitude of the initial bound state is close to one during the interaction
2. the binding potential $\mathbb{V}(\vec{r})$ is short ranged (its effect is negligible for ionized electrons)
3. $H_{I}=-\frac{q_{e}}{m_{e} c} \overrightarrow{\mathbb{A}}(t) \cdot \overrightarrow{\mathrm{p}}+\frac{q_{e}^{2}}{2 m_{e} c^{2}} \mathbb{A}^{2}(t) \rightarrow-\frac{q_{e}}{m_{e c}} \overrightarrow{\mathbb{A}}(t) \cdot \vec{p}$, where we neglect the $\mathbb{A}^{2}(t)$-term because the addition of a function depending only on time to an Hamiltonian does not change the physics properties, and $q_{e}$ is the charge of the electron.

From condition (2), it derives that the state $\left|\phi_{k}\right\rangle$ is an eigenstate of $\mathfrak{p}$, thus $\left|\phi_{k}\right\rangle=|\vec{p}\rangle$. Then, we are only interested to Eq. 1.9 and the contributions become:

$$
\begin{align*}
& \left\langle\phi_{\vec{k}}\right| H_{I}(t)\left|\phi_{m}\right\rangle \rightarrow\langle\vec{p}| H_{I}(t)\left|\phi_{m}\right\rangle=-\frac{q_{e}}{m_{e} c} \vec{A}(t) \cdot \vec{p}\left\langle\vec{p} \mid \phi_{m}\right\rangle=H_{I}(t) \phi_{m}(\vec{p})  \tag{1.10}\\
& \int \mathrm{d}^{3} \overrightarrow{k^{\prime}}\left\langle\phi_{\vec{k}}\right| H_{I}(t)\left|\phi_{\overrightarrow{k^{\prime}}}\right\rangle c_{\overrightarrow{k^{\prime}}}(t) \rightarrow \int \mathrm{d}^{3} \vec{p}\langle\vec{p}| H_{I}(t)\left|\overrightarrow{p^{\prime}}\right\rangle c_{\overrightarrow{p^{\prime}}}= \\
& =\int \mathrm{d}^{3} \vec{p} \delta_{\vec{p}, \overrightarrow{p^{\prime}}} H_{I}(t) c_{\overrightarrow{p^{\prime}}}=H_{I}(t) c_{\vec{p}} . \tag{1.11}
\end{align*}
$$

With this approximations Eq. 1.9 takes the form of

$$
\begin{equation*}
i \hbar \frac{\partial c_{\vec{p}}(t)}{\partial t} \cong\left[\frac{p^{2}}{2 m_{e}}+H_{I}(t)\right] c_{\vec{p}}(t)+\sum_{m} H_{I}(t) \phi_{m}(\vec{p}) c_{m}(t) \tag{1.12}
\end{equation*}
$$

and if we consider $c_{\vec{p}}(0)=0$ and we neglect a phase factor depending of $t$ which is not relevant from a physics point of view, we can write as approximated solution:

$$
\begin{equation*}
c_{\vec{p}}(t) \cong-\frac{i}{\hbar} \sum_{m} \phi_{m}(\vec{p}) \int_{0}^{t} \mathrm{~d} \tau H_{I}(\tau) c_{m}(\tau) e^{\frac{i}{\hbar}\left[\frac{p^{2} \tau}{2 m_{e}}+\int_{0}^{\tau} \mathrm{d} t^{\prime} H_{I}\left(t^{\prime}\right)\right]} \tag{1.13}
\end{equation*}
$$

By partial integration and dropping the not integral term that is always bounded during the interaction, we find

$$
\begin{equation*}
c_{\vec{p}}(t) \cong \frac{i}{\hbar} \sum_{m} \phi_{m}(\vec{p}) \int_{0}^{t} \mathrm{~d} \tau e^{\frac{i}{\hbar} \int_{0}^{\tau} \mathrm{d} t^{\prime} H_{I}\left(t^{\prime}\right)} \frac{\mathrm{d}}{\mathrm{~d} \tau}\left[c_{m}(\tau) e^{\frac{i}{\hbar} \frac{p^{2} \tau}{2 m_{e}}}\right] . \tag{1.14}
\end{equation*}
$$

From condition (1), it follows that $c_{m}(t) \cong \delta_{i m} e^{i \frac{I_{i} t}{\hbar}}$ (where $m=i$ denotes the initial state and $I_{i}=-E_{i}$ ) and that

$$
\begin{equation*}
c_{\vec{p}}(t) \cong \frac{i}{\hbar} \phi_{i}(\vec{p})\left(\frac{p^{2}}{2 m_{e}}+I_{i}\right) \int_{0}^{t} \mathrm{~d} \tau e^{\frac{i \tau}{\hbar}\left[\frac{p^{2}}{2 m_{e}}+I_{i}+\frac{1}{\tau} \int_{0}^{\tau} \mathrm{d} t^{\prime} H_{I}\left(t^{\prime}\right)\right]} \tag{1.15}
\end{equation*}
$$

At this point, we can calculate the angular distribution of energy for ionized electrons with momentum between $\vec{p}$ and $\vec{p}+\mathrm{d} \vec{p}$ [5] as function of the energy

$$
\begin{equation*}
\nabla_{\vec{p}} I=|f(\vec{p})|^{2} \tag{1.16}
\end{equation*}
$$

where

$$
\begin{equation*}
f(\vec{p})=c_{\vec{p}}(\infty)-c_{\vec{p}}(-\infty) . \tag{1.17}
\end{equation*}
$$

The integral term of Eq. 1.15 inserted into Eq. 1.16 and integrated over $\mathrm{d}^{3} \vec{p}$, for a periodic potential, is the energy spectrum of photoelectrons, which consequently has peaks at:

$$
\begin{gather*}
\frac{p^{2}}{2 m_{e}}=n \hbar \omega_{L}-I_{i}-U_{p}  \tag{1.18}\\
U_{p}=\frac{1}{\tau} \int_{0}^{\tau} \mathrm{d} t^{\prime} \frac{q_{e}^{2}}{2 m_{e} c^{2}} A^{2}\left(t^{\prime}\right) \tag{1.19}
\end{gather*}
$$

where $U_{p}$ is the ponderomotive energy, and $n \hbar \omega_{L}$ is the multiphoton terms. These peaks are historically named ATI [10, 11, 13, 14, 12]. To be thorough, in the standard SFA Eq. 1.13 is written as

$$
\begin{gather*}
c_{\vec{p}}(t)=-\frac{i}{\hbar} \int_{0}^{t} \mathrm{~d} \tau\left\langle\psi_{V}^{\vec{p}}(\tau)\right| H_{I}(\tau)\left|\psi_{D}(\tau)\right\rangle  \tag{1.20}\\
\left|\psi_{V}^{\vec{p}}(\tau)\right\rangle=e^{-\frac{i \tau}{\hbar}\left(\frac{p^{2}}{2 m_{e}}+\int_{0}^{\tau} \mathrm{d} t^{\prime} H_{I}\left(t^{\prime}\right)\right)}|\vec{p}\rangle  \tag{1.21}\\
\left|\psi_{D}(\tau)\right\rangle=\sum_{m} c_{m}(t)\left|\phi_{m}\right\rangle \tag{1.22}
\end{gather*}
$$

where $\left|\psi_{V}^{p}(\tau)\right\rangle$ are named Volkov states, $\left|\phi_{i}\right\rangle=\left|\phi_{0}\right\rangle$ and consequently $I_{i}=I_{p}$.
At this point, we have to explain what small energies means. For this aim, we evaluate the classical counterpart of our system. For an ionized electron driven by a vector potential $\vec{A}(t)$, such as $\langle\vec{A}(t)\rangle_{T_{L}}=0$, the classical velocity is

$$
\begin{equation*}
m \vec{v}(t)=\frac{q_{e}}{c}\left[\vec{A}\left(t_{0}\right)-\vec{A}(t)\right]=\vec{p}-\frac{q_{e}}{c} \vec{A}(t) \tag{1.23}
\end{equation*}
$$

where $\vec{p}$ is the momentum at the time of ionization $t_{0}$. Thus, the average kinetic energy is

$$
\begin{equation*}
\frac{m_{e}}{2}\left\langle\vec{v}^{2}(t)\right\rangle_{T_{L}}=\frac{p^{2}}{2 m_{e}}+\frac{q_{e}^{2}}{2 m_{e} c^{2}}\left\langle A^{2}(t)\right\rangle_{T_{L}}=E_{d r i f t}+U_{p} . \tag{1.24}
\end{equation*}
$$

Generally, we have an elliptical polarized incident electric field and the $\vec{A}(t)$ can be written as

$$
\begin{equation*}
\vec{A}(t)=\frac{A}{1+e^{2}}\left[\hat{x} \sin \left(\omega_{L} t\right)+e \hat{y} \cos \left(\omega_{L} t\right)\right] \tag{1.25}
\end{equation*}
$$

where $e$ is the ellipticity and $A^{2}=\frac{4 m_{e} c^{2} U_{p}}{q_{e}^{2}}$. With this ansatz

$$
\begin{gather*}
E_{d r i f t}=\frac{\left(q_{e} \vec{A}\left(t_{0}\right)\right)^{2}}{2 m_{e} c^{2}}=\frac{q_{e}^{2} A^{2}}{2 m_{e} c^{2}}\left[\cos ^{2}\left(\omega_{L} t_{0}\right)+e^{2} \sin ^{2}\left(\omega_{L} t_{0}\right)\right]= \\
=2 \frac{q_{e}^{2} A^{2}}{4 m_{e} c^{2}}\left[1+\left(e^{2}-1\right) \sin ^{2}\left(\omega_{L} t_{0}\right)\right]  \tag{1.26}\\
\frac{2 e^{2}}{1+e^{2}} U_{p} \leq E_{d r i f t} \leq \frac{2}{1+e^{2}} U_{p} \tag{1.27}
\end{gather*}
$$

this result means that for linear polarized laser the ATI process should happen between 0 and $2 U_{p}$.

In conclusion, when an atom or a molecule is driven by a strong laser field, the photoelectron spectrum, in the energy range $0 \rightarrow 2 U_{p}$, presents peaks at $\frac{p^{2}}{2 m_{e}}=$ $-I_{i}-U_{p}+n \hbar \omega_{L}$ named ATI.

### 1.3 High Harmonic Generation.

Since the first experiments in which HHG was observed, researchers have been fascinated by the possibility to utilize this coherent form of emission to develop new laser. The very peculiar characteristics of HHG, in particular the fact that it is sensitive to the symmetry of the system, allow to control the properties of the emission (such as ellipticity or time duration). Of course this control it is not easy for technical limitations in the experiment.

But, what is HHG? An atom, molecule, cluster or nanostructure, driven by an intense laser field of frequency $\omega_{L}$, emits a spectrum formed by multiples of $\omega_{L}$. If the target system has spherical symmetry, it only emits odd harmonics, otherwise the spectrum is composed by both even and odd harmonics. In a typical HHG spectrum the intensity of the first few harmonics rapidly decreases, later remains constant along a wide plateau and then rapidly quenches in a rapid cutoff; as reported in literature, the study of the cutoff region is important for the realization of short pulse.


Figure 1.3: Picture of the three step model.

This phenomenon is historically explained by the three step model. The difference between the treatment of ATI and HHG is that, for the latter we have to consider the contribution of the returning electrons.

The idea of the three step model is pictorially given in (Fig.1.3): (a) a bounded electron goes to the continuum by tunneling; (b) it is accelerated by the laser field; (c) when the laser field changes sign the electron can come back close to the target system; (d) it can rescatter changing is momentum, or it can be recaptured into a bound state emitting harmonic radiation.

In the remaining part of this thesis, we will solve the TDSE to calculate the evolution of a system driven by an intense laser. However, in this section we want to explain in a easy way some characteristics of HHG, thus we use two simplified approaches.

The first one is named semi-classical and it is based on the three step model. The idea is that the active electron appears in the continuum with zero velocity ( $v\left(t_{i}\right)=0$ where $t_{i}$ is the ionization time). In analogy with the ATI process we treat this electron classically $[15,16,17,18]$.

The equation of motion for an electron driven by a laser field linearly polarized along the $\hat{x}$-axis, is

$$
\begin{equation*}
m a_{x}(t)=-q_{e} \mathcal{E}_{0} \sin \left(\omega_{L} t\right) \tag{1.28}
\end{equation*}
$$

and the velocity is

$$
\begin{equation*}
v_{x}(t)=\frac{q_{e} \mathcal{E}_{0}}{m \omega_{L}}\left[\cos \left(\omega_{L} t\right)-\cos \left(\omega_{L} t_{i}\right)\right] \tag{1.29}
\end{equation*}
$$

At this point we have to find the second time of this process, the rescattering or capture time $t_{r}$, in other words a time $t_{r} \neq t_{i}$ such that $x\left(t_{r}\right)=0$. From Eq. 1.29

$$
\begin{equation*}
x(t)=\frac{q_{\mathcal{E}} \mathcal{E}_{0}}{m \omega_{L}^{2}}\left[\sin \left(\omega_{L} t\right)-\sin \left(\omega_{L} t_{i}\right)-\omega_{L}\left(t-t_{i}\right) \cos \left(\omega_{L} t_{i}\right)\right] \tag{1.30}
\end{equation*}
$$

thus the rescatting times $t_{r}$ must satisfy

$$
\begin{equation*}
\sin \left(\omega_{L} t_{r}\right)-\sin \left(\omega_{L} t_{i}\right)=\omega_{L}\left(t_{r}-t_{i}\right) \cos \left(\omega_{L} t_{i}\right) . \tag{1.31}
\end{equation*}
$$

At the same way of the maximum energy for the ATI process we can estimate the cutoff of HHG. In this model, the energy of an emitted photon is

$$
\begin{equation*}
\hbar \omega=\Delta E_{k}+I_{p} \tag{1.32}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta E_{k}=\frac{1}{2} m v_{x}\left(t_{r}\right)^{2}-\frac{1}{2} m v_{x}\left(t_{i}\right)^{2}=\frac{1}{2} m v_{x}\left(t_{r}\right)^{2} \tag{1.33}
\end{equation*}
$$

by simulations it has been found that the maximum value of $\Delta E_{k}=3.2 U_{p}$, thus

$$
\begin{equation*}
\hbar \omega_{c u t}=3.2 U_{p}+I_{p} . \tag{1.34}
\end{equation*}
$$

The second approach is the quasi-classical method [19] which starts from a full quantum theory. If we have an atom driven by a periodic electric field, the TDSE is:

$$
\begin{equation*}
i \frac{\partial}{\partial t}|\psi(\vec{r}, t)\rangle=\left[-\frac{\hbar^{2} \nabla^{2}}{2 m_{e}}+\mathbb{V}(\vec{r})-q_{e} \overrightarrow{\mathcal{E}} \cdot \vec{r} \cos \left(\omega_{L} t\right)\right]|\psi(\vec{r}, t)\rangle \tag{1.35}
\end{equation*}
$$

where Eq. 1.35 is written in the so called length gauge within the SAE. For our goal, we need that $I_{p} \gg \hbar \omega_{L}$ (most of the time $\left.I_{p} \approx(5 \rightarrow 20) \hbar \omega_{L}\right)$ and $U_{p}$ comparable with $I_{p}$. In this way the electron that leaves the atom does not feel the atomic potential $\mathbb{V}(\vec{r})$. In addition, we are interested to study the emission in the cutoff region. The electrons responsible of this part of the spectrum have a great kinetic energy compared with the ionization potential. A general solution of Eq. 1.35 is still the one in Eq. 1.7. If we are in the energy range where $\gamma=\sqrt{\frac{I_{p}}{2 U_{p}}}<1$ ( $\gamma$ is named Keldysh parameters), we have to consider only the contribution of the groundstate $\left|\phi_{0}\right\rangle$ and we have to use the assumptions (1) and (2) of section 1.2, thus

$$
\begin{equation*}
|\psi(t)\rangle=e^{i \hbar I_{p} t} c_{0}(t)\left|\phi_{0}\right\rangle+\int \mathrm{d}^{3} \vec{p}_{\vec{p}}(t)|\vec{p}\rangle . \tag{1.36}
\end{equation*}
$$

As in section 1.2, we insert this solution in Eq. 1.35, considering for simplicity a linear polarized laser along $x$

$$
\begin{equation*}
i \hbar \frac{\partial c_{\vec{p}}(t)}{\partial t}=\left[\frac{\vec{p}^{2}}{2 m_{e}}+I_{p}\right] c_{\vec{p}}(t)-q_{e} \mathcal{E}_{0} \cos \left(\omega_{L} t\right)\left[\langle\vec{p}| \text { 火 }\left|\phi_{0}\right\rangle+i \frac{\partial}{\partial p_{x}} c_{\vec{p}}(t)\right] \tag{1.37}
\end{equation*}
$$

and the general solution（where $\vec{p}=m_{e} \vec{v}$ ）is

$$
\begin{align*}
c_{\vec{p}}(t)=i q_{e} \int_{0}^{t} \mathrm{~d} t^{\prime} \mathcal{E}_{0} \cos \left(\omega_{L} t^{\prime}\right)\left\langle\vec{p}+\frac{q_{e}}{c} \vec{A}(t)\right. & \left.-\frac{q_{e}}{c} \vec{A}\left(t^{\prime}\right)|x| \phi_{0}\right\rangle \times \\
& \times e^{-i \int_{t^{\prime}}^{t}, t^{\prime \prime}\left[\frac{\left(\overrightarrow{\left(\vec{r}+\frac{q_{e}}{c} \vec{A}(t)-\frac{q_{e}}{e}\left(t^{\prime \prime}\right)\right)^{2}}\right.}{2 m_{e}}+I_{p}\right]} . \tag{1.38}
\end{align*}
$$

The energy emitted from $\omega$ and $\omega+\mathrm{d} \omega$ that it is given by the Larmour formula

$$
\begin{equation*}
\frac{\mathrm{d} I}{\mathrm{~d} \omega}(\omega)=\frac{4 q_{e}^{2}}{3 c^{3}}|\vec{a}(\omega)|^{2} \tag{1.39}
\end{equation*}
$$

where $\vec{a}(\omega)$ is the Fourier transform of $\vec{a}(t)=\langle\psi(t)| \frac{\partial^{2}}{\partial t^{2}} \vec{r}|\psi(t)\rangle$ ．
The $x$－component of the dipole moment $\vec{r}(t)=\langle\psi(t)| \vec{r}|\psi(t)\rangle$ using our expan－ sion of $|\psi(t)\rangle$ is

$$
\begin{array}{r}
x(t)=i \int_{0}^{t} \mathrm{~d} t^{\prime} \int \mathrm{d}^{3} \vec{P} \mathcal{E}_{0} \cos \left(\omega_{L} t^{\prime}\right)\left\langle\vec{P}-\frac{q_{e}}{c} \vec{A}\left(t^{\prime}\right)\right| 冫\left|\phi_{0}\right\rangle\left\langle\phi_{0}\right| 火\left|\vec{P}-\frac{q_{e}}{c} \vec{A}\left(t^{\prime}\right)\right\rangle \times \\
\times e^{-i \int_{t^{\prime}}^{t} \mathrm{~d} t^{\prime \prime}\left[\frac{\left(\vec{P}-\frac{q_{e}}{c} \vec{A}\left(t^{\prime \prime}\right)\right)^{2}}{2 m_{e}}+I_{p}\right]}+\text { c.c. } \tag{1.40}
\end{array}
$$

where $\vec{P}=\vec{p}+\frac{q_{e}}{c} \vec{A}$ is the canonical momentum．In spite of its complicated look， the physical meaning of this equation is very clear．
－ $\mathcal{E}_{0} \cos \left(\omega_{L} t^{\prime}\right)\left\langle\vec{P}-\frac{q_{e}}{c} \vec{A}\left(t^{\prime}\right)\right| 火\left|\phi_{0}\right\rangle$ is the probability amplitude for an electron to go to the continuum at time $t^{\prime}$ with canonical momentum $\vec{P}$
－ $\int_{t^{\prime}}^{t} \mathrm{~d} t^{\prime \prime}\left[\frac{\left(\vec{P}-\frac{q_{e}}{c} \vec{A}\left(t^{\prime \prime}\right)\right)^{2}}{2 m_{e}}+I_{p}\right]$ is the quasi－classical action $S\left(\vec{P}, t, t^{\prime}\right)$ ，and describes the interaction between the free electron and the laser field in the time interval $t^{\prime} \rightarrow t$
－$\left\langle\phi_{0}\right| \nless x\left|\vec{P}-\frac{q_{e}}{c} \vec{A}\left(t^{\prime}\right)\right\rangle$ is the probability amplitude of recombination at time $t$
One important consideration is that the canonical momentum $\vec{P}$ does not change between $t$ and $t^{\prime}$ because we neglected the contribution of $\mathbb{V}(\vec{r})$ in the continuum （actually this in not completely true because of the dependence of $S\left(\vec{P}, t, t^{\prime}\right)$ on $\left.I_{p}\right)$ ．

The generalization of this solution to the case with a $\overrightarrow{\mathcal{E}}(t)$ with a generic po－ larization，is trivial

$$
\begin{array}{r}
\vec{r}(t)=i \int_{0}^{t} \mathrm{~d} t^{\prime} \int \mathrm{d}^{3} \vec{P}\left\langle\phi_{0}\right| \vec{r}\left|\vec{P}-\frac{q_{e}}{c} \vec{A}\left(t^{\prime}\right)\right\rangle \overrightarrow{\mathcal{E}}\left(t^{\prime}\right) \cdot\left\langle\vec{P}-\frac{q_{e}}{c} \vec{A}\left(t^{\prime}\right)\right| \overrightarrow{\vec{r}}\left|\phi_{0}\right\rangle \times \\
\times e^{-i S\left(\vec{P}, t, t^{\prime}\right)}+c . c . \tag{1.41}
\end{array}
$$

$S\left(\vec{P}, t, t^{\prime}\right)$ varies much faster than the dipole matrix elements，thus the most important contribution to the integral comes from：

$$
\begin{equation*}
\nabla_{p} S\left(\vec{P}, t, t^{\prime}\right)=0 \tag{1.42}
\end{equation*}
$$

As we expected from the semi-classical models, we find by Eq. 1.42 that the most important contributions come from electrons which come back at $t$ at the same position where they started at $t^{\prime}$. In addition, we only consider the possibility to come back in the groundstate thus $\vec{r}\left(t^{\prime}\right)$ have to be very close (at the scale of Bohr radius) to the center of the potential.

Consequently, we have found the assumptions of three step model by a quasiclassical method, starting from the TDSE. The advantage of this method is that, as the TDSE method, it gives the correct energy of the cutoff for HHG from an atom: $\hbar \omega_{c u t}=3.17 U_{p}+I_{p}$.

### 1.4 Rescattering.

Both for ATI and HHG we have neglected the contribution of the atomic potential. In the first case because we consider ionized electrons which immediately go away, and in the second one because we were interested at the cutoff region (free-electrons with $\left.E_{k} \gg I_{p}\right)$. Actually, there is a third phenomenon, named rescattering, for which $\mathbb{V}(\vec{r})$ plays an important role. Here we consider returning electrons which do not recombine into a bound state but, being diffracted by the target system, stay in the continuum [20, 21].

Classically, we start again from the situation described by Eq. 1.28, and we are still interested in electrons returning at the center of $V(\vec{r})$, thus they have to fulfill Eq. 1.31. The latter equation depending on the ionization time $t_{i}$ describes several different situations [22]

- $0<\omega_{L} t_{i}<\frac{\pi}{2}$ the electron never comes back,
- $\frac{\pi}{2}<\omega_{L} t_{i}<0.5697 \pi$ the electron comes back at least 3 times,
- $0.5697 \pi<\omega_{L} t_{i}<\pi$ the electron returns once.

Thus, if $\omega_{L} t_{i}>\frac{\pi}{2}$, the electron can be elastically scattered at time $t_{r}$ by an angle $\theta_{r}$ with respect its direction of motion, and the components of the velocity for a rescattered electron are

$$
\begin{align*}
& p_{x}(t)=m v_{x}(t)=-\frac{q_{e} \mathcal{E}_{0}}{\omega_{L}}\left\{\cos \left(\omega_{L} t\right)-\cos \left(\omega_{L} t_{r}\right)+\right. \\
& \left.+\cos \theta_{r}\left[\cos \left(\omega_{L} t_{r}\right)-\cos \left(\omega_{L} t_{i}\right)\right]\right\}  \tag{1.43}\\
& p_{y}(t)=m v_{y}(t)=-\frac{q_{e} \mathcal{E}_{0}}{\omega_{L}} \sin \theta_{r}\left[\cos \left(\omega_{L} t_{r}\right)-\cos \left(\omega_{L} t_{i}\right)\right] . \tag{1.44}
\end{align*}
$$

At this point, in analogy with ATI and HHG we evaluate the maximum kinetic energy, averaged in a period,

$$
\begin{equation*}
\left\langle E_{k}\right\rangle_{T_{L}}=\frac{1}{2} m_{e}\left[\left\langle v_{x}^{2}\right\rangle_{T_{L}}+\left\langle v_{y}^{2}\right\rangle_{T_{L}}\right] ; \tag{1.45}
\end{equation*}
$$

by using the definitions of Eq.s (1.43,1.44)

$$
\begin{gather*}
\frac{1}{2} m_{e}\left\langle v_{x}^{2}\right\rangle_{T_{L}}=2 U_{p}\left\{\begin{array}{r}
\frac{1}{2}+\cos ^{2}\left(\omega_{L} t_{r}\right)+\cos ^{2} \theta_{r}\left[\cos \left(\omega_{L} t_{r}\right)-\cos \left(\omega_{L} t_{i}\right)\right]^{2}+ \\
\\
\left.-2 \cos \theta_{r} \cos \left(\omega_{L} t_{r}\right)\left[\cos \left(\omega_{L} t_{r}\right)-\cos \left(\omega_{L} t_{i}\right)\right]\right\} \\
\frac{1}{2} m_{e}\left\langle v_{y}^{2}\right\rangle_{T_{L}}=
\end{array} 2 U_{p} \sin ^{2} \theta_{r}\left[\cos \left(\omega_{L} t_{r}\right)-\cos \left(\omega_{L} t_{i}\right)\right]^{2}\right.
\end{gather*}
$$

and by inserting, the last two equations in Eq. 1.45, we find

$$
\begin{align*}
&\left\langle E_{k}\right\rangle_{T_{L}}=2 U_{p}\{ \frac{1}{2}+\cos ^{2}\left(\omega_{L} t_{r}\right)+\left[\cos \left(\omega_{L} t_{r}\right)-\cos \left(\omega_{L} t_{i}\right)\right]^{2}+ \\
&\left.-2 \cos \theta_{r} \cos \left(\omega_{L} t_{r}\right)\left[\cos \left(\omega_{L} t_{r}\right)-\cos \left(\omega_{L} t_{i}\right)\right]\right\}= \\
&=2 U_{p}\left\{\frac{1}{2}+2 \cos ^{2}\left(\omega_{L} t_{r}\right)+\cos ^{2}\left(\omega_{L} t_{i}\right)-2 \cos \left(\omega_{L} t_{r}\right) \cos \left(\omega_{L} t_{i}\right)+\right. \\
&\left.-2 \cos \theta_{r} \cos \left(\omega_{L} t_{r}\right)\left[\cos \left(\omega_{L} t_{r}\right)-\cos \left(\omega_{L} t_{i}\right)\right]\right\} \tag{1.48}
\end{align*}
$$

Finally, with some easy steps, the averaged kinetic energy for classic rescattered electrons is

$$
\begin{align*}
&\left\langle E_{k}\right\rangle_{T_{L}}=2 U_{p}\left\{\cos ^{2}\left(\omega_{L} t_{i}\right)+\right. \\
&\left.+2\left[1-\cos \theta_{r}\right] \cos \left(\omega_{L} t_{r}\right)\left[\cos \left(\omega_{L} t_{r}\right)-\cos \left(\omega_{L} t_{i}\right)\right]\right\} \tag{1.49}
\end{align*}
$$

In these theories, we did not consider the shape $f(t)$ of the laser field, in other words we supposed to have infinitely long pulses, but this is not possible in the experiments; to deal with that, a quantity of the value of $U_{p}$ has been subtracted in Eq. 1.49. Under this condition the detected electron has a velocity vector which forms angle $\theta$

$$
\begin{equation*}
\cot \theta=\frac{\left\langle p_{x}(t)\right\rangle_{T_{L}}}{\left\langle p_{y}(t)\right\rangle_{T_{L}}}=\cot \left(\theta_{r}\right)-\frac{\cos \omega_{L} t_{r}}{\sin \theta_{r}\left[\cos \left(\omega_{L} t_{r}\right)-\cos \left(\omega_{L} t_{i}\right)\right]} . \tag{1.50}
\end{equation*}
$$

with the polarization direction of the incident laser. The maximum of $E_{k}$ given by Eq. 1.49 is $10 U_{p}$ and it corresponds to $\cos \theta_{r}=-1$ that from Eq. 1.50 implies $\theta=\pi$, thus the most energetic part of photoelectrons spectrum it is represented by back-scattered electrons.

At this point, we are able to complete our model of SFA adding the contribution of rescattering electrons (SFA2). For this purpose, we start again from Eq. 1.35 and we consider the assumptions of Sec. 1.3 thus the state of the system $|\psi(t)\rangle$ can be written as in Eq. 1.7 (but considering only the contribution of groundstate for the bounded
part). In this case like in Sec. 1.2 we are interested in the probability amplitude to find an electron with momentum $\vec{p}$. The exact solution for our model is [23]

$$
\begin{equation*}
c_{\vec{p}}=\frac{-i}{\hbar} \lim _{t \rightarrow \infty} \int_{-t}^{t} \mathrm{~d} t^{\prime}\left\langle\psi_{\vec{p}}(t)\right| \mathbb{U}\left(t, t^{\prime}\right) \mathbb{H}\left(t^{\prime}\right)\left|\psi_{0}\left(t^{\prime}\right)\right\rangle \tag{1.51}
\end{equation*}
$$

where, we have used

$$
\begin{align*}
& \left|\psi_{0}(t)\right\rangle=c_{0}(t)\left|\phi_{0}\right\rangle  \tag{1.52}\\
& \left|\psi_{\vec{p}}(t)\right\rangle=c_{\vec{p}}(t)\left|\phi_{\vec{p}}\right\rangle \tag{1.53}
\end{align*}
$$

and $\mathbb{U}\left(t, t^{\prime}\right)$ is the time-evolution operator, which has to satisfy the Dyson equation

$$
\begin{equation*}
\mathscr{U}\left(t, t^{\prime}\right)=\mathbb{U}_{V}\left(t, t^{\prime}\right)-i \int_{t}^{t^{\prime}} \mathrm{d} t^{\prime \prime} \mathbb{U}_{V}\left(t, t^{\prime \prime}\right) \vee(\vec{r}) \cup\left(t^{\prime \prime}, t^{\prime}\right) ; \tag{1.54}
\end{equation*}
$$

$\mathbb{U}_{V}\left(t, t^{\prime}\right)$ is the time-evolution operator linked to the Hamiltonian of a free electron in a laser field

$$
\begin{equation*}
\mathbb{H}_{V}(t)=-\frac{\hbar^{2}}{2 m_{e}^{2}} \nabla^{2}-q_{e} \vec{r} \cdot \overrightarrow{\mathcal{E}}(t) \tag{1.55}
\end{equation*}
$$

The solutions of the TDSE associated with $\mathbb{H}_{V}(t)$ are the Volkov states $\left|\psi_{V}^{\vec{k}}(t)\right\rangle$, and consequently

$$
\begin{equation*}
\mathbb{U}_{V}\left(t, t^{\prime}\right)=\int \mathrm{d}^{3} \vec{k}\left|\psi_{V}^{\vec{k}}(t)\right\rangle\left\langle\psi_{V}^{\vec{k}}\left(t^{\prime}\right)\right| . \tag{1.56}
\end{equation*}
$$

By inserting Eq. 1.54 in Eq. 1.51, substituting $\mathbb{U}\left(t^{\prime \prime}, t^{\prime}\right)$ with $\mathbb{U}_{V}\left(t^{\prime \prime}, t^{\prime}\right)$ and $\left\langle\psi_{\vec{p}}(t)\right|$ with $\left\langle\psi_{V}^{\vec{p}}(t)\right|, c_{\vec{p}}$ becomes

$$
\begin{align*}
c_{\vec{p}}(t) & =-\frac{i}{\hbar}\left[\int_{-\infty}^{\infty} \mathrm{d} \tau\left\langle\psi_{V}^{\vec{p}}(t)\right| H_{I}(t)\left|\psi_{D}(t)\right\rangle+\right. \\
& \left.+\int_{-\infty}^{\infty} \mathrm{d} t \int_{-\infty}^{t} \mathrm{~d} t^{\prime} \int \mathrm{d}^{3} \vec{k}\left\langle\psi_{V}^{\vec{p}}(t)\right| \mathbb{V}(\vec{r})\left|\psi_{V}^{\vec{k}}(t)\right\rangle\left\langle\psi_{V}^{\vec{k}}\left(t^{\prime}\right)\right| H_{I}\left(t^{\prime}\right)\left|\psi_{D}\left(t^{\prime}\right)\right\rangle\right] . \tag{1.57}
\end{align*}
$$

Finally, we have all the contributions that we need to explain strong field ionization phenomena. At this point, the meaning of Eq. 1.57 is very clear, the first term represents electrons directly ionized by the field in the ATI process, the second one represents rescattered electrons.

### 1.5 MPI in molecules and clusters

In Sec.s (1.2,1.3,1.4) we did not take into account the geometry of the target system. Apart from ATI, where $\mathbb{V}(\vec{r})$ does not play a role for isotropic systems, the MPI processes depend on the symmetry and the structure.

### 1.5.1 HHG.

HHG presents very interesting properties when the target system is not an atom. The immediate consequence of having a molecule without spherical symmetry, is that the spectrum presents even and odd harmonics. Other important changes appear in the polarization of the emission, that as we are going to see later, is strongly affected by the symmetry. However, it is not necessary to have very complicated structures, indeed several interesting properties of molecular geometry has been found in $\mathrm{H}_{2}^{+}$such as: a cutoff energy greater than the one from atomic targets; ions satellite lines, that depends upon the nuclear oscillation frequency $\omega_{M}$ etc $[24,25,26,2,4,9]$.

In this section, we present a very simple theory explaining why molecules present $\hbar \omega_{c u t}>3.17 U_{p}+I_{p}$. We start again from Eq.s (1.28,1.29,1.30), but we consider that an electron which has been extracted from the parent ion at $x=0$, could recombine with another ion at $x=R$, where $R$ is the inter-atomic distance.

From a classical point of view, the maximum emission happens at the maximum of the acceleration. Thus from

$$
\begin{equation*}
\max a_{x}(t)=\frac{q_{e} \mathcal{E}_{0}}{m_{e}} \tag{1.58}
\end{equation*}
$$

we get $\omega_{L} t_{r}=\frac{3 \pi}{2}$ and consequently

$$
\begin{equation*}
\max E_{k}\left(t_{r}\right)=\max \left[2 U_{p} \cos ^{2}\left(\omega_{L} t_{i}\right)\right]=2 U_{p} \leftrightarrow \omega_{L} t_{i}=\pi \tag{1.59}
\end{equation*}
$$

The recollision position for $t_{i}=\frac{\pi}{\omega_{L}}$ and $t_{r}=\frac{3 \pi}{2 \omega_{L}}$ is

$$
\begin{equation*}
x\left(t_{r}\right)=\frac{q_{e} \mathcal{E}_{0}}{m_{e} \omega_{L}^{2}}\left[\frac{\pi}{2}-1\right]=0.57 \frac{q_{e} \mathcal{E}_{0}}{m_{e} \omega_{L}^{2}}, \tag{1.60}
\end{equation*}
$$

this means that this emission occurs for $R=0.57 \frac{q_{e} \mathcal{E}_{0}}{m_{e} \omega_{L}^{2}}$.
When we consider the recombination with the same parent ion, as we know from Sec. 1.3, we have to consider $x\left(t_{r}\right) \rightarrow 0$ and we get $\max \left(E_{k}\right)=3.17 U_{p}$. Obviously, in order to have the maximum value of $v_{x}\left(t_{r}\right)$, we have to set $a_{x}\left(t_{r}\right)=0$ and consequently $\omega_{L} t_{r}=$ $2 \pi$ (note, with $\omega_{L} t_{r}=\pi$ there are not solutions of $x\left(t_{r}\right)=0$ if $v_{x}\left(t_{r}\right) \neq 0$ ). Numerically we find from Eq. 1.29 that all these conditions are satisfied for $\omega_{L} t_{i}=0.5835 \pi$.

The generalization of this case for $a_{x}\left(t_{r}\right)=0$ and $x\left(t_{r}\right) \neq 0$ gives

$$
\begin{equation*}
\max E_{k}\left(t_{r}\right)=\max \left\{2 U_{p}\left[1-\cos \left(\omega_{L} t_{i}\right)\right]^{2}\right\}=8 U_{p} \leftrightarrow \omega_{L} t_{i}=\pi \tag{1.61}
\end{equation*}
$$

and finally the position of recombination is

$$
\begin{equation*}
R=x\left(t_{r}\right)=\pi \frac{q_{e} \mathcal{E}_{0}}{m_{e} \omega_{L}^{2}} \tag{1.62}
\end{equation*}
$$

Thus, if an electron is ionized from a parent ion at $x=0$ and it recombines in another ion at $R=\pi \frac{q_{e} \mathcal{E}_{0}}{m_{e} \omega_{L}^{2}}$ the cutoff energy is $\hbar \omega_{c u t}=8 U_{p}+I_{p}$.

### 1.5.2 Quantitative rescattering theory

The photoelectron emission in the rescattering region, also, depends on the symmetry of the driven system. This is not explained by the classical theory in Sec. 1.4, thus we need to modify our model in order to consider a molecular target system. The easiest way is the quantitative rescattering theory QRT that start from Eq. (1.50) but in this case it is better to work in 3D and to consider that the returning active electrons have maximum kinetic energy $E_{k}=3.17 U_{p}$ with $x\left(t_{r}\right)=0$; thus from the discussion in Sec. 1.5.1, we can rewrite Eq. (1.50) as

$$
\begin{align*}
& \frac{p \cos (\theta)}{p \sin (\theta)}=\frac{1}{p_{r} \sin \left(\theta_{r}\right)}\left[p_{r} \cos \left(\theta_{r}\right)-\frac{\cos \omega_{L} t_{r}}{\left[p_{r} \cos \left(\omega_{L} t_{r}\right)-\cos \left(\omega_{L} t_{i}\right)\right]}\right]= \\
& =\frac{1}{p_{r} \sin \left(\theta_{r}\right)}\left[p_{r} \cos \left(\theta_{r}\right)-\frac{p_{r}}{1.26}\right] \tag{1.63}
\end{align*}
$$

where $p=\sqrt{\left\langle p_{x}(t)^{2}\right\rangle_{T_{L}}+\left\langle p_{y}(t)^{2}\right\rangle_{T_{L}}+\left\langle p_{z}(t)^{2}\right\rangle_{T_{L}}}$ is the amplitude of measured momentum, and $p_{r}=\sqrt{p_{x}\left(t_{r}\right)^{2}+p_{y}\left(t_{r}\right)^{2}+p_{z}\left(t_{r}\right)^{2}}$ is the one of the momentum right after the rescattered time $t_{r}$. If we consider a linear polarized laser along $\hat{z}$, we can write, for the three components of the momentum $\vec{p}$, the following system of equations

$$
\begin{gather*}
p_{r, y}=p_{y}  \tag{1.64}\\
p_{r, x}=p_{x}  \tag{1.65}\\
p_{r, z}=p_{r} / 1.26 \mp p_{z} \tag{1.66}
\end{gather*}
$$

where we have used $p_{x}^{2}+p_{y}^{2}=p^{2} \sin ^{2}(\theta)=p_{r}^{2} \sin ^{2}\left(\theta_{r}\right)=p_{r, x}^{2}+p_{r, y}^{2}$
Thus $p_{r}$ can be written as

$$
\begin{align*}
& p_{r}=\sqrt{p_{r, x}^{2}+p_{r, y}^{2}+p_{r, z}^{2}}=\sqrt{p_{x}^{2}+p_{y}^{2}+\left(p_{z}^{2}+\frac{p_{r}^{2}}{1.26^{2}} \mp \frac{2}{1.26} p_{r} p_{z}\right)}= \\
&=\sqrt{p^{2}+\frac{p_{r}^{2}}{1.26^{2}} \mp \frac{2}{1.26} p_{r} p_{z}} \tag{1.67}
\end{align*}
$$

with some steps:

$$
\begin{equation*}
\left(1-\frac{1}{1.26^{2}}\right) p_{r}^{2} \pm \frac{2}{1.26} p_{z} p_{r}-p^{2}=0 . \tag{1.68}
\end{equation*}
$$

The $\Delta$ of this second order equation is always positive:

$$
\begin{gather*}
\Delta=\frac{4}{1.26^{2}}\left(p_{z}^{2}+\alpha p^{2}\right) .  \tag{1.69}\\
\alpha=0.26 \cdot 2.26 \tag{1.70}
\end{gather*}
$$

and in addition $p_{r}$ is a modulus thus we must choose the positive solution for Eq. 1.68. Thus, finally we find

$$
\begin{align*}
p_{r}=\frac{2}{1.26}\left[\mp p_{z}+\sqrt{p_{z}^{2}+\alpha p^{2}}\right] & \frac{1.26^{2}}{0.26 \cdot 2.26 \cdot 2}= \\
& =\frac{1.26}{\alpha}\left[\mp p_{z}+\sqrt{\alpha p_{x}^{2}+\alpha p_{y}^{2}+(1+\alpha) p_{z}^{2}}\right] \tag{1.71}
\end{align*}
$$

and Eq.s (1.66,1.71)

$$
\begin{align*}
& p_{r, z}=\left[\frac{1}{\alpha}\left(\mp p_{z}+\sqrt{\alpha p_{x}^{2}+\alpha p_{y}^{2}+(1+\alpha) p_{z}^{2}}\right) \mp p_{z}\right]= \\
& \quad=\frac{1}{\alpha}\left[\mp p_{z}(\alpha+1)+\sqrt{\alpha p_{x}^{2}+\alpha p_{y}^{2}+(1+\alpha) p_{z}^{2}}\right] \tag{1.72}
\end{align*}
$$

At this point, we are able to define the elastic differential cross section for a molecule $\sigma(\vec{q})$. If the ions can be considered independent, we can write for a molecule fixed in space [7]

$$
\begin{equation*}
\sigma(\vec{q})=\left|\sum_{i} c_{i, \vec{q}} e^{i \vec{q} \cdot \vec{R}_{i}}\right|^{2} \tag{1.73}
\end{equation*}
$$

where $\vec{R}_{i}$ is the vector position of the $i$-th ions, $f_{i}(q)$ is the complex scattering amplitude of the $i$-th ions and $\vec{q}$ is the transferred momentum

$$
\begin{equation*}
\vec{q}=\vec{p}\left(t_{r}+\mathrm{d} t_{r}\right)-\vec{p}\left(t_{r}-\mathrm{d} t_{r}\right) \tag{1.74}
\end{equation*}
$$

From simple consideration $q=2 p_{r} \sin \left(\frac{\theta_{r}}{2}\right)$ and by observing that the variation of momentum is only along $\hat{z}$

$$
\begin{align*}
q^{2}=2 p_{r}^{2}\left(1-\cos \theta_{r}\right)= & 2 p_{r}^{2}-2 p_{r} p_{r, z}=q_{z}^{2}+q_{y}^{2}+q_{x}^{2}= \\
& =q_{z}^{2}+p_{r, y}^{2}+p_{r, x}^{2}=2 p_{r, z}^{2}+2 p_{r, x}^{2}+2 p_{r, y}^{2}-2 p_{r} p_{r, z} \tag{1.75}
\end{align*}
$$

We get

$$
\begin{equation*}
q_{z}^{2}=\left(p_{z}-p_{r, z}\right)^{2} \tag{1.76}
\end{equation*}
$$

and consequently

$$
\begin{gather*}
q_{x}=p_{r, x}  \tag{1.77}\\
q_{y}=p_{r, y}  \tag{1.78}\\
q_{z}=-p_{r}+p_{r, z} \tag{1.79}
\end{gather*}
$$

In the following we use the relation:

$$
\begin{equation*}
c_{i, \vec{q}}=\sum_{j=1}^{4} a_{i} e^{-b_{j}\left(\frac{q}{4 \pi}\right)^{2}}+c \tag{1.80}
\end{equation*}
$$

where $a_{j}, b_{j}, c$ are tabulated values depending on the ions [27]. This theory does not consider the full interaction between electrons and laser. Actually, in order to get the angular resolved photoelectron spectrum $D_{\vec{p}}$ (ARPES), we need to consider also the momentum distribution of the returning electrons.

Thus, we define the so named returning wave packet $W_{\vec{q}}[6]$

$$
\begin{equation*}
D_{\text {target }, \vec{p}}=W_{\text {target }, \bar{q}} \sigma_{\text {target }, \vec{q}} . \tag{1.81}
\end{equation*}
$$

QRT without $W_{\vec{q}}$ is quasi-independent of the laser field, actually we have only to pay attention to the range of applicability that is from $2 U_{p}$ and $10 U_{p}$. In order to consider the fact that the properties of the wavepacket of the returning electrons depend on the driving laser, we have to include $W_{\vec{q}}$. In addition, for a given laser, $W_{\vec{q}}$ is nearly independent of the scattering center [6] thus we can substitute the $W_{\vec{q}}$ of our system with the one obtained by a sample system like an atom driven by the same laser. By inverting Eq. 1.81 for the sample [6]

$$
\begin{equation*}
W_{\text {sample }}(\vec{q})=\frac{D_{\text {sample }, \vec{p}}}{\sigma_{\text {sample }, \vec{q}}} \tag{1.82}
\end{equation*}
$$

and, considering $W_{\text {target }, \vec{q}} \cong W_{\text {sample }, \vec{q},}$, we can rewrite Eq. 1.81 :

$$
\begin{equation*}
D_{\text {target }, \vec{p}}=W_{\text {sample }, \vec{q}} \sigma_{\text {target }, \vec{q}} . \tag{1.83}
\end{equation*}
$$

Thus, this simple model allows to consider several important effects for the angular distribution of the rescattered electrons, as matter of fact this theory cannot be used for explaining direct ionization $E_{k}<2 U_{p}$. In the following we will show some comparison between experiment and computational results obtained by using this version of QRT.

### 1.5.3 Alignment and rotations.

The last results strongly depend on the geometry of the molecular system. In general, in the experiment, low pressure gas of atoms or molecules is used as target. As the targets are randomly distributed, the PAD should be averaged in every possible configuration. Nevertheless, there is a new important topic in experimental physics, which consists in the analysis of aligned target systems [28, 3, 29]. This kind of studies allow for example to neglect the ionization from the highest occupied molecular orbital HOMO, constraining the molecule to ionize from HOMO-1. One easy technique which allows to align molecules it is to induce dipole moments [30]. As model of molecule we consider a linear rotor subject to a weak linear polarized electric field $\overrightarrow{\mathcal{E}}=\mathcal{E}_{0} \hat{n}$. The TISE can be written as

$$
\begin{equation*}
\left[B \vec{\rrbracket}^{2}+\mathbb{V}_{\alpha}(\theta)\right] \psi(\theta, \phi)=E \psi(\theta, \phi) \tag{1.84}
\end{equation*}
$$

where $B$ is the rotational constant, $\vec{J}$ is the total angular momentum operator, $E$ is the eigenenergy, $\theta$ is the angle between the molecular axis $\hat{z}$ and the polarization axis $\hat{n}$, and

$$
\begin{equation*}
\mathbb{V}_{\alpha}=-\frac{1}{4} \mathcal{E}_{0}^{2}\left(\alpha_{\|} \cos ^{2} \theta+\alpha_{\perp} \sin ^{2} \theta\right) \tag{1.85}
\end{equation*}
$$

is the averaged interaction potential, note the dipole potential $-q_{e} \vec{r} \cdot \overrightarrow{\mathcal{E}}$ averaged in a period is zero, thus it does not appear in Eq. 1.84. In order to solve Eq. 1.84 we use the method of separation of variables $\psi(\theta, \phi)$ :

$$
\begin{equation*}
\psi(\theta, \phi)=S_{j, m}(\theta) \Phi_{m}(\phi), \tag{1.86}
\end{equation*}
$$

where $j$ is the total angular momentum quantum number and $m$ the magnetic number. Thus Eq. 1.84 can be written as

$$
\begin{equation*}
\left[-\vec{\jmath}^{2}-\frac{1}{B} \nabla_{\alpha}(\theta)+\frac{E_{j, m}}{B}\right] S_{j, m}(\theta) \Phi_{m}(\phi)=0 \tag{1.87}
\end{equation*}
$$

and using

$$
\begin{equation*}
\overrightarrow{\mathrm{J}}^{2}=-\hbar^{2}\left[\frac{1}{\sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial}{\partial \theta}\right)+\frac{1}{\sin ^{2} \theta} \frac{\partial^{2}}{\partial \phi^{2}}\right] \tag{1.88}
\end{equation*}
$$

it assumes the form of

$$
\begin{align*}
\frac{\hbar^{2} \sin ^{2} \theta}{S_{j, m}(\theta)}\left[\frac{1}{\sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial}{\partial \theta}\right)-\frac{1}{\hbar^{2} B} \mathbb{V}_{\alpha}(\theta)+\frac{E_{j, m}}{\hbar^{2} B}\right] & S_{j, m}(\theta)= \\
& =-\frac{\hbar^{2}}{\Phi_{m}(\phi)} \frac{\partial^{2}}{\partial \phi^{2}} \Phi_{m}(\phi) . \tag{1.89}
\end{align*}
$$

At this point, we split Eq. (1.89) in

$$
\begin{equation*}
\frac{\partial^{2}}{\partial \phi^{2}} \Phi_{m}(\phi)=-m^{2} \Phi_{m}(\phi) \tag{1.90}
\end{equation*}
$$

and

$$
\begin{equation*}
\hbar^{2} \sin ^{2} \theta\left[\frac{1}{\sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial}{\partial \theta}\right)-\frac{1}{B} \mathbb{V}_{\alpha}(\theta)+\frac{E_{j, m}}{B}\right] S_{j, m}(\theta)=\hbar^{2} m^{2} S_{j, m}(\theta) \tag{1.91}
\end{equation*}
$$

With some substitutions

$$
\begin{gather*}
z=\cos \theta  \tag{1.92}\\
\frac{\partial}{\partial \theta}=\frac{\partial z}{\partial \theta} \frac{\partial}{\partial z}  \tag{1.93}\\
\beta^{2}=\frac{\mathcal{E}_{0}^{2}}{4 B}\left(\alpha_{\|}-\alpha_{\perp}\right)  \tag{1.94}\\
\lambda_{j, m}=\frac{\mathcal{E}_{0}^{2}}{4 B} \alpha_{\perp}+E_{j, m} / B  \tag{1.95}\\
\sin ^{2} \theta=1-z^{2} \tag{1.96}
\end{gather*}
$$

we finally get

$$
\begin{equation*}
\left\{\hbar^{2} \frac{\mathrm{~d}}{\mathrm{~d} z}\left[\left(1-z^{2}\right) \frac{\mathrm{d}}{\mathrm{~d} z}\right]-\frac{\hbar^{2} m^{2}}{1-z^{2}}+\lambda_{j, m}+\beta^{2} z^{2}\right\} S_{j, m}(\theta)=0 \tag{1.98}
\end{equation*}
$$

this is an oblate spheroidal equation. If $\beta^{2}=0$, Eq. 1.98 becomes

$$
\begin{equation*}
\left\{\hbar^{2} \frac{\mathrm{~d}}{\mathrm{~d} z}\left[\left(1-z^{2}\right) \frac{\mathrm{d}}{\mathrm{~d} z}\right]-\frac{\hbar^{2} m^{2}}{1-z^{2}}+\hbar^{2} j(j+1)\right\} S_{j, m}(z)=0 \tag{1.99}
\end{equation*}
$$

where $S_{j, m}(z)$ in this case is the Legendre Polynomial $P_{j, m}(z)$. In this case, $\psi_{j, m}(\theta, \phi)=$ $Y_{j, m}(\theta, \phi)$, the other solutions can be found tabulated in [31]. In order to evaluate the alignment we have to calculate the expectation value of the squared alignment cosine, which is a summation over every $\bar{j}=|m|$ of $\left\langle\cos ^{2} \theta\right\rangle_{\bar{j}, m}$ weighted by

$$
\begin{equation*}
w_{j}=\frac{e^{-\frac{\bar{j} \bar{j}+1)}{k_{b} T / B}}}{Q_{r}} \tag{1.100}
\end{equation*}
$$

where $Q_{r}$ is the rotational partition function. For $\beta^{2} \rightarrow 0$ the alignment angular distribution takes the form of

$$
\begin{equation*}
n(\theta)=1+\frac{5}{2}\left(3\left\langle\cos ^{2} \theta\right\rangle-1\right) P_{2}(\cos \theta)+\ldots \tag{1.101}
\end{equation*}
$$

otherwise for $\beta^{2} \rightarrow \infty$

$$
\begin{gather*}
n(\theta)=e^{-\frac{1}{2} \frac{\sin ^{2} \theta}{\sigma^{2}}}  \tag{1.102}\\
\sigma^{2}(\theta)=1-\left\langle\cos ^{2} \theta\right\rangle . \tag{1.103}
\end{gather*}
$$

In conclusion, we are able to calculate the ensemble alignment as functions of rotational temperature $k_{b} T / B$, polarizability ( $\alpha_{\|}, \alpha_{\perp}$ ), rotational constant $B$ and the laser intensity $\mathcal{E}_{0}$. Thus in order to compare experiment and theory on aligned molecule, the theoretical data should be angular averaged following $n(\theta)$, in order to correctly reproduce the experiment.

### 1.6 Many body phenomena.

In a large part of this introductive analysis, we did not consider the many electrons effects. Actually, for a several numbers of intent it is a good approximation for strong laser physics. However, there are some effects that could be explained only considering contributions for more than one orbitals especially for aligned molecules or high symmetric systems. For example, it has been found experimentally that for molecule with p-HOMO, if the probe laser and the molecular axis are aligned the biggest contribution to the total ionization comes from the s-(HOMO-1). In addition, if we look more in detail the photoelectron spectrum by studying the PAD, we find holographic features about the orbitals. Another approximation that we did, was to consider one electron in a mean field generated by the presence of the others electrons and the nuclei. As matter of fact, we should consider the quantum mechanic nature of every particles in the system.

A molecule or an atom are complicated collections of electrons and nuclei. Of course, the force which plays a role is the Coulomb interaction. We are interested in to derive in a easy way the many-body TISE, thus we have to write the energy associated with the Coulomb interaction, which is from a classical point of view [32]

$$
\begin{gather*}
V_{e e}=\frac{1}{2} \sum_{i \neq j}^{n_{e}} \frac{q_{e}^{2}}{\left|\overrightarrow{r_{i}}-\vec{r}_{j}\right|}  \tag{1.104}\\
V_{N N}=\frac{1}{2} \sum_{i \neq j}^{n_{n}} \frac{Z^{2} q_{e}^{2}}{\left|\vec{R}_{i}-\vec{R}_{j}\right|}  \tag{1.105}\\
V_{N e}=-\sum_{i}^{n_{n}} \sum_{j}^{n_{e}} \frac{Z q_{e}^{2}}{\left|\vec{R}_{i}-\vec{r}_{j}\right|}, \tag{1.106}
\end{gather*}
$$

where $Z q_{e}$ is the nuclear charge, $n_{n}$ is the number nuclei in the system and $n_{e}$ of electrons, $\vec{r}_{j}$ and $\vec{R}_{i}$ with $i=1 \ldots n_{n}$ and $j=1 \ldots n_{e}$ are respectively the position of the nucleus $i$ and the electron $j$. The many body Hamiltonian must assume the same
form of Eq. 1.4, but, in this case we have to substitute the kinetic energy operator $\mathbb{T}=\frac{\mathrm{p}^{2}}{2 m_{e}}$ with the summations of the kinetic energies of all electrons and nuclei

$$
\begin{gather*}
\mathbb{T}=\mathbb{T}_{e}+\mathbb{T}_{n}  \tag{1.107}\\
\mathbb{T}_{e}=-\sum_{i}^{n_{e}} \frac{\hbar^{2}}{2 m_{e}} \nabla_{i, r}^{2}  \tag{1.108}\\
\mathbb{T}_{n}=-\sum_{i}^{n_{n}} \frac{\hbar^{2}}{2 m_{n, i}} \nabla_{i, R}^{2}, \tag{1.109}
\end{gather*}
$$

where $m_{n, i}$ is the mass of the $i$ nucleus. The binding energy operator $\mathbb{V}$ generally is the quantum mechanics counterpart of the summations of $V_{e e}, V_{N N}$ and $V_{N e}$ thus the many body TISE is $[33,34,35,36,37]$

$$
\begin{align*}
& {\left[-\sum_{i}^{n_{e}} \frac{\hbar^{2}}{2 m_{e}} \nabla_{i, r}^{2}-\sum_{i}^{n_{n}} \frac{\hbar^{2}}{2 m_{n, i}} \nabla_{i, R}^{2}+\frac{1}{2} \sum_{i \neq j}^{n_{e}} \frac{q_{e}^{2}}{\left|\vec{r}_{i}-\vec{r}_{j}\right|}+\right.} \\
&\left.+\frac{1}{2} \sum_{i \neq j}^{n_{n}} \frac{Z^{2} q_{e}^{2}}{\left|\vec{R}_{i}-\vec{R}_{j}\right|}-\sum_{i}^{n_{n}} \sum_{j}^{n_{e}} \frac{Z q_{e}^{2}}{\left|\vec{R}_{i}-\vec{r}_{j}\right|}\right]|\psi\rangle=E|\psi\rangle . \tag{1.110}
\end{align*}
$$

From Eq. 1.110, we can find the solution under SAE approximation by considering that the active electron feels the interaction with the other particles as mean field effect. In addition, if we consider that the electronic mass is negligible compared to the nuclear mass, the kinetic energy of the nuclei is also negligible and consequently the nuclei can be assume fixed in the space ( $\mathbb{V}_{N N}$ constant). The TISE under fixed nuclei approximation becomes

$$
\begin{gather*}
{\left[-\sum_{i}^{n_{e}} \frac{\hbar^{2}}{2 m_{e}} \nabla_{i, r}^{2}+\frac{1}{2} \sum_{i \neq j}^{n_{e}} \frac{q_{e}^{2}}{\left|\vec{r}_{i}-\vec{r}_{j}\right|}-\sum_{i}^{n_{n}} \sum_{j}^{n_{e}} \frac{Z q_{e}^{2}}{\left|\vec{R}_{i}-\vec{r}_{j}\right|}\right]|\psi\rangle=E^{\prime}|\psi\rangle,}  \tag{1.111}\\
E^{\prime}=E-\frac{1}{2} \sum_{i \neq j}^{n_{n}} \frac{Z^{2} q_{e}^{2}}{\left|\vec{R}_{i}-\vec{R}_{j}\right|} . \tag{1.112}
\end{gather*}
$$

### 1.7 Summary

In this introductive chapter we gave a look of the world of strong field physics, with a didactic aim. In the following, we are going to present more rigorous theory and interesting new results found in the PhD study period.

## 2

## Theory

In the previous chapter, we underlined some features of the strong field ionization (SFI). In this chapter we develop the theories used for the results in this thesis.

We solve the TISE and TDSE Eq.s (1.1,1.5), both from a many body point of view, using the density functional theory (DFT), and under SAE approximation. Thus, depending on the system and on the features that we want to observe we use different approaches.

### 2.1 Quantum rings.

### 2.1.1 Plain rings.

In the first part of this chapter, we analyze an artificial nanostructure system named quantum ring [38, 39, 40, 41, 42, 43, 44, 45]. This system is composed by a charge bound to a toroidal structure of radius $R$ of some nanometers (see Fig. (2.1)). The simplest way, to model this system, is to consider an electron constrained to stay in a circle. This very simple 1D system, named plain ring, allows the identification of various interesting results [8, 46, 47]. In this case, the TISE can be written as

$$
\begin{equation*}
\frac{\mathbb{L}^{2}}{2 m_{e} R^{2}}|\phi\rangle=E|\phi\rangle \tag{2.1}
\end{equation*}
$$

which admits solutions

$$
\begin{gather*}
\left|\phi_{ \pm \ell}\right\rangle=\frac{1}{\sqrt{2 \pi}} e^{ \pm i \ell \varphi}  \tag{2.2}\\
E_{\ell}=\frac{\hbar^{2} \ell^{2}}{2 m_{e} R^{2}}  \tag{2.3}\\
\ell=0,1, \ldots, \infty \tag{2.4}
\end{gather*}
$$

where $\mathbb{L}$ is the angular momentum operator, $\ell$ is the angular momentum quantum number, $\varphi$ is the angular variable. It is interesting to note that every energy $E_{\ell}$ with $\ell>0$ is degenerate, this behaviour is caused by the fact that the system has circular symmetry.


Figure 2.1: Picture of a 1 D plain ring.

### 2.1.2 Structured quantum rings.

Another important quantum nanostructure is represented by the structured quantum ring SQR. The SQR is formed by an electron bounded again to a circle, with $M$ dots along. The physics properties of this system strickly depend on the number of dots and the relative positions of the dots in the circle. If we consider a 1D system with $M$ dots not necessarily equal along a circle of radius $R$ we could write the binding energy as

$$
\begin{equation*}
\mathbb{V}_{S}(\varphi)=\sum_{n=1}^{M}-\frac{K_{n}}{\sqrt{\eta_{n}+1-\cos \left(\varphi-\varphi_{n}\right)}} \tag{2.5}
\end{equation*}
$$

that mimics the presence of $M$ dots at the angular positions $\varphi_{n}$, where $\eta_{n}$ are softcore constants (in order to smooth the potential for $\left(\varphi=\varphi_{n}\right)$ ) and $K_{n}$ normalization constants [48].

In any case, the SQR was originally presented with $M$ identical and equidistant dots along the ring, thus the binding energy can assume the form of (see Fig. (2.2))

$$
\begin{equation*}
\mathbb{V}_{C}(\varphi)=V_{0} \cos (M \varphi) . \tag{2.6}
\end{equation*}
$$



Figure 2.2: Picture of a 1 D SQR, with $M=6$ red dots.

The TISE becomes

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m_{e} R^{2}} \frac{\partial^{2}}{\partial \varphi^{2}}|\phi\rangle+\mathbb{V}_{C}(\varphi)|\phi\rangle=E|\phi\rangle \tag{2.7}
\end{equation*}
$$

this is not an easy equation, but can be rewritten as the well known Mathieu equation. With some easy substitutions [49]:

$$
\left\{\begin{array}{l}
N=\frac{M}{2}  \tag{2.8}\\
x=N \varphi \\
a=\frac{2 m_{e} R^{2} E}{\hbar^{2} N^{2}} \\
q=\frac{m_{e} R^{2} V_{0}}{\hbar^{2} N^{2}}
\end{array}\right.
$$

we get

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} \Phi(x)+[a-2 q \cos (2 x)] \Phi(x)=0  \tag{2.9}\\
x \in[0,2 N \pi] \\
\Phi(0)=\Phi(2 N \pi) \\
|\phi\rangle \rightarrow \Phi(\varphi)
\end{array}\right.
$$

note for $M=1,2$ we get the standard Mathieu equations and consequently solutions.
The Mathieu's equation, originally introduced to describe the normal modes of an elliptical drumhead, is among the hardest equation of mathematical physics. For $M=1,2$, the boundary conditions are respectively $\Phi(0)=\Phi(\pi)$ and $\Phi(0)=\Phi(2 \pi)$; the so named Mathieu's functions are the solutions. These are described in many books, papers and tables [50, 31, 51, 52, 53, 54, 55].

In order to solve the Mathieu equation (2.9) with general boundary conditions, we split the general solution as the sum of an even $\Phi_{a, j}(q ; x)$ and an odd $\Phi_{b, j}(q ; x)$ part:

$$
\begin{equation*}
\Phi_{j}(q ; x)=\Phi_{a, j}(q ; x)+\Phi_{b, j}(q ; x) \tag{2.10}
\end{equation*}
$$

with $j=0,1,2, \ldots$. As first step, we determine the degeneration rules of the eigenvalues $a_{j}^{(N)}(q)$ (even) and $b_{j}^{(N)}(q)$ (odd) (which corresponds to the solutions $\Phi_{a, j}(q ; x)$ and $\left.\Phi_{b, j}(q ; x)\right)$ of the Mathieu's equation $[56,57,31,58,54,59,60]$ :

$$
\begin{align*}
& \left\{\begin{array}{l}
\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} \Phi_{a, j}(q ; x)+\left[a_{j}^{(N)}(q)-2 q \cos 2 x\right] \Phi_{a, j}(q ; x)=0 \\
\Phi_{a, j}(q ; 0)=\Phi_{a, j}(q ; 2 N \pi)
\end{array}\right.  \tag{2.11}\\
& \left\{\begin{array}{l}
\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} \Phi_{b, j}(q ; x)+\left[b_{j}^{(N)}(q)-2 q \cos 2 x\right] \Phi_{b, j}(q ; x)=0 \\
\Phi_{b, j}(q ; 0)=\Phi_{b, j}(q ; 2 N \pi) \\
x \in[0,2 N \pi]
\end{array}\right. \tag{2.12}
\end{align*}
$$

At this point, we can study separately the equations for even and odd $M$. The case of a plain ring ( $q=0$ ) can be easily solved (note: for the boundary conditions this is a plain ring with not integer magnetic number):

$$
\Phi_{a, j}(0 ; x)=\cos \left(\frac{j x}{N}\right), \Phi_{b, j}(0 ; x)=\sin \left(\frac{j x}{N}\right), a_{j}^{(N)}(0)=b_{j}^{(N)}(0)=\frac{j^{2}}{N^{2}}
$$

In order to solve the not trivial SQR problem $(q \neq 0)$, we expand eigenfunction and eigenvalue as power of $q$ :

$$
\begin{align*}
& \left\{\begin{array}{l}
\Phi_{a, j}(q ; x)=\cos \left(\frac{j x}{N}\right)+\sum_{n=1}^{\infty} c_{n, j}^{(N)}(x) q^{n} \\
a_{j}^{(N)}(q)=\frac{j^{2}}{N^{2}}+\sum_{n=1}^{\infty} \alpha_{n, j}^{(N)} q^{n}
\end{array}\right.  \tag{2.14}\\
& \left\{\begin{array}{l}
\Phi_{b, j}(q ; x)=\sin \left(\frac{j x}{N}\right)+\sum_{n=1}^{\infty} s_{n, j}^{(N)}(x) q^{n} \\
b_{j}^{(N)}(q)=\frac{j^{2}}{N^{2}}+\sum_{n=1}^{\infty} \beta_{n, j}^{(N)} q^{n}
\end{array}\right. \tag{2.15}
\end{align*}
$$

with $c_{n, j}^{(N)}(x)$ and $s_{n, j}^{(N)}(x)$ respectively even and odd functions; it is important to remark that in any part of this theory, we set the coefficients of $\cos (j x / N)$ and $\sin (j x / N)$, at any order of approximation, equal to 1 ; this condition determines the renormalization of the $\alpha$ and $\beta$ coefficients at any order. By inserting Eq.s (2.14,2.15) into Eq.s (2.11) and (2.12) we get for the even case:

$$
\begin{align*}
& q\left[\frac{\mathrm{~d}^{2} c_{1, j}^{(N)}}{\mathrm{d} x^{2}}+\alpha_{1, j}^{(N)} \cos \left(\frac{j x}{N}\right)+\frac{j^{2}}{N^{2}} c_{1, j}^{(N)}-2 \cos (2 x) \cos \left(\frac{j x}{N}\right)\right]+ \\
& +\sum_{n=2}^{\infty} q^{n}\left[\frac{\mathrm{~d}^{2} c_{n, j}^{(N)}}{\mathrm{d} x^{2}}+\frac{j^{2}}{N^{2}} c_{n, j}^{(N)}+\alpha_{n, j}^{(N)} \cos \left(\frac{j x}{N}\right)+\right. \\
& \left.\quad+\sum_{m=1}^{n-1}\left(\alpha_{n-m, j}^{(N)} c_{m, j}^{(N)}\right)-2 \cos (2 x) c_{n-1, j}^{(N)}\right]=0 \tag{2.16}
\end{align*}
$$

and for the odd one:

$$
\begin{align*}
& q\left[\frac{\mathrm{~d}^{2} s_{1, j}^{(N)}}{\mathrm{d} x^{2}}+\beta_{1, j}^{(N)} \sin \left(\frac{j x}{N}\right)+\frac{j^{2}}{N^{2}} s_{1, j}^{(N)}-2 \cos (2 x) \sin \left(\frac{j x}{N}\right)\right]+ \\
& +\sum_{n=2}^{\infty} q^{n}\left[\frac{\mathrm{~d}^{2} s_{n, j}^{(N)}}{\mathrm{d} x^{2}}+\frac{j^{2}}{N^{2}} s_{n, j}^{(N)}+\beta_{n, j}^{(N)} \sin \left(\frac{j x}{N}\right)+\right. \\
& \left.\quad+\sum_{m=1}^{n-1}\left(\beta_{n-m, j}^{(N)} s_{m, j}^{(N)}\right)-2 \cos (2 x) s_{n-1, j}^{(N)}\right]=0 . \tag{2.17}
\end{align*}
$$

At this point, we can use the polynomial identity and thus we equate the coefficients in (2.16) and (2.17) at different order of $q$ to zero, and in this way, we calculate the corrections at various order of approximations.

For the first order, we obtain:

$$
\begin{align*}
& \left\{\begin{array}{l}
\frac{\mathrm{d}^{2} c_{1, j}^{(N)}}{\mathrm{d} x^{2}}+\frac{j^{2}}{N^{2}} c_{1, j}^{(N)}+\alpha_{1, j}^{(N)} \cos \left(\frac{j x}{N}\right)-\cos \left(\frac{j+2 N}{N} x\right)-\cos \left(\frac{j-2 N}{N} x\right)=0, \\
c_{1, j}^{(N)}(0)=c_{1, j}^{(N)}(2 N \pi),
\end{array}\right.  \tag{2.18}\\
& \left\{\begin{array}{l}
\frac{\mathrm{d}^{2} s_{1, j}^{(N)}}{\mathrm{d} x^{2}}+\frac{j^{2}}{N^{2}} s_{1, j}^{(N)}+\beta_{1, j}^{(N)} \sin \left(\frac{j x}{N}\right)-\sin \left(\frac{j+2 N}{N} x\right)-\sin \left(\frac{j-2 N}{N} x\right)=0, \\
s_{1, j}^{(N)}(0)=s_{1, j}^{(N)}(2 N \pi) .
\end{array}\right. \tag{2.19}
\end{align*}
$$

The homogeneous equations associated admit the same kind of solution in the form of $A \cos (j x / N)+B \sin (j x / N)$ but for our choice of normalization (coefficients of $\cos (j x / N)$ and $\sin (j x / N)$ are equal to 1 at any order of approximation), thus we can neglect this solution. For solving the inhomogeneous differential equations we have to distinguish two different cases: $j \neq N$ and $j=N$.

If $j \neq N$, we have to solve two system of three equations:

$$
\begin{align*}
& \frac{\begin{array}{l}
\mathrm{d}^{2} c_{1, j}^{(N)} \\
\mathrm{d} x^{2}
\end{array}+\frac{j^{2}}{N^{2}} c_{1, j}^{(N)}+\alpha_{1, j}^{(N)} \cos \left(\frac{j x}{N}\right)=0,}{\mathrm{~d}^{2} c_{1, j}^{(N)}} \frac{j^{2}}{\mathrm{~d} x^{2}}+\frac{j^{2}}{N^{2}} c_{1, j}^{(N)}-\cos \left(\frac{j+2 N}{N} x\right)=0,  \tag{2.20}\\
& \frac{\mathrm{~d}^{2} c_{1, j}^{(N)}}{\mathrm{d} x^{2}}+\frac{j^{2}}{N^{2}} c_{1, j}^{(N)}-\cos \left(\frac{j-2 N}{N} x\right)=0,  \tag{2.21}\\
& c_{1, j}^{(N)}(0)=c_{1, j}^{(N)}(2 N \pi), \\
& \frac{\mathrm{d}^{2} s_{1, j}^{(N)}}{\mathrm{d} x^{2}}+\frac{j^{2}}{N^{2}} s_{1, j}^{(N)}+\beta_{1, j}^{(N)} \sin \left(\frac{j x}{N}\right)=0, \\
& \frac{\mathrm{~d}^{2} s_{1, j}^{(N)}}{\mathrm{d} x^{2}}+\frac{j^{2}}{N^{2}} s_{1, j}^{(N)}-\sin \left(\frac{j+2 N}{N} x\right)=0, \\
& \frac{\mathrm{~d}^{2} s_{1, j}^{(N)}}{\mathrm{d} x^{2}}+\frac{j^{2}}{N^{2}} s_{1, j}^{(N)}-\sin \left(\frac{j-2 N}{N} x\right)=0, \\
& s_{1, j}^{(N)}(0)=s_{1, j}^{(N)}(2 N \pi),
\end{align*}
$$

in order to neglect the solutions of the two first differential equations that having respectively the form of $x \sin \left(\frac{j x}{N}\right)$ and $x \cos \left(\frac{j x}{N}\right)$, do not fulfill the boundary conditions, we have to impose $\alpha_{1, j}^{(N)}=\beta_{1, j}^{(N)}=0$. Therefore for $j \neq N$, the two eigenvalues with the same $j$ are not split and

$$
\left\{\begin{array}{l}
c_{1, j}^{(N)}(x)=-\frac{N}{4}\left[\frac{\cos \left(\frac{j+2 N}{N} x\right)}{N+j}+\frac{\cos \left(\frac{j-2 N}{N} x\right)}{N-j}\right]  \tag{2.22}\\
s_{1, j}^{(N)}(x)=-\frac{N}{4}\left[\frac{\sin \left(\frac{j+2 N}{N} x\right)}{N+j}+\frac{\sin \left(\frac{j-2 N}{N} x\right)}{N-j}\right] \\
\alpha_{1, j}^{(N)}=\beta_{1, j}^{(N)}=0
\end{array}\right.
$$

For $j=N$ we have only two inhomogeneous equations and the corrections are

$$
c_{1, N}^{(N)}(x)=-\frac{1}{8} \cos 3 x, \quad s_{1, N}^{(N)}(x)=-\frac{1}{8} \sin 3 x, \quad \alpha_{1, N}^{(N)}=-\beta_{1, N}^{(N)}=1
$$

At the first order of approximation in $q$ the two eigenvalues with $j=N$ are nondegenerates and $\alpha_{1, N}^{(N)}-\beta_{1, N}^{(N)}=2$. These solutions $(j=N)$ correspond to traditional Mathieu solutions $c e_{1}(q ; x), s e_{1}(q ; x)[56,57,31,58,54,59,60]$, thus, we need to study at higher order the case $j \neq N$.

The $q^{2}$-system of equations in Eq.s 2.16 and 2.17 is

$$
\begin{align*}
& \left\{\begin{array}{l}
\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} c_{2, j}^{(N)}+\frac{j^{2}}{N^{2}} c_{2, j}^{(N)}+\alpha_{2, j}^{(N)} \cos \left(\frac{j x}{N}\right)-2 \cos (2 x) c_{1, j}^{(N)}=0, \\
c_{2, j}^{(N)}(0)=c_{2, j}^{(N)}(2 N \pi),
\end{array}\right.  \tag{2.23}\\
& \left\{\begin{array}{l}
\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} s_{2, j}^{(N)}+\frac{j^{2}}{N^{2}} s_{2, j}^{(N)}+\beta_{2, j}^{(N)} \sin \left(\frac{j x}{N}\right)-2 \cos (2 x) s_{1, j}^{(N)}=0, \\
s_{2, j}^{(N)}(0)=s_{2, j}^{(N)}(2 N \pi) .
\end{array}\right. \tag{2.24}
\end{align*}
$$

We use the prostapheresis rules

$$
\begin{aligned}
& 2 \cos (2 x) \cos \left(\frac{j \pm 2 N}{N} x\right)=\cos \left(\frac{j \pm 4 N}{N} x\right)+\cos \left(\frac{j}{N} x\right) \\
& 2 \cos (2 x) \sin \left(\frac{j \pm 2 N}{N} x\right)=\sin \left(\frac{j \pm 4 N}{N} x\right)+\sin \left(\frac{j}{N} x\right)
\end{aligned}
$$

to transform the terms $-2 \cos (2 x) c_{1, j}^{(N)}$ and $-2 \cos (2 x) s_{1, j}$, where $c_{1, j}^{(N)}$ and $s_{1, j}^{(N)}$ are given by Eq. (2.22). As above we separate two different cases: $4 N-j \neq j$ (i.e. $j \neq 2 N) ; j=2 N$. If $j \neq 2 N$, the degenerate solutions are:

$$
\begin{gather*}
\alpha_{2, j}^{(N)}=\beta_{2, j}^{(N)}=-\frac{1}{2}\left[\frac{1}{1-\frac{j^{2}}{N^{2}}}\right]=-\frac{1}{2}\left[\frac{1}{1-a_{j}^{(N)}(0)}\right],  \tag{2.25}\\
c_{2, j}^{(N)}(x)=\frac{N^{2}}{32}\left[\frac{\cos \left(\frac{j+4 N}{N} x\right)}{(N+j)(2 N+j)}+\frac{\cos \left(\frac{j-4 N}{N} x\right)}{(N-j)(2 N-j)}\right],  \tag{2.26}\\
s_{2, j}^{(N)}(x)=\frac{N^{2}}{32}\left[\frac{\sin \left(\frac{j+4 N}{N} x\right)}{(N+j)(2 N+j)}+\frac{\sin \left(\frac{j-4 N}{N} x\right)}{(N-j)(2 N-j)}\right] . \tag{2.27}
\end{gather*}
$$

At the contrary for $j=2 N$ the corrections to the non-degenerate eigenvalues are given by

$$
\alpha_{2,2 N}^{(N)}=\frac{5}{12}, \beta_{2,2 N}^{(N)}=-\frac{1}{12} .
$$

Once again for the third order in $q$, we get

$$
\begin{align*}
& \left\{\begin{array}{l}
\frac{\mathrm{d}^{2} c_{3, j}^{(N)}}{\mathrm{d} x^{2}}+\frac{j^{2}}{N^{2}} c_{3, j}^{(N)}+\alpha_{3, j}^{(N)} \cos \left(\frac{j}{N} x\right)+ \\
+\left[\alpha_{2, j}^{(N)} \frac{N}{4} \frac{1}{N-j}-\frac{N^{2}}{32} \frac{1}{(N-j)(2 N-j)}\right] \cos \left(\frac{j-2 N}{N} x\right)+ \\
+\left[\alpha_{2, j}^{(N)} \frac{N}{4} \frac{1}{N+j}-\frac{N^{2}}{32} \frac{1}{(N+j)(2 N+j)}\right] \cos \left(\frac{j+2 N}{N} x\right)+ \\
-\frac{N^{2}}{32} \frac{\cos \left(\frac{j+6 N}{N} x\right)}{(N+j)(2 N+j)}-\frac{N^{2}}{32} \frac{\cos \left(\frac{j-6 N}{N} x\right)}{(N-j)(2 N-j)}=0, \\
c_{3, j}^{(N)}(0)=c_{3, j}^{(N)}(2 N \pi),
\end{array}\right.  \tag{2.28}\\
& \left\{\begin{array}{l}
\frac{\mathrm{d}^{2} s_{3, j}^{(N)}}{\mathrm{d} x^{2}}+\frac{j^{2}}{N^{2}} s_{3, j}^{(N)}+\beta_{3, j}^{(N)} \sin \left(\frac{j}{N} x\right)+ \\
+\left[\beta_{2, j}^{(N)} \frac{N}{4} \frac{1}{N-j}-\frac{N^{2}}{32} \frac{1}{(N-j)(2 N-j)}\right] \sin \left(\frac{j-2 N}{N} x\right)+ \\
+\left[\beta_{2, j}^{(N)} \frac{N}{4} \frac{1}{N+j}-\frac{N^{2}}{32} \frac{1}{(N+j)(2 N+j)}\right] \sin \left(\frac{j+2 N}{N} x\right)+ \\
-\frac{N^{2}}{32} \frac{\sin \left(\frac{j+6 N}{N} x\right)}{(N+j)(2 N+j)}-\frac{N^{2}}{32} \frac{\sin \left(\frac{j-6 N}{N} x\right)}{(N-j)(2 N-j)}=0, \\
s_{3, j}^{(N)}(0)=s_{3, j}^{(N)}(2 N \pi) .
\end{array}\right. \tag{2.29}
\end{align*}
$$

for $6 N-j \neq j$, the degenerates eigenvalues

$$
\begin{equation*}
\alpha_{3, j}^{(N)}=\beta_{3, j}^{(N)}=0, \tag{2.30}
\end{equation*}
$$

and the non-degenerate corrections for $j=3 N$

$$
\alpha_{3, j}^{(N)}=\frac{1}{64}, \beta_{3, j}^{(N)}=-\frac{1}{64} .
$$

Iterating we can state that the eigenvalues $a_{j}^{(N)}(q)$ and $b_{j}^{(N)}(q)$ are non-degenerate if:

$$
\begin{gather*}
j=n N,  \tag{2.31}\\
n=0,1,2, \ldots \tag{2.32}
\end{gather*}
$$

The degeneration rule, Eq. (2.31) shows that the eigenvalues $a_{j}^{(N)}$ and $b_{j}^{(N)}$ are nondegenerate if $j$ is a multiple of $N$ and that $n=\frac{j}{N}$ gives the $q$ minimum order that fulfills the condition

$$
\begin{equation*}
a_{n N}^{(N)}(q)-b_{n N}^{(N)}(q) \neq 0 \tag{2.33}
\end{equation*}
$$

. Actually, it is important to note that if we expand until the $n$-th order, every eigenvalue with $j>n N$ appears not to be split. The other eigenvalues (those for which $j \neq n N$ ) are degenerate. Furthermore, it is possible to show that [61]

$$
a_{n N}^{(N)}(q)-b_{n N}^{(N)}(q)=\frac{2 q^{n}}{\left[2^{n-1}(n-1)!\right]^{2}}\left(1+O\left(q^{2}\right)\right)
$$

and that the rate of convergence for the power series of $a_{j}^{(N)}(q)$ in $q$ can be written as [61]:

$$
\frac{a_{j+2 \ell N}^{(N)}}{a_{j+2 N(\ell \neq 1)}^{(N)}}=\frac{-q}{4 \ell^{2}}\left(1+O\left(\frac{1}{\ell^{2}}\right)\right) .
$$

This ratio is inversely proportional to the square of $\ell$ and it is independent from the considered eigenvalue and from the number of dots.

For odd $M$, by following a procedure analogous to the one introduced in the previous sub-section for even $M$, it is possible to find the expressions for the eigenstates and the corresponding eigenenergies. In this case, the non-degenerates eigenvalues are those corresponding to the index:

$$
\begin{equation*}
2 k=2 l M \tag{2.34}
\end{equation*}
$$

where $2 l$ represents the minimum order of $q$ for which $a_{2 k}(q) \neq b_{2 k}(q)$.

## Practical examples

| $j=1$ | $j=2$ | $j=3$ |
| :---: | :---: | :---: |
| $a_{1}^{(3)}(q)=\frac{1}{9}-\frac{9}{16} q^{2}+\ldots$ | $a_{2}^{(3)}(q)=\frac{4}{9}-\frac{9}{10} q^{2}+\ldots$ | $a_{3}^{(3)}(q)=1+q+\ldots$ |
| $b_{1}^{(3)}(q)=a_{1}^{(3)}(q)$ | $b_{2}^{(3)}(q)=a_{2}^{(3)}(q)$ | $b_{3}^{(3)}(q)=1-q+\ldots$ |
| $\Phi_{a, 1}(q ; x)=\cos \left(\frac{x}{3}\right)+$ | $\Phi_{a, 2}(q ; x)=\cos \left(\frac{2 x}{3}\right)+$ | $\Phi_{a, 3}(q ; x)=\cos x+$ |
| $+\sum_{n=1}^{\infty} c_{n, 1}^{(3)}(x) q^{n}$ | $+\sum_{n=1}^{\infty} c_{n, 2}^{(3)}(x) q^{n}$ | $+\sum_{n=1}^{\infty} c_{n, 3}^{(3)}(x) q^{n}$ |
| $\Phi_{b, 1}(q ; x)=\sin \left(\frac{x}{3}\right)+$ | $\Phi_{b, 2}(q ; x)=\sin \left(\frac{2 x}{3}\right)+$ | $\Phi_{b, 3}(q ; x)=\sin x+$ <br> $+\sum_{n=1}^{\infty} s_{n, 1}^{(3)}(x) q^{n}$ |
| $+\sum_{n=1}^{\infty} s_{n, 2}^{(3)}(x) q^{n}$ | $+\sum_{n=1}^{\infty} s_{n, 3}^{(3)}(x) q^{n}$ |  |

Table 2.1: Summary of solutions obtained for $M=6$, and $j \leq 3$.
In Table 2.1 we summarize the results obtained for the particular case of $M=6$ [62].

### 2.2 2D quantum rings

A better way to describe a quantum ring is to consider an electron moving in a 2 D plane with a potential energy:

$$
\begin{equation*}
U(r)=-U_{0}\left(\frac{r}{R}\right)^{2} e^{\left[1-(r / R)^{4}\right] / 2} \tag{2.35}
\end{equation*}
$$

thus a flat ring of radius $R$ (a scheme in Fig. 2.3).


Figure 2.3: Schematic representation of the 2D plain ring (note in the next chapter we are going to plot the real potential used for simulations in this thesis).

In this case the Hamiltonian is:

$$
\begin{equation*}
\hat{H}_{2}=-\frac{\hbar^{2}}{2 m_{e}}\left(\frac{\partial^{2}}{\partial r^{2}}+\frac{1}{r} \frac{\partial}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2}}{\partial \phi^{2}}\right)+U(r) \tag{2.36}
\end{equation*}
$$

and thus, the TISE $\hat{H}_{2} u(r, \phi)=E u(r, \phi)$ has as solutions both bound (like in the 1D case) and continuum states. We are only interesting in the bound states $E<0$, and by setting

$$
\begin{equation*}
V(r) \equiv \frac{2 m_{e}}{\hbar^{2}} U(r), \quad V_{0} \equiv \frac{2 m_{e}}{\hbar^{2}} U_{0}, \quad w^{2} \equiv-\frac{2 m_{e}}{\hbar^{2}} E . \tag{2.37}
\end{equation*}
$$

and by separating the variables $u(r, \phi) \equiv \mathcal{R}(r) \Phi(\phi)$ we obtain the TISE

$$
\begin{equation*}
\frac{r^{2}}{\mathcal{R}} \frac{\mathrm{~d}^{2} \mathcal{R}}{\mathrm{~d} r^{2}}+\frac{r}{\mathcal{R}} \frac{\mathrm{~d} \mathcal{R}}{\mathrm{~d} r}-r^{2} V(r)-w^{2} r^{2}=-\frac{1}{\Phi} \frac{\mathrm{~d}^{2} \Phi}{\mathrm{~d} \phi^{2}} . \tag{2.38}
\end{equation*}
$$

If $m$ is the separation constant, we can rewrite for the angular part

$$
\begin{equation*}
\frac{1}{\Phi_{m}} \frac{\mathrm{~d}^{2} \Phi_{m}}{\mathrm{~d} \phi^{2}}=-m^{2} \Rightarrow \Phi_{m}(\phi)=\frac{e^{i m \phi}}{\sqrt{2 \pi}}, \quad m=0, \pm 1, \pm 2, \ldots \tag{2.39}
\end{equation*}
$$

and for the radial one

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \mathcal{R}_{k, m}}{\mathrm{~d} r^{2}}+\frac{1}{r} \frac{\mathrm{~d} \mathcal{R}_{k, m}}{\mathrm{~d} r}-\left[V(r)+w_{k, m}^{2}+\frac{m^{2}}{r^{2}}\right] \mathcal{R}_{k, m}=0 \tag{2.40}
\end{equation*}
$$

where we have introduced two quantum numbers, $m$ and $k$ respectively angular and the radial number of excitations (in the future we will use $\{k, m\}$ as label for the eigenstates). The states are twofold degenerate in $\pm m$. It is important to remark that the number of bound states is finite and determined by the actual value of $U_{0}$.

### 2.3 DFT

In Sec. 1.6, we found that the total energy $E$, of a many-electron system under certain approximations can be written as

$$
\begin{equation*}
E=\langle\psi| \mathbb{H}|\psi\rangle \tag{2.41}
\end{equation*}
$$

with

$$
\begin{gather*}
\mathbb{H}=\left[-\sum_{i}^{n_{e}} \frac{\hbar^{2}}{2 m_{e}} \nabla_{i}^{2}+\frac{1}{2} \sum_{i \neq j}^{n_{e}} \frac{q_{e}^{2}}{\left|\vec{r}_{i}-\vec{r}_{j}\right|}-\sum_{j}^{n_{e}} \mathbb{V}_{n}\left(\vec{r}_{j}\right)\right],  \tag{2.42}\\
\mathbb{V}_{n}(\vec{r})=\sum_{i}^{n_{n}} \frac{Z q_{e}^{2}}{\left|\vec{R}_{i}-\vec{r}\right|} . \tag{2.43}
\end{gather*}
$$

Since the form of the Hamiltonian in Eq. 2.42 is independent from the properties of the considered system), every change in $E$ is associated with a change of $|\psi\rangle$. Mathematically speaking, $\mathbf{E}$ is a functional of $|\psi\rangle$

$$
\begin{equation*}
E=\mathcal{F}[\psi] . \tag{2.44}
\end{equation*}
$$

In the 1964 Hohenberg and Kohn observed that if $E_{0}$ is the minimum energy of the system (energy of the ground state), then $E_{0}$ is a functional only of the electron density $n[63,64,65,66,67]$

$$
\begin{gather*}
n(\vec{r})=N_{e} \int\left|\psi\left(\vec{r}, \vec{r}_{2}, \ldots \vec{r}_{n_{e}} ; \vec{R}_{1} \ldots \vec{R}_{n_{n}}\right)\right|^{2} \mathrm{~d} \vec{r}_{2} \ldots \mathrm{~d} \vec{r}_{n_{e}} \mathrm{~d} \vec{R}_{1} \ldots \mathrm{~d} \vec{R}_{n_{n}}  \tag{2.45}\\
E_{0}=\mathcal{F}[n], \tag{2.46}
\end{gather*}
$$

this is false for the excited states [68]. This observation is named Hohenberg-Kohn theorem. The proof of the theorem is based on three steps

- The electronic density $n$ determines uniquely $\mathbb{V}_{n}$
- For any quantum state, $\mathbb{V}_{n}$ determines uniquely $|\psi\rangle$
- $E=\mathcal{F}[\psi]$.

This could be summarized as $n \rightarrow \mathbb{V}_{n} \rightarrow|\psi\rangle \rightarrow E$ and consequently $E=\mathcal{F}[n]$. For proving the theorem, we have to prove every step. As said before, the third one is true, the second one means that if we change the atomic properties of the nuclei, the wavefunction changes, obviously this is true.

At this point, in order to prove the first assumption we proceed for reduction ad absurdum, thus we suppose that two differents external potential $\mathbb{V}_{n}$ could be associated with the same ground-state density $n$.

The total energy $E$ can be written as

$$
\begin{equation*}
E=\langle\psi| \sum_{j} \mathbb{V}_{n}\left(\vec{r}_{j}\right)|\psi\rangle+\langle\psi| \mathbb{T}+\mathbb{V}_{e e}|\psi\rangle \tag{2.47}
\end{equation*}
$$

and by using the definition of density in Eq. 2.45

$$
\begin{equation*}
E=\int \mathrm{d} \vec{r} n(\vec{r}) \mathbb{V}_{n}(\vec{r})+\langle\psi| \mathbb{T}+\mathbb{V}_{e e}|\psi\rangle . \tag{2.48}
\end{equation*}
$$

If we write the last equation for the ground state $\left(|\psi\rangle \rightarrow\left|\psi_{0}\right\rangle, E \rightarrow E_{0}\right)$ and we suppose that it exists another potential $\mathbb{V}_{n}^{\prime} \neq \mathbb{V}_{n}$ associated with the same density $n$ we could define the quantities $\mathbb{H}^{\prime},|\psi\rangle^{\prime}$ and $E^{\prime}$. Of course, $|\psi\rangle$ is not the ground state of $\mathbb{H}^{\prime}$, then

$$
\begin{equation*}
\langle\psi| \mathbb{H}^{\prime}|\psi\rangle>E^{\prime} \tag{2.49}
\end{equation*}
$$

and remembering that $\mathbb{H}^{\prime}=\mathbb{H}-\sum_{j}^{n_{e}} \mathbb{V}_{n}\left(\vec{r}_{j}\right)+\sum_{j}^{n_{e}} \mathbb{V}_{n}^{\prime}\left(\vec{r}_{j}\right)$, we get

$$
\begin{equation*}
E_{0}-E_{0}^{\prime}>\int \mathrm{d} \vec{r} n_{0}(\vec{r})\left[\mathbb{V}_{n_{0}}(\vec{r})-\mathbb{V}_{n_{0}}^{\prime}(\vec{r})\right] . \tag{2.50}
\end{equation*}
$$

The same procedure could be use for $\mathbb{H}$, starting from

$$
\begin{equation*}
\left\langle\psi^{\prime}\right| \boldsymbol{H}\left|\psi^{\prime}\right\rangle>E \tag{2.51}
\end{equation*}
$$

we get

$$
\begin{equation*}
E_{0}^{\prime}-E_{0}>\int \mathrm{d} \vec{r} n(\vec{r})\left[\mathbb{V}_{n_{0}}^{\prime}(\vec{r})-\mathbb{V}_{n_{0}}(\vec{r})\right] . \tag{2.52}
\end{equation*}
$$

by multiply the latest equation for -1 , we get

$$
\begin{equation*}
E_{0}-E_{0}^{\prime}<\int \mathrm{d} \vec{r} n_{0}(\vec{r})\left[\mathbb{V}_{n_{0}}(\vec{r})-\mathbb{V}_{n_{0}}^{\prime}(\vec{r})\right] . \tag{2.53}
\end{equation*}
$$

Therefore the premise that two different external potential could have the same density of the ground-state is absurd, and the Kohn-Honenberg theorem is proved.

### 2.3.1 Konh-Sham equation

The idea of Konh-Sham theory is that being $V_{n_{0}}(\vec{r})$ and $E_{0}$ a functional of $n_{0}$, we can use a system with the same number of non-interacting electrons with the same ground
state density, in order to determine the properties of the system [69, 70, 71, 72, 73]. As written above, for a generic state $|\psi\rangle$

$$
\begin{gather*}
\mathbb{H}=\mathbb{T}+\int \mathrm{d} \vec{r} n(\vec{r}) \mathbb{V}_{n}(\vec{r})+\mathbb{V}_{e e}  \tag{2.54}\\
\mathbb{H}\left|\psi\left[\mathbb{V}_{n}\right]\right\rangle=E\left[\mathbb{V}_{n}\right]\left|\psi\left[\mathbb{V}_{n}\right]\right\rangle  \tag{2.55}\\
E\left[\mathbb{V}_{n}\right]=\left\langle\psi\left[\mathbb{V}_{n}\right]\right| \mathbb{H}\left|\psi\left[\mathbb{V}_{n}\right]\right\rangle . \tag{2.56}
\end{gather*}
$$

We already showed that for the ground state the functionals of $\mathbb{V}_{n}$ could be written as functionals of $n$, but now we want derive generally the form of the these equations as functionals of $n$. We start by taking the functional derivative of $E\left[\mathbb{V}_{n}\right]$ with respect $\mathbb{V}_{n}$

$$
\begin{equation*}
\frac{\delta E}{\delta \mathbb{V}_{n}}=\left\langle\frac{\delta \psi}{\delta \mathbb{V}_{n}}\right| \mathbb{H}|\psi\rangle+\langle\psi| \mathbb{H}\left|\frac{\delta \psi}{\delta \mathbb{V}_{n}}\right\rangle+\langle\psi| \frac{\delta \mathbb{H}}{\delta \mathbb{V}_{n}}|\psi\rangle . \tag{2.57}
\end{equation*}
$$

From Eq. 2.54

$$
\begin{equation*}
\langle\psi| \frac{\delta \mathrm{H}}{\delta \mathrm{~V}_{n}}|\psi\rangle=\langle\psi| \mathrm{n}(\vec{r})|\psi\rangle=n(\vec{r}) \tag{2.58}
\end{equation*}
$$

and by using

$$
\begin{gather*}
\mathbb{H}|\psi\rangle=E\left[\mathbb{V}_{n}\right]|\psi\rangle  \tag{2.59}\\
\langle\psi \mid \psi\rangle=1 \tag{2.60}
\end{gather*}
$$

we get

$$
\begin{equation*}
\left\langle\frac{\delta \psi}{\delta \mathbb{V}_{n}}\right| H|\psi\rangle+\langle\psi| H\left|\frac{\delta \psi}{\delta \mathbb{V}_{n}}\right\rangle=E\left[\mathbb{V}_{n}\right] \frac{\delta 1}{\delta \mathbb{V}_{n}}=0 \tag{2.61}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
\frac{\delta E}{\delta \vee_{n}}=n(\vec{r}) . \tag{2.62}
\end{equation*}
$$

At this point, we can define the Legendre transform

$$
\begin{equation*}
F[n]=E[n]-\int \mathrm{d} \vec{r} n(\vec{r}) \mathbb{V}_{n}(\vec{r})=\left\langle\psi\left[\mathbb{V}_{n}(\vec{r})\right]\right| \mathbb{T}+\mathbb{V}_{e e}\left|\psi\left[\mathbb{V}_{n}(\vec{r})\right]\right\rangle \tag{2.63}
\end{equation*}
$$

where $\mathbb{V}_{n}(\vec{r})$ is a functional of $n$. Using Eq. 2.62 we easily find

$$
\begin{equation*}
\frac{\delta F}{\delta n(\vec{r})}=-\mathbb{V}_{n}(\vec{r}) \tag{2.64}
\end{equation*}
$$

In order to derive the Kohn-Sham equation, we define a system of $N_{e}$ non interacting electrons (this means that $\mathbb{V}_{e e}=0$ ), with the same density of the previous system, described by the Konh-Sham Hamiltonian

$$
\begin{equation*}
\mathbb{H}_{K S}=\mathbb{T}+\int \mathrm{d} \vec{r} n(\vec{r}) \mathbb{V}_{K S}(\vec{r}) . \tag{2.65}
\end{equation*}
$$

The total energy of the ground state of Konh-Sham Hamiltonian takes the form of

$$
\begin{equation*}
E_{K S}\left[\mathbb{V}_{K S}(\vec{r})\right]=\left\langle\Phi\left[\mathbb{V}_{K S}(\vec{r})\right]\right| \mathbb{T}+\int \mathrm{d} \vec{r} n(\vec{r}) \mathbb{V}_{K S}(\vec{r})\left|\Phi\left[\mathbb{V}_{K S}(\vec{r})\right]\right\rangle \tag{2.66}
\end{equation*}
$$

where $\left|\Phi\left[\mathbb{V}_{K S}(\vec{r})\right]\right\rangle$ is the ground state wavefunction associated with the TISE determined by $\mathbb{H}_{K S}$. The Legendre transform becomes

$$
\begin{equation*}
F_{K S}[n]=E_{K S}[n]-\int \mathrm{d} \vec{r} n(\vec{r}) \mathbb{V}_{K S}(\vec{r})=\left\langle\psi\left[\mathbb{V}_{K S}(\vec{r})\right]\right| \mathbb{T}\left|\psi\left[\mathbb{V}_{K S}(\vec{r})\right]\right\rangle \tag{2.67}
\end{equation*}
$$

and the associated derivatives are

$$
\begin{gather*}
\frac{\delta E_{K S}}{\delta \mathbb{V}_{K S}}=n(\vec{r})  \tag{2.68}\\
\frac{\delta F_{K S}}{\delta n}=-\mathbb{V}_{K S}(\vec{r}) \tag{2.69}
\end{gather*}
$$

by its particular structure $\frac{\delta F_{K S}}{\delta n}$ is usually denoted as $T_{K S}[n]$. Now, we can assume

$$
\begin{equation*}
F[n]=T_{K S}[n]+\frac{1}{2} \int \mathrm{~d} \vec{r} \mathrm{~d} \overrightarrow{r^{\prime}} n(\vec{r}) n\left(\overrightarrow{r^{\prime}}\right) v_{e e}\left(\left|\vec{r}-\overrightarrow{r^{\prime}}\right|\right)+E_{x c}[n] \tag{2.70}
\end{equation*}
$$

where $E_{x c}[n]$ is the exchange correlation functional and

$$
\begin{equation*}
\nabla_{e e}\left(\left|\vec{r}-\overrightarrow{r^{\prime}}\right|\right)=\frac{q_{e}^{2}}{\left|\vec{r}-\overrightarrow{r^{\prime}}\right|} . \tag{2.71}
\end{equation*}
$$

By using the previous differential equations and Eq. 2.70 we get

$$
\begin{gather*}
\mathbb{V}_{K S}=\mathbb{V}_{n}+\int \mathrm{d} \overrightarrow{r^{\prime}} n\left(\overrightarrow{r^{\prime}}\right) \nabla_{e e}\left(\left|\vec{r}-\overrightarrow{r^{\prime}}\right|\right)+\mathbb{V}_{x c}  \tag{2.72}\\
\mathbb{V}_{x c}=\frac{\delta E_{x c}}{\delta n} \tag{2.73}
\end{gather*}
$$

this system of equations defines the exchange-correlation potential $\mathbb{V}_{x c}$.
The Konh-Sham Hamiltonian describes a system of non-interacting particles thus, the ground-state of the system can be written as an antisymmetrized product of single-particles orbitals $\left|\varphi_{i}(\vec{r})\right\rangle$.

Finally, we get the Konh-Sham equations system

$$
\begin{gather*}
E[n]=\sum_{i}\left\langle\varphi_{i}\right| \mathbb{E}_{i}\left|\varphi_{i}\right\rangle+\int \mathrm{d} \vec{r} n(\vec{r}) \mathbb{V}_{n}(\vec{r})+ \\
\quad+\frac{1}{2} \int \mathrm{~d} \vec{r} \mathrm{~d} \overrightarrow{r^{\prime}} n(\vec{r}) n\left(\overrightarrow{r^{\prime}}\right) \vee_{e e}\left(\left|\vec{r}-\overrightarrow{r^{\prime}}\right|\right)+E_{x c}[n]  \tag{2.74}\\
\left(\mathbb{E}+\mathbb{V}_{n}(\vec{r})+\int \mathrm{d} \overrightarrow{r^{\prime}} n\left(\overrightarrow{r^{\prime}}\right) \vee_{e e}\left(\left|\vec{r}-\overrightarrow{r^{\prime}}\right|\right)+\mathbb{V}_{x c}\right)\left|\varphi_{i}\right\rangle=\epsilon_{i}\left|\varphi_{i}\right\rangle(\vec{r})  \tag{2.75}\\
n(\vec{r})=\sum_{i}^{n_{e}}\left|\varphi_{i}(\vec{r})\right|^{2} \tag{2.76}
\end{gather*}
$$

As matter of fact, solving the original problem of $N_{e}$ interacting electrons and $N_{n}$ nuclei consists on solving the Konh-Sham problem making some approximation for evaluating the $\mathbb{V}_{x c}$, in general using self-consistent methods. In addition, it is possible to separate the exchange contribution and the correlation one $\mathbb{V}_{x c}=\mathbb{V}_{x}+\mathbb{V}_{c}$

### 2.3.2 Local density approximation

Since the development of the Konh-Sham theory various methods to evaluate the exchange correlation potential has been derived, in what follows we are going to use the simplest, that is named local density approximation (LDA) [74, 75, 76, 77]. This approximation consists on considering a homogeneous electron gas, which is a gas of electrons in a box with a constant nuclei potential and in which an electron feels the Coulomb repulsions due to the other electrons. For an homogeneous electron gas (HEG) we can calculate exactly the exchange potential, and numerically the correlation one. As first, we want to determine the exchange energy of a HEG, if our gas has not magnetic momentum

$$
\begin{equation*}
E_{x}=-\sum_{i, j} \int_{V} \mathrm{~d} \vec{r} \int_{V} \mathrm{~d} \overrightarrow{r^{\prime}} \varphi_{i}^{*}(\vec{r}) \varphi_{i}\left(\overrightarrow{r^{\prime}}\right) \varphi_{j}^{*}\left(\overrightarrow{r^{\prime}}\right) \varphi_{j}(\vec{r}) \frac{q_{e}^{2}}{\left|\vec{r}-\overrightarrow{r^{\prime}}\right|} \tag{2.77}
\end{equation*}
$$

and by considering that under this condition the energy spectrum is continuum

$$
\begin{equation*}
E_{x}=-\frac{3}{4}\left(\frac{3}{\pi}\right)^{\frac{1}{3}} n^{\frac{4}{3}} V \tag{2.78}
\end{equation*}
$$

where $V$ is the volume of the box. In agreement with this theory the correlation energy assumes the form of

$$
E_{c}=n V \cdot \begin{cases}0.0311 \log \left(r_{s}\right)-0.0480+0.002 r_{s} \log \left(r_{s}\right)-0.0116 r_{s} & r_{s}<1  \tag{2.79}\\ \frac{-0.1423}{1+1.0529 \sqrt{r_{s}}+0.3334 r_{s}} & r_{s} \geq 1\end{cases}
$$

where $r_{s}$ is the Wigner-Seitz radius that can be defined as the radius of the sphere occupied on average by each electron $r_{s}=\left(\frac{3}{4 \pi n}\right)^{\frac{1}{3}}$.

### 2.4 Interaction between matter and the electromagnetic field.

In this section, we want to derive classically the Hamiltonian of a particle in a strong electromagnetic field. Starting from the Newton's Law

$$
\begin{equation*}
\vec{F}=q\left(\overrightarrow{\mathcal{E}}+\frac{1}{c} \vec{v} \times \vec{B}\right) \tag{2.80}
\end{equation*}
$$

in order to build the Hamiltonian, we need to know the conjugate momenta and thus we must find the Lagrangian first. Force and Lagrangian are related by the Euler-Lagrange equation

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \vec{v}}\right)-\frac{\partial L}{\partial \vec{r}}=0 \tag{2.81}
\end{equation*}
$$

by substituting the Lagrangian in the Euler-Lagrange equation we find the Newton's Law of the system.

Thus, in order to prove that the Lagrangian describes correctly the system we have to prove that it gives the right form of the Newton's Law.

The appropriate Lagrangian for a particle in an electromagnetic field is

$$
\begin{equation*}
L=\frac{1}{2} m v^{2}-q \Phi(\vec{r}, t)+\frac{q}{c} \vec{v} \cdot \vec{A}(\vec{r}, t), \tag{2.82}
\end{equation*}
$$

and arises

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial v_{x}}\right)=\frac{\mathrm{d}}{\mathrm{~d} t}\left(m v_{x}+\frac{q}{c} A_{x}\right)=m \frac{\mathrm{~d} v_{x}}{\mathrm{~d} t}+\frac{q}{c} \frac{\mathrm{~d} A_{x}}{\mathrm{~d} t}= \\
& =m \frac{\mathrm{~d} v_{x}}{\mathrm{~d} t}+\frac{q}{c}\left(\frac{\mathrm{~d} x}{\mathrm{~d} t} \frac{\partial A_{x}}{\partial x}+\frac{\mathrm{d} y}{\mathrm{~d} t} \frac{\partial A_{x}}{\partial y}+\frac{\mathrm{d} z}{\mathrm{~d} t} \frac{\partial A_{x}}{\partial z}+\frac{\partial A_{x}}{\partial t}\right)= \\
& =m \frac{\mathrm{~d} v_{x}}{\mathrm{~d} t}+\frac{q}{c}\left(v_{x} \frac{\partial A_{x}}{\partial x}+v_{y} \frac{\partial A_{x}}{\partial y}+v_{z} \frac{\partial A_{x}}{\partial z}+\frac{\partial A_{x}}{\partial t}\right)  \tag{2.83}\\
& \frac{\partial L}{\partial x}=-q \frac{\partial \Phi}{\partial x}+\frac{q}{c}\left(v_{x} \frac{\partial A_{x}}{\partial x}+v_{y} \frac{\partial A_{y}}{\partial x}+v_{z} \frac{\partial A_{z}}{\partial x}\right) . \tag{2.84}
\end{align*}
$$

Thus, the Euler-Lagrange equation for the $x$-component gives

$$
\begin{equation*}
m \frac{\mathrm{~d} v_{x}}{\mathrm{~d} t}=-q\left(\frac{\partial \Phi}{\partial x}+\frac{1}{c} \frac{\partial A_{x}}{\partial t}\right)+\frac{q}{c}\left[v_{y}\left(\frac{\partial A_{y}}{\partial x}-\frac{\partial A_{x}}{\partial y}\right)+v_{z}\left(\frac{\partial A_{z}}{\partial x}-\frac{\partial A_{x}}{\partial z}\right)\right], \tag{2.85}
\end{equation*}
$$

repeating the procedure for all the components and remembering that

$$
\begin{gather*}
\overrightarrow{\mathcal{E}}=-\nabla \Phi-\frac{1}{c} \frac{\partial \vec{A}}{\partial t}  \tag{2.86}\\
\vec{B}=\nabla \times \vec{A} \tag{2.87}
\end{gather*}
$$

we get the correct Newton's Law. We can calculate $\vec{P}$ the conjugate momentum to $\vec{r}$ as

$$
\begin{equation*}
\vec{P}=\frac{\partial L}{\partial \vec{v}}=m \vec{v}+\frac{q}{c} \vec{A} \tag{2.88}
\end{equation*}
$$

and as consequence, we state that conjugate momentum $\vec{P}$ (or as said in the introduction canonical momentum) is formed by the kinetic momentum $\vec{p}=m \vec{v}$ and the field momentum ${ }_{c}^{q} \vec{A}$. Using a Legendre transformation, we easily get the Hamiltonian

$$
\begin{align*}
& H=\vec{v} \cdot \vec{P}-L= \\
& =m v^{2}+\frac{q}{c} \vec{v} \cdot \vec{A}-\frac{1}{2} m v^{2}+q \Phi-\frac{q}{c} \vec{v} \cdot \vec{A}= \\
& =\frac{1}{2} m v^{2}+q \Phi= \\
&  \tag{2.89}\\
& =\frac{1}{2 m}\left(\vec{P}-\frac{q}{c} \vec{A}\right)^{2}+q \Phi
\end{align*}
$$

In order to switch from the Hamiltonian equation to the Hamiltonian operator, we just have to turn some quantities into operator:

$$
\begin{equation*}
\mathbb{H}=\frac{1}{2 m}\left(\overrightarrow{\mathbb{P}}-\frac{q}{c} \vec{A}(\boldsymbol{r}, t)\right)^{2}+q \Phi(\vec{r}, t) \tag{2.90}
\end{equation*}
$$

(where $\vec{A}$ and $\Phi$ are not operators.) The square produces:

$$
\begin{equation*}
\mathbb{H}=\frac{1}{2 m}\left(\overrightarrow{\mathbb{P}}^{2}+\frac{q^{2}}{c^{2}} \vec{A}^{2}(\vec{r}, t)-\frac{q}{c} \vec{A}(\vec{r}, t) \cdot \overrightarrow{\mathbb{P}}-\frac{q}{c} \overrightarrow{\mathbb{P}} \cdot \vec{A}(\vec{r}, t)\right)+q \Phi(\vec{r}, t) \tag{2.91}
\end{equation*}
$$

The momentum operator is an example of a differential operator

$$
\begin{equation*}
\overrightarrow{\mathbb{P}}=-i \hbar \vec{\nabla} \tag{2.92}
\end{equation*}
$$

In Coulomb's gauge:

$$
\begin{equation*}
\overrightarrow{\mathbb{P}} \cdot \vec{A} f=\vec{A} \cdot \overrightarrow{\mathbb{P}} f-i \hbar(\vec{\nabla} \cdot \vec{A}) f=\vec{A} \cdot \overrightarrow{\mathbb{P}} f \tag{2.93}
\end{equation*}
$$

At this point because $\vec{A}$ is not an operator and because the coulombian potential $\Phi(\vec{r}, t)$ depends only upon $\vec{r}$, the $\mathbb{H}$ turns into:

$$
\begin{equation*}
\mathbb{H}=\frac{1}{2 m}\left(\overrightarrow{\mathbb{P}}^{2}+\frac{q^{2}}{c^{2}} \vec{A}^{2}(\vec{r}, t)-2 \frac{q}{c} \vec{A}(\vec{r}, t) \cdot \overrightarrow{\mathbb{P}}\right)+q \Phi(\vec{r}) \tag{2.94}
\end{equation*}
$$

and according to the Maxwell equation:

$$
\begin{equation*}
\vec{A}(\vec{r}, t)=\vec{A}_{0} e^{i\left(\vec{k} \cdot \vec{r}-\omega_{L} t\right)} \tag{2.95}
\end{equation*}
$$

In order to absorb a photon, the electron must move in the presence of another particle (to preserve the total energy and momentum).

In addition we are going to work with wavelengths which are hundred times larger than the atomic distances so we can use the dipole approximation:

$$
\begin{equation*}
\vec{k} \cdot \vec{r}-\omega_{L} t=\frac{2 \pi}{\lambda} \hat{k} \cdot \vec{r}-\omega_{L} t \approx-\omega_{L} t . \tag{2.96}
\end{equation*}
$$

$\vec{A}$ is no longer dependent on $r$, as we know equations of motion do not change if we add to the Hamiltonian equation a time-dependent function, so we can delete the $\vec{A}^{2}$-term leaving the physical results unchanged.

Finally, the Hamiltonian operator of interaction:

$$
\begin{equation*}
\mathbb{H}=\frac{1}{2 m} \overrightarrow{\mathbb{P}}^{2}+q \Phi(\vec{r})-\frac{q}{m c} \vec{A}(t) \cdot \overrightarrow{\mathbb{P}} \tag{2.97}
\end{equation*}
$$

### 2.4.1 Gauge $\overrightarrow{\mathcal{E}} \cdot \vec{r}$

Actually, in this thesis we mostly use the Hamiltonian operator in the gauge $\overrightarrow{\mathcal{E}} \cdot \vec{r}$. Starting from the Hamiltonian (2.94), we make a gauge transformation:

$$
\begin{equation*}
\mathbb{Q}=\frac{q}{\hbar c} \vec{A} \cdot \vec{r} . \tag{2.98}
\end{equation*}
$$

We apply the unitary operator $\mathbb{U}$ to the right of the Hamiltonian in the $\vec{A} \cdot \overrightarrow{\mathbb{P}}$ gauge.

$$
\begin{equation*}
\mathbb{U}=e^{-i \mathbb{Q}} \tag{2.99}
\end{equation*}
$$

and to the left the complex conjugate. We obtain:

$$
\begin{equation*}
e^{i \mathbb{Q}} H e^{-i \mathbb{Q}}=\frac{1}{2 m} e^{i \mathbb{Q}} \overrightarrow{\mathbb{P}}^{2} e^{-i \mathbb{Q}}+e^{i \mathbb{Q}} q \Phi(\vec{r}) e^{-i \mathbb{Q}}-\frac{q}{m c} e^{i \mathbb{Q}} \vec{A}(t) \cdot \overrightarrow{\mathbb{P}} e^{-i \mathbb{Q}} \tag{2.100}
\end{equation*}
$$

$\vec{A}$ and $\Phi$ are multiplicative operators, so $\mathbb{U}$, which is not a differential operator, does not act on them $e^{i Q} e^{-i Q}=\mathbb{\square}$ (where $\mathbb{\square}$ is the unit matrix). Now we calculate its action on $\overrightarrow{\mathbb{P}}$ e $\overrightarrow{\mathbb{P}}^{2}$ :

$$
\begin{align*}
& e^{i \mathbb{Q}} \overrightarrow{\mathbb{P}} e^{-i \mathbb{Q}}=-i \hbar e^{i \frac{q}{\hbar c} \vec{A} \cdot \vec{r}}\left(-i \frac{q}{\hbar c} \vec{A} e^{-i \frac{q}{\hbar c} \vec{A} \cdot \vec{r}}+e^{-i \frac{q}{\hbar c} \vec{A} \cdot \vec{r}} \vec{\nabla}\right)=-\frac{q}{c} \vec{A}+\overrightarrow{\mathbb{P}}  \tag{2.101}\\
& \begin{aligned}
& e^{i Q} \overrightarrow{\mathbb{P}}^{2} e^{-i \mathbb{Q}}=e^{i \mathbb{Q}} \overrightarrow{\mathbb{P}} e^{-i \mathbb{Q}} e^{i \mathbb{Q}} \overrightarrow{\mathbb{P}} e^{-i \mathbb{Q}}= \\
&=\left(-\frac{q}{c} \vec{A}+\overrightarrow{\mathbb{P}}\right) \cdot\left(-\frac{q}{c} \vec{A}+\overrightarrow{\mathbb{P}}\right)= \\
&=\overrightarrow{\mathbb{P}}^{2}-\frac{2 q}{c} \vec{A} \cdot \overrightarrow{\mathbb{P}}+\frac{q^{2}}{c^{2}} \vec{A}^{2}
\end{aligned}
\end{align*}
$$

where we have used equation (2.92).

$$
\begin{align*}
& \mathbb{H}=\frac{1}{2 m}\left(\overrightarrow{\mathbb{P}}^{2}-\frac{2 q}{c} \vec{A} \cdot \vec{P}+\frac{q^{2}}{c^{2}} \vec{A}^{2}\right)+\frac{q}{m c} \vec{A} \cdot\left(-\frac{q}{c} \vec{A}+\overrightarrow{\mathbb{P}}\right)+ \\
&+\frac{q^{2}}{2 m c^{2}} \vec{A}^{2}+q \overrightarrow{\mathcal{E}} \cdot \vec{r}+q \Phi(\vec{r})= \\
&=\frac{1}{2 m} \overrightarrow{\mathbb{P}}^{2}+q \Phi(\vec{r})+q \overrightarrow{\mathcal{E}} \cdot \vec{r} \tag{2.103}
\end{align*}
$$

We define:

$$
\begin{equation*}
\mathbb{H}_{0}=\frac{1}{2 m} \overrightarrow{\mathbb{P}}^{2}+q \Phi(\vec{r}) \tag{2.104}
\end{equation*}
$$

and:

$$
\begin{equation*}
\mathbb{V}(\vec{r}, t)=q \overrightarrow{\mathcal{E}} \cdot \vec{r}, \tag{2.105}
\end{equation*}
$$

thus the interaction Hamiltonian operator in two terms is

$$
\begin{equation*}
\mathbb{H}=\mathbb{H}_{0}+\mathbb{V}(\vec{r}, t) \tag{2.106}
\end{equation*}
$$

### 2.5 Time dependent Schroedinger equation SAE.

As said in the final part of the previous section, the Hamiltonian of a quantum system driven by an intense laser in dipole approximation could be written as

$$
\begin{equation*}
\mathbb{H}=\mathbb{H}_{0}+\mathbb{V}(\vec{r}, t) \tag{2.107}
\end{equation*}
$$

where $H_{0}$ is the unperturbed Hamiltonian. At this point, we can write the equations for our quantum ring when it is driven by a strong-laser field; in particular, for the plain ring:

$$
\begin{equation*}
\left(\frac{\mathbb{L}^{2}}{2 m_{e} R^{2}}-q_{e} \overrightarrow{\mathcal{E}} \cdot \vec{r}\right)=i \hbar \frac{\partial}{\partial t}|\psi(t)\rangle \tag{2.108}
\end{equation*}
$$

and for the SQR

$$
\begin{equation*}
\left(-\frac{\hbar^{2}}{2 m_{e} R^{2}} \frac{\partial^{2}}{\partial \varphi^{2}}+V_{0} \cos (M \varphi)-q_{e} \overrightarrow{\mathcal{E}} \cdot \vec{r}\right)|\psi(t)\rangle=i \frac{\partial}{\partial t}|\psi(t)\rangle . \tag{2.109}
\end{equation*}
$$

Special reference needs to be made to time dependent density functional theory (TDDFT), thus we are going to focus on it in the following.

### 2.5.1 Classical counterpart of quantum ring and chaos

As reported in the introduction, numerous features of the quantum phenomena in strong field physics can be modelled by studying the equation of motions associated with the classical counterpart of the quantum Hamiltonian. For the plain ring the classical version of the Hamiltonian is [62].

$$
\begin{equation*}
H=\frac{\ell^{2}}{2 I}+U_{0} \cos (6 \varphi)+R \mathcal{E}_{0} \cos (\varphi) \sin \left(\omega_{L} t\right) \tag{2.110}
\end{equation*}
$$

and thus, the Newton's Law

$$
\begin{equation*}
\ddot{\varphi}=\frac{6 U_{0}}{I} \sin (6 \varphi)+\frac{R \mathcal{E}_{0}}{I} \sin (\varphi) \sin \left(\omega_{L} t\right)-2 \gamma \dot{\varphi} \tag{2.111}
\end{equation*}
$$

where $\varphi$ is the angular coordinate of the moving particle, $\ell$ the conjugate momentum (angular momentum), $I$ the moment of inertia of the particle, $2 U_{0}$ the depth of the potential of the structures, $R \mathcal{E}_{0}$ the maximum laser-particle interaction energy and $\omega_{L}$ the laser angular frequency. It is necessary to add a small dissipative term proportional to $\dot{\varphi}$ to neglect artificial instability [78].

For simplicity sake, we work with adimensional parameters, by defining the scaled time $\tau=\omega_{L} t$, in addition by substituting $a=\gamma / \omega_{L}, u=6 U_{0} /\left(I \omega_{L}^{2}\right), v=R \mathcal{E}_{0} / I \omega_{L}^{2}$ we get

$$
\left\{\begin{array}{l}
\varphi^{\prime}=\ell  \tag{2.112}\\
\ell^{\prime}+2 a \ell=u \sin (6 \varphi)+v \sin (\varphi) \sin (\tau)
\end{array}\right.
$$

where the prime sign denotes derivative with respect to $\tau$. The evolution in the phase space is represented by the two coordinates $\vec{\rho}(\tau) \equiv(\varphi(\tau), \ell(\tau))$. At this point, we are able to solve the previous system of differential equations by setting the initial conditions $\vec{\rho}(0)=\left(\varphi_{0}, \ell_{0}\right)$.

In literature, the semiclassical picture is mostly used to understand some features of phenomena of interaction between lasers and systems, explained by the three step model. Our model does not consider the possibility, for the electron, to go in the continuum, in any case, we can still have a similar effect when an electron from the neighborhood of a well, goes in and out from a different well.

Thus, we can still estimate the cutoff as the maximum of the kinetic energy in units of $R \mathcal{E}_{0}$

$$
\begin{equation*}
K \equiv \frac{L^{2}}{2 I R \mathcal{E}_{0}}=\frac{\ell^{2}}{2 v} . \tag{2.113}
\end{equation*}
$$

### 2.6 Time Dependent Density Functional Theory

DFT is an extraordinary tool to solve many-body stationary problems, and thus to evaluate stationary quantities. However, most of the interesting atomic and molecular phenomena are time-dependent (TD), and in particular we are interested to study SFI. The DFT theory is based on the HK theorem that we demonstrate earlier, unfortunately this theorem is not valid for a TD arbitrary system.

This problem was solved by Runge and Gross (RG) [79], the RG theorem states that the time-independent density is a unique functional of the external potential for a given initial state. In order to report this theorem we write the Hamiltonian of the system as

$$
\begin{equation*}
\mathbb{H}=\mathbb{T}+\mathbb{V}_{e e}+\mathbb{V}_{e x t}(t) \tag{2.114}
\end{equation*}
$$

where $\mathbb{V}_{\text {ext }}(t)$ is a generic external time-independent potential. To demonstrate this theorem, we work in second quantization and consequently:

$$
\begin{gather*}
\mathbb{T}=-\frac{\hbar^{2}}{2 m_{e}} \sum_{s} \int \mathrm{~d} \vec{r} \mathbb{F}_{s}^{\dagger}(\vec{r}) \nabla^{2} \Psi_{s}(\vec{r})  \tag{2.115}\\
\mathbb{V}_{e x t}(t)=\sum_{s} \int \mathrm{~d} \vec{r} v_{e x t}(\vec{r}, t) \mathbb{S}_{s}^{\dagger}(\vec{r}) \Psi_{s}(\vec{r})  \tag{2.116}\\
\mathbb{V}_{e e}=\frac{1}{2} \sum_{s, s^{\prime}} \int \mathrm{d} \vec{r} \int \mathrm{~d} \overrightarrow{r^{\prime}} v_{e e}\left(\left|\vec{r}-\overrightarrow{r^{\prime}}\right|\right) \mathbb{s}_{s}^{\dagger}(\vec{r}) \mathbb{s}_{s^{\prime}}^{\dagger}\left(\overrightarrow{r^{\prime}}\right) \Psi_{s^{\prime}}\left(\overrightarrow{r^{\prime}}\right) \Psi_{s}(\vec{r}) . \tag{2.117}
\end{gather*}
$$

where $s$ and $s^{\prime}$ are the spin numbers. In general $v_{e e}\left(\left|\vec{r}-\overrightarrow{r^{\prime}}\right|\right)$ is arbitrary, but in fact is more or less equal to the Coulomb repulsion (as written before). Thus, we can consider that some relations between the density and the current density are valid.

In this model the time dependent density can be written as

$$
\begin{equation*}
n(\vec{r}, t)=\langle\psi(t)| \mathfrak{n}(\vec{r})|\psi(t)\rangle \tag{2.118}
\end{equation*}
$$

where the density operator is

$$
\begin{equation*}
\mathrm{m}(\vec{r})=\sum_{s} \Downarrow_{s}^{\dagger}(\vec{r}) \Downarrow_{s}(\vec{r}) . \tag{2.119}
\end{equation*}
$$

If we consider that our system evolves from the ground state $\left|\psi_{0}\right\rangle$ under the influence of $\mathbb{H}(t)$ in the state $|\psi(t)\rangle$, we can write the following continuity equation

$$
\begin{equation*}
\frac{\partial}{\partial t} n(\vec{r}, t)=-\frac{i}{\hbar}\langle\psi(t)|[\mathrm{n}(\vec{r}), H(t)]|\psi(t)\rangle=-\vec{\nabla} \cdot \vec{j}(\vec{r}, t) \tag{2.120}
\end{equation*}
$$

where the current density $\vec{j}(\vec{r}, t)$ and the current operator $\rho(\vec{r})$ are defined by

$$
\begin{gather*}
\vec{j}(\vec{r}, t)=\langle\psi(t)| \AA(\vec{r})|\psi(t)\rangle  \tag{2.121}\\
\circ(\vec{r})=\frac{\hbar q_{e}}{2 i m_{e}} \sum_{s}\left\{\Psi_{s}^{\dagger}(\vec{r}) \nabla \Psi_{s}(\vec{r})-\left[\nabla \Downarrow_{s}^{\dagger}(\vec{r})\right] \Downarrow_{s}(\vec{r})\right\} . \tag{2.122}
\end{gather*}
$$

The meaning of this continuity equation is the local consequence of the conservation of particle number, or by the means of the Gauss theorem that the number of particles within some volume can be found studying the current particle flux.

At this point, we consider the continuity equation for the current

$$
\begin{equation*}
\frac{\partial}{\partial t} \vec{j}(\vec{r}, t)=\frac{-i}{\hbar}\langle\psi(t)|[\rho(\vec{j}), H(H)]|\psi(t)\rangle, \tag{2.123}
\end{equation*}
$$

with some steps

$$
\begin{equation*}
\hbar \frac{\partial}{\partial t} j_{\alpha}(\vec{r}, t)=-n(\vec{r}, t) \frac{\partial}{\partial x_{\alpha}} v_{e x t}(\vec{r}, t)-\sum_{\beta} \frac{\partial}{\partial x_{\beta}} T_{\beta \alpha}(\vec{r}, t)-\mathcal{F}_{\alpha} \tag{2.124}
\end{equation*}
$$

where the stress momentum tensor $\mathbb{T}_{\beta \alpha}(\vec{r}, t)$ is

$$
\begin{gather*}
\mathbb{T}_{\alpha, \beta}=\frac{\hbar^{2}}{2 m_{e}} \sum_{s}\left\{\frac{\partial}{\partial x_{\beta}} \mathbb{W}_{s}^{\dagger}(\vec{r}) \frac{\partial}{\partial x_{\alpha}} \Downarrow_{s}(\vec{r})+\frac{\partial}{\partial x_{\alpha}} \Downarrow_{s}^{\dagger}(\vec{r}) \frac{\partial}{\partial x_{\beta}} \Downarrow_{s}(\vec{r})+\right. \\
\left.-\frac{1}{2} \frac{\partial^{2}}{\partial x_{\beta} \partial x_{\alpha}} \Downarrow_{s}^{\dagger}(\vec{r})\left[\mathbb{\Psi}_{s}(\vec{r})\right]\right\}  \tag{2.125}\\
T_{\beta \alpha}(\vec{r}, t)=\langle\psi(t)| \mathbb{T}_{\alpha, \beta}|\psi(t)\rangle \tag{2.126}
\end{gather*}
$$

and the quantity $\mathcal{F}_{\alpha}$ is defined as

$$
\begin{gather*}
\mathbb{F}_{\alpha}=\sum_{s, s^{\prime}} \int \mathrm{d} \overrightarrow{r^{\prime}} \Psi_{s}^{\dagger}(\vec{r}) \Psi_{s^{\prime}}^{\dagger}\left(\overrightarrow{r^{\prime}}\right) \frac{\partial}{\partial x_{\alpha}} v_{e e}\left(\left|\vec{r}-\overrightarrow{r^{\prime}}\right|\right) \Downarrow_{s^{\prime}}\left(\overrightarrow{r^{\prime}}\right) \Psi_{s}(\vec{r})  \tag{2.127}\\
\mathcal{F}_{\alpha}=\langle\psi(t)| \mathbb{F}_{\alpha}|\psi(t)\rangle . \tag{2.128}
\end{gather*}
$$

By taking the divergence of both side of the continuity equation of the current density (Eq. 2.124) and by using the continuity equation for the density (Eq. 2.120) we get

$$
\begin{equation*}
\frac{\partial^{2}}{\partial t^{2}} n(\vec{r}, t)=\boldsymbol{\nabla} \cdot\left[n(\vec{r}, t) \boldsymbol{\nabla} v_{e x t}(\vec{r}, t)\right]+q(\vec{r}, t) \tag{2.129}
\end{equation*}
$$

where the operator $q(\vec{r})$ is given by

$$
\begin{equation*}
\mathbb{q}(\vec{r})=\sum_{\alpha, \beta} \frac{\partial^{2}}{\partial x_{\beta} \partial x_{\alpha}} \mathbb{T}_{\beta, \alpha}(\vec{r})+\sum_{\alpha} \frac{\partial}{\partial x_{\alpha}} \mathbb{F}_{\alpha}(\vec{r}) \tag{2.130}
\end{equation*}
$$

and the expectation value is defined at the usual way.
Eq.2.129 is very important due to fact that it represents the connection between electron density and external potential. It is important to make clear that $q(\vec{r}, t)$ decays exponentially at infinity if $n(\vec{r}, t)$ does the same, instead $v_{\text {ext }}(\vec{r}, t)$ grows exponentially
at infinity. In any case, we are going to analyze only bounded external potential defined in finite systems.

As first, we consider a system described by $H(t)$ with an initial state $\left|\psi\left(t_{0}\right)\right\rangle=\left|\psi_{0}\right\rangle$ and we suppose that $n(\vec{r}, t)$ is analytic at time $t_{0}$. With this considerations our system satisfies Eq. 2.129, at this point we can consider another Hamiltonian $\mathbb{H}^{\prime}(t)$

$$
\begin{equation*}
\mathbb{H}^{\prime}(t)=\mathbb{T}+\mathbb{V}_{e x t}^{\prime}(t)+\mathbb{V}_{e e}^{\prime} ; \tag{2.131}
\end{equation*}
$$

if also in this case we define the initial state $\left|\psi_{0}^{\prime}\right\rangle$ and if $V_{e e}^{\prime}$ with its derivatives are finite, we can write an analogous equation of Eq. 2.129

$$
\begin{equation*}
\frac{\partial^{2}}{\partial t^{2}} n^{\prime}(\vec{r}, t)=\boldsymbol{\nabla} \cdot\left[n^{\prime}(\vec{r}, t) \boldsymbol{\nabla} v_{e x t}^{\prime}(\vec{r}, t)\right]+q^{\prime}(\vec{r}, t) \tag{2.132}
\end{equation*}
$$

Now, we choose $v_{e x t}^{\prime}$ is such a way that $n(\vec{r}, t)=n^{\prime}(\vec{r}, t)$ and also $\left.\frac{\partial^{k}}{\partial t^{k}} n^{\prime}(\vec{r}, t)\right|_{t=t_{0}}=$ $\left.\frac{\partial^{k}}{\partial t^{k}} n(\vec{r}, t)\right|_{t=t_{0}}$. The idea it to build up the time expansion as Taylor series of $v_{e x t}^{\prime}$ around the point $t_{0}$ for that

$$
\begin{equation*}
n^{\prime}\left(\vec{r}, t_{0}\right)=\left\langle\psi_{0}^{\prime}\right| ๓(\vec{r})\left|\psi_{0}^{\prime}\right\rangle=\left\langle\psi_{0}\right| ๓(\vec{r})\left|\psi_{0}\right\rangle=n\left(\vec{r}, t_{0}\right), \tag{2.133}
\end{equation*}
$$

due to fact that Eq.s 2.129,2.132 are second order differential equation we have to consider also

$$
\begin{equation*}
\left.\frac{\partial}{\partial t} n^{\prime}(\vec{r}, t)\right|_{t=t_{0}}=\left.\frac{\partial}{\partial t} n^{\prime}(\vec{r}, t)\right|_{t=t_{0}}=\left\langle\psi_{0}^{\prime}\right| \nabla \cdot \vec{\rho}(\vec{r})\left|\psi_{0}^{\prime}\right\rangle=\left\langle\psi_{0}\right| \boldsymbol{\nabla} \cdot \overrightarrow{\mathrm{g}}(\vec{r})\left|\psi_{0}\right\rangle, \tag{2.134}
\end{equation*}
$$

where it has been used the continuity equation for the density.
For simplicity sake, we define

$$
\begin{equation*}
O^{(k)}(\vec{r}):=\left.\frac{\partial^{k}}{\partial t^{k}} O(\vec{r}, t)\right|_{t=t_{0}} \tag{2.135}
\end{equation*}
$$

where $O(\vec{r}, t)$ is a generic expectation value, and consequently we can rewrite Eq. 2.132 as

$$
\begin{equation*}
n^{\prime(2)}(\vec{r})=\boldsymbol{\nabla} \cdot\left[n^{\prime(0)}(\vec{r}) \boldsymbol{\nabla} v_{e x t}^{\prime(0)}(\vec{r})\right]+q^{\prime(0)}(\vec{r}) . \tag{2.136}
\end{equation*}
$$

Since we require $n^{(k)}=n^{\prime(k)}$ for all $k$, we find

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot\left[n^{(0)}(\vec{r}) \boldsymbol{\nabla} v_{e x t}^{\prime(0)}(\vec{r})\right]=n^{(2)}(\vec{r})-q^{\prime(0)}(\vec{r}) . \tag{2.137}
\end{equation*}
$$

If we define the boundary condition $v_{e x t}^{\prime(0)}(\vec{r}) \rightarrow 0$ for $r \rightarrow \infty$, the latest Sturm-Liouville type equation admits an unique solution.

Thus we got $v_{e x t}^{\prime(0)}$, for getting a generic order $v_{e x t}^{\prime(k)}$ we have to solve the equation

$$
\begin{equation*}
n^{\prime(k+2)}(\vec{r})=q^{\prime(k)}(\vec{r})+\sum_{l=0}^{k}\binom{k}{l} \boldsymbol{\nabla} \cdot\left[n^{(k-l)}(\vec{r}) \boldsymbol{\nabla} v_{e x t}^{\prime(l)}(\vec{r})\right], \tag{2.138}
\end{equation*}
$$

and using $n^{\prime(k)}=n^{(k)}$ we get

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot\left[n^{(0)}(\vec{r}) \boldsymbol{\nabla} v_{e x t}^{\prime(k)}(\vec{r})\right]=n^{(k+2)}(\vec{r})-q^{\prime(k)}(\vec{r})-\sum_{l=0}^{k-1}\binom{k}{l} \boldsymbol{\nabla} \cdot\left[n^{(k-l)}(\vec{r}) \boldsymbol{\nabla} v_{e x t}^{\prime(l)}(\vec{r})\right] . \tag{2.139}
\end{equation*}
$$

The right side of this Eq. 2.139 is uniquely determined due to fact that we know the solution for $l=0$ of $v_{\text {ext }}^{\prime(l)}$ and we are able to recursively determinate the other orders. Thus we can build up $v_{\text {ext }}^{\prime}(\vec{r}, t)$ as Taylor series

$$
\begin{equation*}
v_{e x t}^{\prime}(\vec{r}, t)=\sum_{k=0}^{\infty} \frac{1}{k!}\left(t-t_{0}\right)^{k} v_{e x t}^{\prime(k)}\left(\vec{r}, t_{0}\right) \tag{2.140}
\end{equation*}
$$

and for the analyticity of $v_{\text {ext }}^{\prime}(\vec{r}, t)$ around $t_{0}$ we can conclude that we are able to determine the requested $v_{\text {ext }}^{\prime}(\vec{r}, t)$ within the convergence radius of the Taylor series around $t_{0}$. In order to determine this quantity in all the time space we have only to use another point $t_{1}$ in the radius of convergence of the previous Taylor series and we have to use it as initial state of another Taylor series. In this way, we are able to completely determine $v_{\text {ext }}^{\prime}(\vec{r}, t)$ for all $t$.

Thus, if we have a density $n(\vec{r}, t)$ obtained by a Hamiltonian $H$ with an initial state $\left|\psi_{0}\right\rangle$ and if we use another many-particle system with a two-particle interaction $V_{e e}^{\prime}$, in such a way that, for this system with initial state $\left|\Psi_{0}^{\prime}\right\rangle$, it is valid $n^{\prime(k)}=n^{(k)}$, there is only an external potential $v_{e x t}^{\prime}$ that reproduces the given density $n(\vec{r}, t)$.

This proves that for this kind of system, it is always possible define a Konh-Sham potential [80]. The case with the same initial state for both the system is the well know RG theorem, thus this demonstration could be considered and extension of the traditional one. The central theorem of TDDFT states that there is a one-to-one correspondence between $v_{\text {ext }}(\vec{r}, t)$ and the one-body density $n(\vec{r}, t)$.

### 2.6.1 Density Response Function.

Let us consider a system of interacting particle initially in its ground-state and a perturbation starting at $t=0$, where the perturbation is given by [81]

$$
\begin{equation*}
\mathbb{V}_{L}=\mathcal{E}(t) \sin \left(\omega_{L} t\right) \sum_{j=1}^{N} \vec{r}_{j} \cdot \vec{\alpha} \tag{2.141}
\end{equation*}
$$

where $\alpha$ is the polarization vector. We can write the total potential as

$$
\begin{cases}v_{e x t}(\vec{r}, t)=v_{e x t}(\vec{r}, 0)+\delta v_{e x t}(\vec{r}, t) &  \tag{2.142}\\ v_{e x t}(\vec{r}, t)=v_{e x t}(\vec{r}, 0) & \end{cases}
$$

thus any observables could be written as a Taylor series with respect $\delta v_{\text {ext }}$, and consequently the density is

$$
\begin{equation*}
n(\vec{r}, t)=\sum_{l=0}^{\infty} \frac{1}{l!} \int \mathrm{d} \vec{r} \mathrm{~d} t \ldots \mathrm{~d} \vec{r}_{l} \mathrm{~d} t_{l} \chi^{(l)}\left(\vec{r}, t ; \ldots ; \vec{r}_{l}, t_{l}\right) \delta v_{e x t}(\vec{r}, t) \ldots \delta v_{e x t}\left(\vec{r}_{l}, t_{l}\right) \tag{2.143}
\end{equation*}
$$

where the response function at order $l$ is

$$
\begin{equation*}
\chi^{(l)}\left(\vec{r}, t ; \ldots ; \vec{r}_{l}, t_{l}\right)=\left.\frac{\delta^{l} n(\vec{r}, t)}{\delta v_{e x t}\left(\vec{r}_{1}, t_{1}\right) \ldots \delta v_{e x t}\left(\vec{r}_{l}, t_{l}\right)}\right|_{v_{e x t}(\vec{r}, 0)} \tag{2.144}
\end{equation*}
$$

At first order we get the linear response equations system

$$
\begin{gather*}
n_{1}(\vec{r}, t)=\int \mathrm{d} t^{\prime} \int \mathrm{d} \vec{r} \chi\left(\vec{r}, t ; \vec{r}_{1}, t_{1}\right) \delta v_{e x t}\left(\vec{r}_{1}, t_{1}\right)  \tag{2.145}\\
\chi\left(\vec{r}, t ; \vec{r}_{1}, t_{1}\right)=\left.\frac{\delta n(\vec{r}, t)}{\delta v_{\text {ext }}\left(\vec{r}_{1}, t_{1}\right)}\right|_{v_{e x t}(\vec{r}, 0)} . \tag{2.146}
\end{gather*}
$$

We can rewrite the response function as

$$
\begin{equation*}
\chi\left(\vec{r}, t ; \vec{r}_{1}, t_{1}\right)=-i \Theta\left(t-t_{1}\right)\left\langle\psi_{0}\right|\left[\mathfrak{n}_{H_{0}}(\vec{r}, t), ๓_{H_{0}}\left(\vec{r}_{1}, t_{1}\right)\right]\left|\psi_{0}\right\rangle \tag{2.147}
\end{equation*}
$$

where $\Theta(\tau)$ is the step function and

$$
\begin{equation*}
\mathfrak{m}_{H_{0}}(\vec{r}, t)=e^{i \frac{\mathrm{Ht}}{\hbar}} \mathfrak{m}(\vec{r}) e^{-i \frac{\mathrm{Ht}}{\hbar}} . \tag{2.148}
\end{equation*}
$$

By Fourier transforming the equation, by inserting the identity derived by the continuity equation, we get the spectral decomposition

$$
\begin{align*}
\chi\left(\vec{r}, \vec{r}_{1}, \omega\right)= & \lim _{\epsilon \rightarrow 0^{+}} \sum_{I}\left[\frac{\left\langle\psi_{0}\right| \mathrm{n}(\vec{r})\left|\psi_{I}\right\rangle\left\langle\psi_{I}\right| \mathrm{n}(\vec{r})\left|\psi_{0}\right\rangle}{\hbar \omega-\hbar \omega_{0, I}+}+\right. \\
& +  \tag{2.149}\\
& \left.\quad-\frac{\left\langle\psi_{0}\right| \mathrm{n}(\vec{r})\left|\psi_{I}\right\rangle\left\langle\psi_{I}\right| ๓(\vec{r})\left|\psi_{0}\right\rangle}{\hbar \omega+\hbar \omega_{0, I}+i \epsilon}\right]
\end{align*}
$$

where the sum goes over all the excited interacting states $I$ and $E_{I}=\hbar \omega_{I}=\hbar \omega_{0, I}+\hbar \omega_{0}$.
It is very heavy to calculate the linear response as defined by Eq.2.149, but by using the RG theorem we can work with a Kohn-Sham equation. The response function is a functional of $n_{G S}$, thus we can substitute our system with the Kohn-Sham system of non-interacting electrons, with the same groundstate density. Thus, the first order density response function becomes

$$
\begin{equation*}
n_{1}(\vec{r}, t)=\int \mathrm{d} t_{1} \int \mathrm{~d} \vec{r}_{1} \chi_{K S}\left(\vec{r}, t ; \vec{r}_{1}, t_{1}\right) \delta v_{K S}\left(\vec{r}_{1}, t_{1}\right) \tag{2.150}
\end{equation*}
$$

where $\delta v_{K S}$ is the perturbation to the effective Konh-Sham potential, and $\chi_{K S}\left(\vec{r}, t ; \vec{r}_{1}, t_{1}\right)$ is the response function of a system of non-interacting particle with unperturbed density $n_{G S}$. The spectral decomposition for the Kohn-Sham response function is

$$
\begin{equation*}
\chi_{K S}\left(\vec{r}, \vec{r}_{1}, \omega\right)=\lim _{\eta \rightarrow 0^{+}} \sum_{l, j}\left(f_{l}-f_{j}\right) \delta_{s_{l}, s_{j}} \frac{\varphi_{l}^{(0) *}(\vec{r}) \varphi_{j}^{(0)}(\vec{r}) \varphi_{j}^{(0) *}\left(\vec{r}_{1}\right) \varphi_{l}^{(0)}\left(\vec{r}_{1}\right)}{\hbar \omega-\left(\epsilon_{j}-\epsilon_{l}\right)+i \eta} \tag{2.151}
\end{equation*}
$$

where $\varphi_{j}^{(0)}(\vec{r})$ are the ground state Konh-Sham orbitals, the $f \mathrm{~s}$ are the Fermi occupation factors and $s_{l}$ is the spin orientation of the $l$-th orbital.

The problem of the previous equation is that the poles of the Kohn-Sham response are at the energies of the Kohn-Sham eigenvalues that are not the same energies of the system with interacting electrons. Thus we need to get $\chi\left(\vec{r}, t ; \vec{r}_{1}, t_{1}\right)$ from the Kohn-Sham response.

Everything becomes clear when we write down the first-order variation for the TD Kohn-Sham potential

$$
\begin{align*}
\left.\delta v_{K S}(\vec{r}, t)=\delta v_{e x t}(\vec{r}, t)+\int \mathrm{d} \vec{r}_{1} \frac{n_{1}\left(\vec{r}_{1}, t\right)}{\mid \vec{r}}-\vec{r}_{1} \right\rvert\,
\end{aligned}+\quad \begin{aligned}
& +\left.\int \mathrm{d} t_{1} \int \mathrm{~d} \vec{r}_{1} n_{1}\left(\vec{r}_{1}, t_{1}\right) \frac{\delta v_{x c}(\vec{r}, t)}{\delta n\left(\vec{r}_{1}, t_{1}\right)}\right|_{n=n_{G S}}
\end{align*}
$$

At this point by using Eq.s $(2.145,2.150,2.151)$, we get that the linear response for the interacting system is

$$
\begin{align*}
\chi\left[n_{G S}\right]\left(\vec{r}, t, \vec{r}_{1}, t\right) & =\chi_{K S}\left[n_{G S}\right]\left(\vec{r}, t, \vec{r}_{1}, t_{1}\right)+ \\
& +\int \mathrm{d} t_{2} \int \mathrm{~d} \vec{r}_{2} \int \mathrm{~d} t_{3} \int \mathrm{~d} \vec{r}_{3} \chi_{K S}\left[n_{G S}\right]\left(\vec{r}, t, \vec{r}_{2}, t_{2}\right) \times \\
& \times\left[\frac{\delta_{t_{2}, t_{3}}}{\left|\vec{r}_{2}-\vec{r}_{3}\right|}+\left.\frac{\delta v_{x c}\left(\vec{r}_{2}, t_{2}\right)}{\delta n\left(\vec{r}_{3}, t_{3}\right)}\right|_{n=n_{G S}}\right] \chi_{K S}\left[n_{G S}\right]\left(\vec{r}_{3}, t_{3}, \vec{r}_{1}, t_{1}\right) . \tag{2.153}
\end{align*}
$$

For our goal, we state that the time-dependent Konh-Sham equations yield the exact density, including non linear effects. As we are going to see in the next section, in order to evaluate the spectrum for strong field interaction we need to evaluate the dipole moment

$$
\begin{equation*}
\vec{d}(t)=\int \mathrm{d} \vec{r} q_{e} \vec{r} n(\vec{r}, t) \tag{2.154}
\end{equation*}
$$

or the averaged electronic acceleration $\vec{a}(t)$.

### 2.7 Electrons, strong field and quantum mechanical properties.

We suppose to have a charge $q$, moving along a trajectory $\vec{s}(t)$ with an acceleration $\vec{a}(t)=\frac{\mathrm{d}^{2} \vec{s}}{\mathrm{~d} t^{2}}$, if the velocity of the particle is not relativistic, our moving object generates an electric field that for a far away observation point $\vec{r}$ is given by (see Fig. 2.4)

$$
\begin{equation*}
\overrightarrow{\mathcal{E}}(\vec{r}, t)=\frac{q}{c^{2}}\left[\frac{\hat{n} \times(\hat{n} \times \vec{a})}{|\vec{r}-\vec{s}|}\right]_{\bar{t}} \tag{2.155}
\end{equation*}
$$

where $\bar{t}:|\vec{r}-\vec{s}(\bar{t})|=c(t-\bar{t})$ is the retarded time, $\hat{n}$ is the unit vector representing the direction from $\vec{s}(\bar{t})$ to $\vec{r}$ (in the previous equation all time dependent quantities must be calculate at $\bar{t}$ ). As we stated above, the observation point is far away, thus from the observer point of view $\hat{n}$ can be consider a constant vector and $|\vec{r}-\vec{s}| \cong r$.

Thus, finally our equation becomes

$$
\begin{equation*}
\overrightarrow{\mathcal{E}}(\vec{r}, t)=\frac{q}{c^{2} r}\{[\hat{n} \cdot \vec{a}(\bar{t})] \hat{n}-\vec{a}(\bar{t})\}, \tag{2.156}
\end{equation*}
$$



Figure 2.4: Schematic representation of a particle of charge $q$ moving in a trajectory $\vec{s}(t)$ and an observer positioning along the $\hat{n}(t)$ direction.
as consequences of the form of this equation we can state that $\overrightarrow{\mathcal{E}}$ depends on the observant position thus, we get different plain of the emitted field by varying $\hat{n}$ and the polarization state of the emitted radiation depends only on $\vec{a}$ [32].

In order to analyze the emitted radiation, we are interested in knowing the Fourier transform of the field

$$
\begin{equation*}
\overrightarrow{\mathcal{E}}(\vec{r}, t)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} e^{i \omega t} \overrightarrow{\mathcal{E}}(\vec{r}, \omega) d \omega \tag{2.157}
\end{equation*}
$$

where $\overrightarrow{\mathcal{E}}(\vec{r}, \omega)$ is a complex vector. The field at frequency $\omega$ is

$$
\begin{equation*}
\overrightarrow{\mathcal{E}}(\vec{r}, t)=|\mathcal{E}(\vec{r}, \omega)| \cos (\omega t+\alpha) \hat{\mathcal{E}} \tag{2.158}
\end{equation*}
$$

where the phase $\alpha$ is in general different for any components of $\overrightarrow{\mathcal{E}}(\vec{r}, t)$ and $\hat{\mathcal{E}}$ is the versor in the direction of the electric field.

For $\hat{n}=\hat{z}$, the Stokes parameters, which give a quantitative picture of the polarization at a fixed frequency [82], can be written as

$$
\begin{gather*}
\tan 2 \Psi=\frac{2 \mathcal{E}_{x}(\omega) \mathcal{E}_{y}(\omega) \cos (\delta)}{\mathcal{E}_{x}^{2}(\omega)-\mathcal{E}_{y}^{2}(\omega)}  \tag{2.159}\\
e_{c}=|\tan \chi|  \tag{2.160}\\
\tan 2 \chi=\frac{2 \mathcal{E}_{x}(\omega) \mathcal{E}_{y}(\omega) \sin (\delta)}{\sqrt{\left[\mathcal{E}_{x}^{2}(\omega)+\mathcal{E}_{y}^{2}(\omega)\right]^{2}-4 \mathcal{E}_{x}^{2}(\omega) \mathcal{E}_{y}^{2}(\omega) \sin ^{2}(\delta)}} \tag{2.161}
\end{gather*}
$$

where $\overrightarrow{\mathcal{E}}(\omega) \equiv|\mathcal{E}(\vec{r}, \omega)| \hat{\mathcal{E}}$ (since the observer is very far away compared to the dimension of the system, $\vec{r}$ dependence is omitted); $\delta \equiv \alpha_{x}-\alpha_{y}$ is the phase between the two field components; $0 \leq \Psi \leq \pi$ is the angle between the major axis of the polarization ellipse and the $x$-direction, $e_{c}$ is the ellipticity and $-\pi / 4 \leq \chi \leq \pi / 4$ is an auxiliary
parameter $(\tan \chi= \pm B / A$, where $A$ and $B$ are the major and the minor axes of the polarization ellipse) [82].

At this point, we can evaluate the energy emitted in the range between $[\omega, \omega+$ $d \omega]$, in the total interaction time

$$
\begin{equation*}
S(\omega)=\frac{4 q^{2}}{3 c^{3}}|\vec{a}(\omega)|^{2} \tag{2.162}
\end{equation*}
$$

It is important to stress again that by the means of Eq. 2.156, the position of the observer selects the measured ellipse of the emitted radiation thus all the previous quantities changing by varying the observer location.

The theory here outlined is based on classical grounds, but for our scope it suffices to substitute this classical quantities with the correspondent quantum averaged ones.
$S(\omega)$ does not provide any temporal information about the emission of a particular frequency during the interaction time, but just the total emission at that frequency. The main mathematical motivation of this is the fact that we have used the Fourier transformation. A way to solve this problem is to change in our theory this transformation with a windowed version of it. Thus, we generalize the Fourier definition by resorting to the Morlet transform of the acceleration, defined as

$$
\left\{\begin{array}{l}
\vec{a}\left(t_{0} ; \omega\right)=\int_{-\infty}^{\infty} \vec{a}(t) M\left(t_{0} ; \omega, t\right) \mathrm{d} t  \tag{2.163}\\
M\left(t_{0} ; \omega, t\right)=\sqrt{\omega}\left\{e^{-i\left[\omega\left(t-t_{0}\right)\right]}-e^{-\sigma_{0}^{2} / 2}\right\} e^{-\omega^{2}\left(t-t_{0}\right)^{2} /\left(2 \sigma_{0}^{2}\right)}
\end{array}\right.
$$

where $\sigma_{0}$ is the number of oscillations at frequency $\omega$ within the Gaussian width and $t_{0}$ represents the time for which we require information[83, 84]; $\vec{a}\left(t_{0} ; \omega\right)$ can be interpreted as the frequency content of the acceleration at time $t_{0}$. Coherently we make the substitutions $\vec{a}(\omega) \rightarrow \vec{a}\left(t_{0} ; \omega\right), \delta \rightarrow \delta\left(t_{0}\right), \chi(\omega) \rightarrow \chi\left(t_{0} ; \omega\right), e_{c}(\omega) \rightarrow e_{c}\left(t_{0} ; \omega\right)$ $\Psi(\omega) \rightarrow \Psi\left(t_{0} ; \omega\right), \mathcal{E}_{j}(\omega) \rightarrow \mathcal{E}_{j}\left(t_{0} ; \omega\right)$ and assume that they give the time dependence of the associated time independent quantities.

### 2.8 PAD and TDDFT: the surface method.

In the following, we are going to evaluate the ARPES by using TDDFT and the Surface flux method [85, 86, 87]. As in the introduction, we consider the general solution for an ejected electron by a quantum system as summation of Volkov states

$$
\begin{gather*}
|\Psi(t)\rangle=\sum_{p} b(\vec{p})\left|\psi_{V}^{\vec{p}}(t)\right\rangle  \tag{2.164}\\
b(\vec{p})=\left\langle\psi_{V}^{\vec{p}}(t) \mid \Psi(t)\right\rangle  \tag{2.165}\\
\left|\psi_{V}^{\vec{p}}(\tau)\right\rangle=e^{-\frac{i \tau}{\hbar}\left(\frac{P^{2}}{2 m_{e}}+\int_{0}^{\tau} \mathrm{d} t^{\prime} H_{I}\left(t^{\prime}\right)\right)}|\vec{p}\rangle \tag{2.166}
\end{gather*}
$$

$|b(\vec{p})|^{2}$ is the density probability to find a particle with momentum $\vec{p}$. As said before the well known Volkov states are the solutions of the time dependent Schroedinger
equation, for a free particle moving in an electromagnetic field

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t}\left|\psi_{V}(t)\right\rangle=\frac{1}{2 m_{e}}\left[\overrightarrow{\mathfrak{p}}-\frac{q_{e}}{c} \vec{A}(t)\right]^{2}\left|\psi_{V}(t)\right\rangle=\mathbb{H}_{V}\left|\psi_{V}(t)\right\rangle . \tag{2.167}
\end{equation*}
$$

By definition we can write

$$
\begin{equation*}
b(\vec{p})=\int_{0}^{T}\left(\frac{\mathrm{~d}}{\mathrm{~d} t}\left\langle\psi_{V}^{\vec{p}}(t) \mid \Psi(t)\right\rangle\right) \mathrm{d} t \tag{2.168}
\end{equation*}
$$

at this point we make the strong assumptions of this method, which consists in supposing that for a certain position in the space at distance $r \geq r_{c}$ the Hamiltonian in the TDSE equation

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t}|\psi(t)\rangle=\frac{1}{2 m_{e}}\left[\overrightarrow{\mathbb{P}}-\frac{q_{e}}{c} \vec{A}(t)\right]^{2}|\psi(t)\rangle+V(\vec{r}, t)|\psi(t)\rangle=\mathbb{H}|\psi(t)\rangle . \tag{2.169}
\end{equation*}
$$

can be taken equal to Volkov Hamiltonian $\mathbb{H}(t)=\mathbb{H}_{V}(t)$ (see Eq. 1.21). Finally, by decomposing $\left|\psi_{V}^{\vec{p}}(t)\right\rangle$ in spherical harmonics $\left|l m\left(\Omega_{k}\right)\right\rangle$ we get the $b(\vec{p})$ :

$$
\begin{align*}
b(\vec{p}) & =-\frac{i 4 \pi r_{c}^{2}}{2(2 \pi)^{3 / 2}} \sum_{l m}(-i)^{l} j_{l}(k r)\left|l m\left(\Omega_{k}\right)\right\rangle \int \mathrm{d} t e^{\frac{i}{2} \int_{0}^{t}[\vec{p}-\vec{A}(t)]^{2} \mathrm{~d} \tau} \times \\
& \times\left\{\left(-i \vec{p}+2 i \frac{\vec{A}}{c}\right) \int \mathrm{d} \Omega_{r}\left\langle l m\left(\Omega_{r}\right)\right| \hat{r}|\Psi(t)\rangle-\int \mathrm{d} \Omega_{r}\left\langle\operatorname{lm}\left(\Omega_{r}\right)\right| \frac{\partial}{\partial r}|\Psi(t)\rangle\right\} \tag{2.170}
\end{align*}
$$

where we have used atomic units.
Compared with other methods (like mask method or sampling point method [88, 89, 90, 87]), this method allows to fine study the diffraction patterns of the molecules and to reduce the calculations time improving the accuracy.


## Results

In the previous chapters we introduced the reader into the world of SFI, in this chapter, we finally show him our results.

### 3.1 Plain ring

As first, we want to show some ground state results. As shown in the Theory chapter, for a plain 1D quantum ring (Eq. 2.1), the eigenfunctions and the eigenenergies can be analytically calculated (Eq.s 2.2,2.3).

In Fig. 3.1 we show the eigenstates $\Phi_{+\ell}(\varphi)$ for $\ell=0,1,2$, it is important to stress that $\Phi_{-\ell}(\varphi)$ have the same real part as $\Phi_{+\ell}(\varphi)$ and the imaginary part is $\Im\left(\Phi_{-\ell}(\varphi)\right)=$ $-\Im\left(\Phi_{+\ell}(\varphi)\right)$, thus we only report the first one in the plot in order to show the behaviour.


Figure 3.1: Eigenstates of a plain ring with $\ell=0,1,2$. In the left side the real part of $\left|\Phi_{ \pm \ell}\right\rangle$, and in the right part the imaginary part of $\left|\Phi_{+\ell}\right\rangle$.

The high symmetry of these eigenstates have important consequences when we study the interaction of this system with a laser.

### 3.2 Structured quantum ring.

As stated in the theoretical chapter (see Sec. 2.1.2), the behaviour of eigenvalues for the SQR is well determined by $M$ (number of dots in the ring).

In Fig. 3.2, we report the eigenvalues for $M=3,4,6,8$, and in Fig.(3.3) a scheme explaining the degeneration rules for a generic $M$.


Figure 3.2: $E_{j}$ (eigenvalues of 1D model) vs $R$ for $V_{0}=0.33$ a.u., the red continuous lines represent the non-degenerate eigenvalues and the black dotted ones the degenerate. In the top row we report respectively the graphs for $M=3$ (left), and $M=4$ (right), in the bottom row those for $M=6$ (left) and $M=8$ (right).

By using the analytic method of Sec. 2.1.2 we are able to evaluate the eigenvalues and eigenfunction as function of $q$; for example, in the top side of Fig. 3.4 we show the behaviour of the eigenvalues for $M=6$.

Once again, both from Fig. 3.4 and the top side of Fig. 3.5 we find that the degeneration rules are the ones analytically evaluated in the previous chapter. In the lower 4 subplot of both Fig.s 3.5 and 3.4 we show the eigenstates for $0 \leq j \leq N$ respectively for $M=3$ and 6 . All the eigenstates are normalized.


Figure 3.3: Schematic representation of the non-degeneration rule (Eq.2.31). We report $j$ (eigenvalues index) vs the order of approximation as power of $q$ for $M$ even, $N=\frac{M}{2}$ and $M>2$; the red continuous lines represent the non-degenerate eigenvalues and the black dotted ones the degenerate. We show that the non degenerate eigenvalues are multiples of $N$ and that any couple of eigenvalues $\left(a_{j}^{(N)}\right.$ and $\left.b_{j}^{(N)}\right)$ with $j>n N$ appears not split to the $n$ order of approximation.


Figure 3.4: First row: $a_{j}$ vs $q$ for $M=6$; second row: $\Phi_{a, j}$ vs $\varphi / \pi$ for $M=6, q=1$ and $0 \leq j \leq 3$; third row: $\Phi_{b, j}$ vs $\varphi / \pi$ for $M=6, q=1$ and $0<j \leq 3$. The eigenstates with $j=0,3$ are non-degenerate the others are degenerate.


Figure 3.5: First row: $a_{j}$ vs $q$ for $M=3$; second row: $\Phi_{a, 2 k}$ vs $\varphi / \pi$ for $M=3, q=1$ and $0 \leq k \leq 3$; third row: $\Phi_{b, 2 k}$ vs $\varphi / \pi$ for $M=3, q=1$ and $0 \leq k \leq 3$. The eigenstates with $k=0,3$ are non-degenerate the others are degenerate.

### 3.3 2D Quantum Rings.

Fig. 3.6 show a set of eigenstates for the 2D quantum ring (QR) described in Sec. 2.2.


Figure 3.6: Set of eigenstates labeled $\{k, m\}$. From left to right: first row: $\{0,0)$ and $\{0,1\}$; second row: $\{0,2\}$ and $\{1,0\}$; third row: $\{1,1\}$ ) and $\{1,2\}$.

| Orbital | $E_{j}(\mathrm{au})$ | Occupation |
| :--- | :--- | :---: |
| HOMO-5 | -1.206 | 2 |
| HOMO-4 | -0.905 | 2 |
| HOMO-3 | -0.638 | 2 |
| HOMO-2 | -0.600 | 4 |
| HOMO-1 | -0.576 | 2 |
| HOMO | -0.428 | 4 |

Table 3.1: Energies (au) and occupations of the Kohn-Sham outer shell orbitals using in the numerical modelling of OCS.

### 3.4 DFT

### 3.4.1 OCS

In Tab. 3.1, we report the eigenvalues obtained by solving the Kohn-Sham equation with self-interacting correction (SIC) under LDA for carbonyl sulfide (OCS) molecules by considering an HEG. In addition, in Fig. 3.7 we plot HOMO-1 and HOMOs orbitals, which will be the most important for our further analysis. Afterwords, as we are in strong field regime, we will consider the core orbital as a pseudo-potential. A pseudo-potential is an opportune potential energy fitted which reproduces some experimental quantity. As we observe (in Fig. 3.7), OCS presents a degenerated HOMO with $\pi$-symmetry, and at the contrary HOMO-1 does not have nodal plane along $\hat{z}$, this has very important consequences when we make OCS interact with a laser, as we are going to see in the next.


Figure 3.7: DFT study of OCS. In the first row left side we plot the OCS molecule (with in the upper right side the bound length used for the simulations and in the upper left side the axis of the reference system), and in order from left to right, up to down the Kohn-Sham HOMO-1 and HOMOs orbitals. For any orbital we report the corresponding evaluated energy in the upper part right side of the plot.

| Orbital | $E_{j}(\mathrm{au})$ | Occupation |
| :--- | :--- | :---: |
| HOMO-10 | -1.363 | 2 |
| HOMO-9 | -1.255 | 4 |
| HOMO-8 | -0.823 | 2 |
| HOMO-7 | -0.767 | 2 |
| HOMO-6 | -0.709 | 4 |
| HOMO-5 | -0.658 | 2 |
| HOMO-4 | -0.583 | 4 |
| HOMO-3 | -0.545 | 4 |
| HOMO-2 | -0.520 | 2 |
| HOMO-1 | -0.463 | 2 |
| HOMO | -0.375 | 4 |

Table 3.2: Energies (au) and occupations of the Kohn-Sham outer shell orbitals using in the numerical modelling of $\mathrm{CF}_{3} \mathrm{I}$.

### 3.4.2 $\quad \mathrm{CF}_{3} \mathrm{I}$

As for OCS, in Tab. 3.2 we report the eigenvalues evaluated by solving the KohnSham equation with SIC under LDA for a Trifluoromethyl iodide $\left(\mathrm{CF}_{3} \mathrm{I}\right)$ molecule by considering a HEG and we plot, in Fig. 3.8, HOMO-1 and HOMOs orbitals. Also in this case we have a degenerate HOMO with $\pi$ symmetry, and a HOMO-1 with no nodal plane around the molecular axis.


Figure 3.8: DFT study of $\mathrm{CF}_{3} \mathrm{I}$. In the first row left side we plot the $\mathrm{CF}_{3}$ I molecule (with in the upper right side the bound length used for the simulations), and in order from left to right, up to down the HOMO-1 and HOMOs Kohn-Sham orbitals. For any orbital we report the corresponding evaluated energy in the upper part right side of the plot.

| Orbital | $E_{j}(\mathrm{au})$ | Occupation |
| :--- | :--- | :---: |
| HOMO-1 | -1.140 | 2 |
| HOMO | -0.613 | 6 |

Table 3.3: Energies (au) and occupations of the Kohn-Sham outer shell orbitals using in the numerical modelling of Ar.

### 3.4.3 Ar

In Tab. 3.3 we report the energies and occupations of valence states of Argon evaluated by using LDA with SIC and by considering an HEG. In Fig. 3.9 we show the three fold degenerate groundstate, which has p-symmetry, being this symmetry similar to the $\pi$ of OCS and $\mathrm{CF}_{3}$ I we are going to use Ar as sample system to improve the QRT model (see Sec. 1.5.2).


Figure 3.9: DFT study of Ar. In the first column we plot the Ar atom (with in the upper right side the bound length used for the simulations), and in order from left to right, up to down the Konh-Sham states. For any state we report the corresponding evaluated energy in the upper part right side of the plot.

| $\mathcal{I}\left(\mathrm{W} / \mathrm{cm}^{2}\right)$ | $v$ |
| :--- | :--- |
| $10^{13}$ | 0.9120 |
| $4.7 \cdot 10^{13}$ | 1.9771 |
| $4.72 \cdot 10^{13}$ | 1.9813 |
| $4.74 \cdot 10^{13}$ | 1.9855 |
| $5 \cdot 10^{13}$ | 2.0392 |
| $10^{14}$ | 2.8839 |
| $5 \cdot 10^{14}$ | 6.4486 |

Table 3.4: $\mathcal{I}$ in $\mathrm{W} / \mathrm{cm}^{2}$ and corresponding values of $v$ which will be used in the calculations.

### 3.5 Interaction between Matter and Strong Radiation.

Finally, we are ready to study the interaction between the systems that we have already introducted with a strong lasers. We are going to reconstruct important properties of the systems by studying the emission of light and electrons.

### 3.6 Classic rings.

Here, we study the Newton's Equation derived by the classical counterpart of the Hamiltonians respectevely of plain ring and SQR, see Sec. 2.5.1 (this study is also reported in [91]). In what follows we report only the most significant results of our calculations. Starting from the range of parameters derived by the information acquired in [62], we set $R=10 a_{0}$, with $a_{0}$ the Bohr radius, $\lambda=1060 \mathrm{~nm}$ corresponding to $\omega_{L}=1.78 \cdot 10^{15} \mathrm{sec}^{-1}\left(\hbar \omega_{L}=1.16 \mathrm{eV}\right)$ and $\gamma=5 \cdot 10^{-3} \omega_{L}$. Actually, in the classic equations (see Eq.s 2.112) there is an important parameter the initial angular momentum $\ell_{0}$, and by the nature of these equations it strongly affected the final results, for simplicity sake we always set $\ell_{0}=0$. In order to compare the value of the parameter $v$ and the intensity generally using in the experiments it is useful to report

$$
\begin{equation*}
v=\frac{5.33 \cdot 10^{-9} \sqrt{\mathcal{I}\left(\mathrm{~W} \cdot \mathrm{~cm}^{-2}\right)}}{R(\mathrm{au})}\left(\frac{\lambda_{L}(\mathrm{~nm})}{45.57}\right)^{2} \tag{3.1}
\end{equation*}
$$

where $\lambda_{L}$ is the wavelength of the laser in the indicated units. In Tab. (3.4) we report the intensity values used for this classic analysis and in addition the the wells of the SQR is set to $U_{0}=7.5 \cdot 10^{-2} e^{2} / a_{0}=2.04 \mathrm{eV}$ corresponding to $u=2.4348$. In this section, we show several sets of Poincaré maps and the acceleration power spectrum obtained from the classical equations. In order to evaluate the Poincaré map, we study the trajectory points in the phase space, sampling every $\Delta \tau=2 \pi$ by varying the initial condition $\rho(0)$. This, kind of image are named Poincaré sections. Classically, by looking at Poincaré sections, we are able to discriminate between periodic and chaotic behaviour, depending on the presence of accumulation, randomly distributed and attractors points [78, 92].

### 3.6.1 Plain ring

It is not new to find chaotic motion of a charge on a plain ring [93]. Actually, we are interested in analyzing the effects of the structure of the ring on the chaotic motion, but in continuity to literature we start studying the plain ring $u=0$. As said before (in Sec. 2.5.1), we set the numerical values of the parameters of the calculations close to the experimental ones used nowadays [94, 95]. However we used a laser field with pulse duration longer than the one used in the experiments, this is due to the fact that the chaoticity of this system can appear after some long transient. Thus, the pulses used in this part are so long that it is not necessary to consider their shape form. By looking at the classical equation of motion we easily see that all the minimum points of the potential, where the force is zero, are equivalent; thus when the laser field is linearly polarized in the direction perpendicular to the one indicated by $\phi_{0}$ the electron remains at rest; of course the interaction is maximum when the previous two directions are parallel. In addition, we set $a=5 \cdot 10^{-3}$, in order to see and to discuss some motion features.

The first analyzed case is the one with $v=0.912$. By looking at this case, with several different initial positions (for our scope we did not show this data), we see a Poincaré section presenting three different attractors. For the symmetry of the system not only at $\phi_{0}=30^{\circ}, \phi_{0}=90^{\circ}, \phi_{0}=150^{\circ}$, but also near the specular points $\phi_{0}=210^{\circ}$, $\phi_{0}=270^{\circ}, \phi_{0}=330^{\circ}$ with different values of $\ell$; consequently we have three different periods. But as said before, the system is really parameters sensitive thus we can also have only one attractor since a linear transition from the two types (one attractor $\rightarrow$ three attractors). In Fig. (3.10), we report the Poincaré map and the spectrum for three starting positions, very close each other, after a transition time, the Poincaré map starts to show some accumulation points, this it is strangely linked to an HHG spectrum that presents both odd order harmonics and side lines, actually the quantum origin of side lines has been discussed and they are referred to very different motivation to the one analyzed here [96, 97, 98], thus, they are unexpected in this context.

In Fig. (3.11) we show similar plots with a stronger field ( $v=2.0392$ ). The Poincaré sections reveal always two accumulation points reached after erratic exploration of the phase space; in this case the classic Fourier spectra present very sharp odd, even and half harmonics. Usually half harmonics are correlated with chaotic behaviour. In addition, we have notably increased the laser thus in the Hamiltonian there is a stronger laser-ring coupling; from an intuitive point of view, this coupling should have a large importance on the onset of chaos. It is also important to state that in the great amount of calculations not reported here, we found several case in which the electron does not reach in his time evolution a periodic attractor. For example, if we set $\phi_{0}=30^{\circ}$ (this case is not reported in the thesis), leaving the other parameters unvaried, we find out that the Poincaré section is composed by a set of uncorrelated points in any position of the space, and the spectrum is obviously broad and dense.

It is interesting to study the case reported in Fig. (3.12), where we compare the results for two different $v$, and with the other parameters equal. In this comparison, we see that due to the fact that chaos is not predictable, the chaotic behaviour is evident for the $v$ (first row); although the Poincaré maps do not seem to show important difference, the presence of an accumulation point, in the case shown in the bottom row, $(\phi, \ell)=\left(270^{\circ},-1\right)$ produce a spectrum presenting a comb of odd harmonics.


Figure 3.10: Left side: Poincaré section of the motion of the electron in a plain ring vs $\phi$ vs $\ell$. Right side, Fourier power spectrum vs the harmonic order $\omega / \omega_{L} . u=0$. With: top $\phi_{0}=17^{\circ}$, center $\phi_{0}=17.2^{\circ}$, bottom $\phi_{0}=17.3^{\circ}, 200$ o. c., $a=5 \cdot 10^{-3}, u=0$ and $v=0.912$.


Figure 3.11: As Fig. 3.10, with in the top part $\phi_{0}=10^{\circ}, 200$ o.c.; center $\phi_{0}=40^{\circ}, 800$ o.c.; bottom $\phi_{0}=50^{\circ}, 400$ o.c.. The others values are $a=5 \cdot 10^{-3}, u=0$ and $v=2.0392$.


Figure 3.12: As Fig. 3.10 with $\phi_{0}=90^{\circ}, a=5 \cdot 10^{-3}, 1500$ o.c.. In the top part $v=2.8839$ and in the bottom part $v=6.4486$.

Finally, for the plain ring, we can state that the classical Newton Laws may show chaotic behaviour, that for the absence of regularity stimulates the ring to emit a broad and indistinct spectrum.

### 3.6.2 Structured ring

As a second case, we study the classic structured ring by setting $u \neq 0$.
In the absence of the laser, the system has six stable equilibrium points (at $\phi_{n}=$ $-30^{\circ}+n 60^{\circ}$ with $n=1 \ldots 6$ ) and the same number of not unstable equilibrium points (at $\phi_{n}=n 60^{\circ}$ ). Although the system looks very different to the previous one, we still
set $\ell_{0}=0$, this produces a pendular dumped motion around the closest stable position. When the laser field is introduced, the system becomes extremely more complicated, in any case for weak external field the electron only oscillates between the closest unstable positions. But if the laser is intense enough, the particle starts to rotate in the ring and with small changes of the initial condition and parameters we get very different final state of motion.

As an instance, in Fig. 3.13 we report three cases, small variation of $\phi_{0}\left(9^{\circ}, 10^{\circ}, 11^{\circ}\right)$, and we get different final states of motion; the difference is not only the final attractor but also the way that they follow to reach it. It is interesting to pay attention to the middle plot, at beginning we observe a similar chaotic behaviour with a Poincaré section formed by point all over the space, but at end after a very long time $\tau>250$ o.c. the electron remains in an attractor (located around $\phi=150^{\circ}$ ). In the unreported calculations, we observe eventual revival of chaos, in any case the power spectra are similar and indistinct.

Depending on the polarization vector of the laser, a particle originally in a potential well have different motions. For example, if the laser is along $\hat{x}$, when the particle starts from $\phi_{0}=90^{\circ}$ the coupling laser-ring is maximum and the particle rotates along the ring, if $\phi_{0}=30^{\circ}$ the motion is periodic around this stable equilibrium position and thus the spectrum is well resolved. From a classic point of view, by varying $\phi_{0}$ we set a different component of the tangential force applied to the electron in the ring.

As for the plain ring, we can state that the classical motion of an electron in a structured quantum ring driven by a strong laser field presents chaotic features. As we said before, in strong field physics it is used to predict the cutoff of the spectrum and other issue by evaluating the classical counterpart of the quantum system. When, as in this case, the system is chaotic this is not easy, roughly speaking, we may say that the electron in a cycle can absorb an energy of the order of $2 V_{0}$, and by calculating numerically the maximum kinetic energy for the cases shown in this thesis we find from Eq. (2.113) that $K \leq 2.8$.

We have to clarify that we have studied the possibility of generating different final state by changing the value of the initial position. Thus, we have studied the chaoticity derived by $\phi_{0}$, but in principle every variation in any parameters that we have in the equation could conduct from periodic to chaotic behaviour. Actually, we consider that there are not fluctuations in the laser intensity from a cycle to another and that the laser is constant for a very long duration, it is easy to realize that these possible variations shot by shot can totally change the results.

If we look at Fig. 3.14, we see that really little variation in the intensity generates a variety of results. The first row, show an incredible spectrum composed by odd harmonics, the Poincare map shows that in this case the laser is still not intense enough to allow the rotation of the electron. The fact that the results, derived by solving the Newton Laws, are really affected by the parameters, allows us to say that this system is governed by parametric chaos[91].

### 3.7 QRs

At this point, we are ready to study quantum ring from the point of view of TDSE and thus in this section we are going to report quantum simulations (see [48]).


Figure 3.13: As Fig. 3.10. With 300 o.c., $a=5 \cdot 10^{-3}, u=2.4348$ and $v=2.0392$ : in the top part $\phi_{0}=9^{\circ}$; in the center $\phi_{0}=10^{\circ}$; in the bottom $\phi_{0}=11^{\circ}$. The values of the load parameters are $a=5 \cdot 10^{-3}, u=2.4348$ and $v=2.0392$.


Figure 3.14: As Fig. 3.10, with $\phi_{0}=90^{\circ}, a=5 \cdot 10^{-3}, u=2.4348$ : in the top $v=1.9771$, 300 o.c.; in the center $v=1.9813,600$ o.c.; in the bottom $v=1.9855,600$ o.c..

For simplicity sake, for any simulations in this part of the thesis we use a linearly polarized laser along the direction indicated by $\phi_{L}=60^{\circ}$ (angle between polarization axis and $x$-axis). The latest section have clarified that the classical system is very sensible to the variations of the parameters of the equation. We want to observe if the quantum system is so parameters sensitive as the classic system and if we can use this to get control on the spectrum. In this section we are not interested in varying the laser parameters, thus we fix them: wavelength $\lambda=780 \mathrm{~nm}$, intensity $I_{0}=4 \cdot 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ and trapezoidal shape of 32 optical cycles (o.c.), ramping up and down for 3 o.c..

The idea of the following study is to break the symmetry of the SQR and observe the variations that this produces on the emission properties. We want to make clear that when $\mathbb{V}_{S}$ (Eq. 2.5) and $\mathbb{V}_{C}$ (Eq. 2.6) share the same symmetry (called the symmetrical case), they present more or less the same eigenvalues with the same degeneracy chain (one non degenerate state, two twofold-degenerate states, one non degenerate state). This means that the solutions for the TISE using $\mathbb{V}_{S}$ are really close to the those for $\mathbb{V}_{C}$ reported in Sec. 2.1.2 and also showed in [62].

Initially, we study the symmetrical case as shown in Fig.(3.15), in the spectrum (first row), we indicate with dashed lines the energy difference between the excited states and the ground state, in addition we report in the bottom row the square modulus of the ground state, in order to clarify the symmetry of any observed case. To be thorough, in the bottom part of this figure it is easy to see that $V_{S} \cong V_{0} \cos 6 \phi$ up to an additive constant when $V_{0}=0.33 \mathrm{au}$. This first spectrum contains both harmonic and non harmonic lines, the presence of close lines can be used to build short pulses.

Once we have explained the reference symmetrical case, we can explore the parameters of the ring to control some of the optical properties of the emitted radiation. Therefore we introduce modifications of $V_{S}$, and that means to solve the TDSE by varying $\eta_{1}, K_{1}$ and $\phi_{1}$ (see Eq.2.5). The idea is to vary always one parameter, in Fig.s $(3.16,3.17,3.18)$ we report the same quantities shown in Fig. (3.15) but with respectively $\frac{\eta_{1}}{\eta_{0}}=0.97,0.99$ and 1.03. As first sight, we see that the spectra present not only odd but also even harmonics, the appearance of which is a well known sign of reduced symmetry. The spectra are less dense than the one in Fig. (3.15), on the other hand, the plateau of the spectrum with $\frac{\eta_{1}}{\eta_{0}}=0.99$ (Fig. (3.17)) is well resolved in harmonic lines.

The cutoff, is for any of the studied case, in agreement with that in Sec. 3.6.2 and [62, 91]. Although we do small variations of some parameters, by varying $V_{S}$, we actually change the observed system (see the plots of ground states in the bottom part of Fig.s $(3.16,3.17,3.18)$ ). The variation of the parameter $\eta_{1}$ are of the maximum order of 3 percent

Very small variations of the potential radically change the physical system, this is favorable to the goal of obtaining a tuning of the radiation properties, in addition the differences between the ground states can be used for better explaining some results. We note that (Fig. (3.18)) ( $\eta_{1}=1.03 \eta_{0}$ ) presents a ground state closer to the symmetrical system of (Fig.(3.15)) than the other cases; indeed we have significant variations in the ground state for $\eta_{1}=0.99 \eta_{0}$ and a very different ground state for $\eta_{1}=0.97 \eta_{0}$. Observing (Fig.s (3.16) and (3.17)) we note that both spectra present a rich plateau with only harmonic lines but the first one is less resolved. Moreover, have a look at the


Figure 3.15: Top: Fourier spectrum with vertical dashed red lines indicating the energy differences between the ground-state and the excited states; bottom: in the left, $V_{S}$ vs $\phi$ and in the right, square modulus of the ground state vs $\phi$. With: $V_{0}=0.33 \mathrm{au}, R=5 \mathrm{au}$, $\eta_{1}=\eta_{0}=0.1333, K_{1}=K_{0}=1.9420$ au, $\phi_{i}=30^{\circ}, 90^{\circ}, 150^{\circ}, 210^{\circ}, 270^{\circ}, 330^{\circ}, \lambda=780 \mathrm{~nm}$, $I_{0}=4 \cdot 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$, trapezoidal shape( 32 o.c., 3 up, and 3 down) linearly polarized with $\phi_{L}=60^{\circ}$.


Figure 3.16: As Fig. (3.15) but with $\eta_{1}=0.97 \eta_{0}=0.1293$.
ground states of Fig.s $(3.16,3.17)$ we see that the population is mainly concentrated in the first dot, respectively we find in Fig. (3.17) $\frac{\left|\Psi_{S}\left(30^{\circ}, 0\right)\right|^{2}}{\left|\Psi_{S}\left(90^{\circ}, 0\right)\right|^{2}} \cong 3,5$ and in (Fig. (3.16)) $\frac{\left|\Psi_{S}\left(30^{\circ}, 0\right)\right|^{2}}{\left|\Psi_{S}\left(90^{\circ}, 0\right)\right|^{2}} \cong 22$, consequently the change of symmetry and in particular the unbalance of population are really important.

At this point, we analyze the results obtained by varying $K_{1}$, in particular in Fig.s (3.19, 3.20), we report respectively $\frac{K_{1}}{K_{0}}=1.01,1.02$, obviously, for comparison sake the other parameters are the same that the ones in Fig. (3.15). By focusing our


Figure 3.17: As Fig. (3.15) but with $\eta_{1}=0.99 \eta_{0}=0.1320$.
analysis still on the ground state, we see that a small variation produces a spectrum more resolved in harmonics, but when the ground state is completely different, we get a spectrum unresolved.

The cases in Fig.s (3.19, 3.20) have the same symmetry, a specular one passing along $\phi_{1}=30^{\circ}$. As next step, we want to break also this symmetry, thus we study the effects of varying $\phi_{1}$ (Fig.s $(3.21,3.22)$ ). As interesting results of this case we find that for $\phi_{1}=32.5^{\circ}$ Fig. (3.22), we get a larger cutoff. In any of the spectra we observe broad, resonant-like structures, for example in Fig. (3.15) at $7 \omega_{L}, 13 \omega_{L}$, and $18 \omega_{L}$, we guess that these are due to the Stark shift effect.

In order to make a consistent study, we plot in Fig. (3.23) the logarithm of the


Figure 3.18: As Fig. (3.15) but with $\eta_{1}=1.03 \eta_{0}=0.1373$.
spectra, by varying with continuity the previous three parameters. This analysis allows to observe clearly the variations of the cutoff and this is technologically important due to the fact that it has been found that the harmonics in the region of cutoff are important in the realizations of short pulses[99, 100]. Fig. (3.23) seems to not present a clear behaviour but by varying the parameters, we are able to increase the cutoff of 6 or 7 harmonics with respect the symmetrical case ( $K_{1}=1.07 K_{0}$, for $\eta_{1}=0.92 \eta_{0}$ and for $\phi_{1}=32.5^{\circ}$.)

The next phase of our analysis is based on the possibility to control the polarization of the emitted radiation. The main motivation of this is the fact that it is not easy to obtain circular short-wavelength sources in the $10-30 \mathrm{eV}$ range close to the ionization energy of most atomic and molecular systems. Actually, there are several methods that allow to get


Figure 3.19: As Fig. (3.15) but with $K_{1}=1.01 K_{0}=1.9614$ au.
circular polarized radiation, like, for example, the possibility to use multiple reflections on surfaces, but all these methods present a considerable reduction of the intensity, or do not allow to fine set the requested parameters [101]. One of the main problem to fix is the fact that, generally, the ellipticity of the harmonic radiation is lower than that of the driving laser. Actually, in the following we are going to show several times that it is possible to get elliptically polarized radiation with a linearly polarized probe laser field. The scope of realizing circular polarized laser with short-wavelength is that this radiation can be use to study the phenomenon of circular dichroism extended to the dynamical regime. The circular dichroism is the phenomenon of different absorption of some molecules of left and right handed light, and it depends on the spin angular momentum.


Figure 3.20: As Fig. (3.15) but with $K_{1}=1.02 K_{0}=1.9808$ au.

In Fig.s (3.24,3.25,3.26), we show the variations of the ellipticity and of the direction of the polarization of the emitted light by varying the three parameters ( $\eta_{1}, K_{1}$ and $\phi_{1}$ ). For the $C_{6}$ symmetrical system we observe that the emitted radiation has the same polarization of the driving laser, at the contrary for the other cases, we get different polarization, comparing Fig.s 3.18 and 3.24 , we observe that for small variations of the ground state, small variations of the polarization, and for bigger variations very different $\psi$ and $\chi$.

For having information about the emission of an harmonic at time $t$ we study the Morlet spectrum (Fig.s (3.27) and (3.28)) respectively for $\eta_{1}=0.97 \eta_{0}$ and $\eta_{1}=0.99 \eta_{0^{-}}$ As interesting feature, we see that in both cases, $\mathrm{H} 20-\mathrm{H} 29$ are emitted simultaneously in


Figure 3.21: As Fig. (3.15) but with $\phi_{i}=30.75^{\circ}, 90^{\circ}, 150^{\circ}, 210^{\circ}, 270^{\circ}, 330^{\circ}$.
different time intervals located after the 20-th o.c.. In order to correlated the emission of these higher harmonics and the total emitted power, we plot the averaged power $P(\mathcal{T})$ (where we use $\mathcal{T}_{n}=\left[\frac{n-1}{2} T_{L}, \frac{n}{2} T_{L}\right]$ with $n=1, \ldots, 64$ ). As result, we see that in the time interval $[20.5,21]$ o.c. at a maximum of $P(\mathcal{T})$ corresponds the emission of harmonics from 21-th to 27 -th. We consequently get very intense simultaneous emission of the higher harmonics.


Figure 3.22: As Fig. (3.15) but with $\phi_{i}=32.5^{\circ}, 90^{\circ}, 150^{\circ}, 210^{\circ}, 270^{\circ}, 330^{\circ}$.


Figure 3.23: Top: logarithm of Fourier spectrum vs harmonic order vs $\eta_{1}$ with $K_{1}=K_{0}=$ 1.9420 au and $\phi_{i}=30^{\circ}, 90^{\circ}, 150^{\circ}, 210^{\circ}, 270^{\circ}, 330^{\circ}$; middle: Fourier spectrum vs harmonic order vs $K_{1}$ with $\eta_{1}=\eta_{0}=0.1333$ and $\phi_{i}=30^{\circ}, 90^{\circ}, 150^{\circ}, 210^{\circ}, 270^{\circ}, 330^{\circ}$; bottom: Fourier spectrum vs harmonic order vs $\phi_{1}$ with $K_{1}=K_{0}=1.9420, \eta_{1}=\eta_{0}=0.1333$ and $\phi_{2, \ldots, 6}=90^{\circ}, 150^{\circ}, 210^{\circ}, 270^{\circ}, 330^{\circ}$. The others parameters are: $V_{0}=0.33 \mathrm{au}, R=5 \mathrm{au}$, $\lambda=780 \mathrm{~nm}, I_{0}=4 \cdot 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$; trapezoidal shape ( 32 o.c. of duration with 3 o.c. of up and down ramping) and is linearly polarized with $\phi_{L}=60^{\circ}$.


Figure 3.24: Top: $\psi$ vs harmonic order (as function of $\eta_{1}$ ); bottom: $\tan \chi$ vs harmonic order (as function of $\eta_{1}$ ). With: $V_{0}=0.33 \mathrm{au}, R=5 \mathrm{au}, K_{1}=K_{0}=1.9420 \mathrm{au}$, $\phi_{i}=30^{\circ}, 90^{\circ}, 150^{\circ}, 210^{\circ}, 270^{\circ}, 330^{\circ}, \lambda=780 \mathrm{~nm}, I_{0}=4 \cdot 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$, trapezoidal shape $(32$ o.c., 3 up, and 3 down) linearly polarized with $\phi_{L}=60^{\circ}$.


Figure 3.25: Top: $\psi$ vs harmonic order (as function of $K_{1}$ ); bottom: $\tan \chi$ vs harmonic order (as function of $K_{1}$ ). With: $V_{0}=0.33 \mathrm{au}, R=5 \mathrm{au}, \eta_{1}=\eta_{0}=1333, \phi_{i}=$ $30^{\circ}, 90^{\circ}, 150^{\circ}, 210^{\circ}, 270^{\circ}, 330^{\circ}, \lambda=780 \mathrm{~nm}, I_{0}=4 \cdot 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$, trapezoidal shape( 32 o.c., 3 up, and 3 down) linearly polarized with $\phi_{L}=60^{\circ}$.


Figure 3.26: Top: $\psi$ vs harmonic order (as function of $\phi_{1}$ ); bottom: $\tan \chi$ vs harmonic order (as function of $\phi_{1}$ ). With: $V_{0}=0.33$ au, $R=5$ au, $\eta_{1}=\eta_{0}=1333, K_{1}=K_{0}=1.9420$ au, $\lambda=780 \mathrm{~nm}, I_{0}=4 \cdot 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$, trapezoidal shape( 32 o.c., 3 up, and 3 down) linearly polarized with $\phi_{L}=60^{\circ}$.


Figure 3.27: Top: Morlet spectrum vs $t$; bottom: zoom of the Morlet spectrum and, as black histogram, $P(\mathcal{T})$ vs $t$. With: $V_{0}=0.33$ au, $R=5$ au, $\eta_{1}=0.97 \eta_{0}=0.1293, K_{1}=$ $K_{0}=1.9420$ au, $\phi_{i}=30^{\circ}, 90^{\circ}, 150^{\circ}, 210^{\circ}, 270^{\circ}, 330^{\circ}, \lambda=780 \mathrm{~nm}, I_{0}=4 \cdot 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$, trapezoidal shape( 32 o.c., 3 up, and 3 down)linearly polarized with $\phi_{L}=60^{\circ}$.


Figure 3.28: As (Fig.3.27) but with $\eta_{1}=0.99 \eta_{0}=0.1320$.


Figure 3.29: Example of unipolar pulse $\mathcal{E}_{x}^{u}(t) / \mathcal{E}_{0 x}^{u}$ vs $t / \tau$; with on switching at $t=0$.

### 3.8 2D QRs.

Until now, we studied QRs from 1D point of view, thus we suppressed every possibility of radial motion and consequently ionization. In this section we focus on the possibility to have a system in which the electrons can go to the continuum as required by the three step model.

The guiding principle of this study is still the one underlined in Sec. 3.7. In order to get the goal of controlling the emission, instead of inserting different wells on the ring, we use another approach, always by using the idea of breaking symmetry, we play with the incident pulse acting on a plain rings. We underline that, also in this case, we are looking for the possibility to produce circular polarized radiation using linearly polarized probe laser field, for the motivation reported in Sec. 3.7 Thus, we add to the linear polarized laser, an unipolar pulse polarized along $x$ or $y$ according to the needs. An unipolar pulse present an intense first peak followed by a broad less intense one with opposite polarity. The peculiar properties of the unipolar pulse have interesting consequences on the emission, thus recently they are studied in a great amount of literature [102, 103, 104, 105, 106, 107].

We describe the electric field of the unipolar pulse with the expression

$$
\begin{equation*}
\mathcal{E}_{j}^{u}(t)=\mathcal{E}_{0 j}^{u} \Theta\left(t-t_{j}\right)\left(\frac{\alpha}{\tau^{3}}\left(t-t_{j}\right)^{3} e^{-8\left(t-t_{j}\right) / \tau}-\frac{\beta}{\tau^{5}}\left(t-t_{j}\right)^{5} e^{-\left(t-t_{j}\right) / \tau}\right) \tag{3.2}
\end{equation*}
$$

with $j=(x, y)$. In order to have a realistic pulse we must to impose that

$$
\begin{equation*}
\int_{0}^{\infty} \mathcal{E}_{j}^{u}(t) d t=0 \tag{3.3}
\end{equation*}
$$

and thus $\beta=\alpha / 81920$, at the same time $\alpha=400$ is chosen so that $\max \left(\mathcal{E}_{j}^{u}(t)\right)=$ $\left.\mathcal{E}_{j}^{u}(3 \tau / 8)\right) \cong 1.05 \mathcal{E}_{0 j}^{u}$, in Fig. 3.29 we show the described unipolar pulse.

If we drive a 2D QR with a unipolar pulse along $x$ (Fig. 3.30), the spectrum presents two lines corresponding to the angular transitions $\{0,0\} \leftrightarrows\{0,1\}$ and $\{0,1\} \leftrightarrows\{0,2\}$,


Figure 3.30: In the Top: $S(\omega)$ vs $\omega$; in the Bottom: $\langle r\rangle / R$ vs $t$. The parameters are: $R=5$ a.u. $=2.6 \cdot 10^{8} \mathrm{~cm}, U_{0}=2.0$ a.u. $=54.42 \mathrm{eV}, \mathcal{E}_{0 x}^{u}=5.34 \cdot 10^{-3}$ a.u. $=2.74 \cdot 10^{7}$ $\mathrm{V} / \mathrm{cm}, \mathcal{E}_{0 y}^{u}=0, \alpha=400, \beta=\alpha / 81920, t_{x}=0, \hbar \omega_{L}=0.1139 \mathrm{a} . \mathrm{u} .=3.10 \mathrm{eV}, \tau=T_{L}$, $\mathcal{E}_{0 x}^{L}=0, \mathcal{E}_{0 y}^{L}=0$.
but in addition we see also, as expected, radial transition with different nodes $k$, for better understanding we report the transitions in Table 3.5 (see also Fig. 3.6).

|  |  | $m=0$ |  | $m=1$ |  | $m=2$ |  | $m=3$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $k=0$ | $k=1$ | $k=0$ | $k=1$ | $k=0$ | $k=1$ | $k=0$ | $k=1$ |
| $m=0$ | $k=0$ | // | // | 0.63 eV | 19.32 eV | // | // | // | // |
|  | $k=1$ | // | // | 17.82 eV | $\times \times$ | // | // | // | // |
| $m=1$ | $k=0$ | 0.63 eV | 17.82 eV | // | // | 1.79 eV | 21.07 eV | // | // |
|  | $k=1$ | 19.32 eV | $\times \times$ | // | // | 16.90 eV | $\times \times$ | // | // |
| $m=2$ | $k=0$ | // | // | 1.79 eV | 16.90 eV | // | // | 2.91 eV | $\times \times$ |
|  | $k=1$ | // | // | 21.07 eV | $\times \times$ | // | // | $\times \times$ | $\times \times$ |

Table 3.5: The transition energy of the Raman lines showed in Fig. 3.30. // indicate that the transition is forbidden and $\times \times$ the allowed transitions absent in the spectrum in Fig. 3.30.

As said before, by changing the symmetry of the system we can control the polarization of the emitted radiation. In this part, we are going to analyze the interaction between 2D QRs and two contemporaneous pulses. We use, an unipolar pulse along $\hat{x}$ and a strong laser field along $\hat{y}$. In addition, from other simulation (see also [101]) we know that a resonant laser could help to increase the ellipticity of the emitted radiation, thus we set $\omega_{L}$ to have 5 photons of resonance with $\{0,2\} \leftrightarrows\{1,1\}$.


Figure 3.31: In the top: Fourier spectrum; in the bottom: $e_{c}$ vs $\omega$. The parameters of left side are $\hbar \omega_{L}=0.621 / 5$ a.u. $=3.38 \mathrm{eV}, \mathcal{E}_{0 y}^{L}=3.38 \cdot 10^{-2}$ a.u. $=1.74 \cdot 10^{8} \mathrm{~V} / \mathrm{cm}$, $N_{c}=64$. In the right side $\hbar \omega_{L}=0.621 / 9$ a.u. $=1.88 \mathrm{eV}, \mathcal{E}_{0 y}^{L}=4.47 \cdot 10^{-2}$ a.u. $=2.30 \cdot 10^{8}$ $\mathrm{V} / \mathrm{cm}, N_{c}=48$. In both cases: $R=5$ a.u. $=2.6 \cdot 10^{8} \mathrm{~cm}, U_{0}=2.0$ a.u. $=54.42 \mathrm{eV}$, $\mathcal{E}_{0 x}^{u}=5.34 \cdot 10^{-3}$ a.u. $=2.74 \cdot 10^{7} \mathrm{~V} / \mathrm{cm}, \mathcal{E}_{0 y}^{u}=0, \alpha=400, \beta=\alpha / 81920, t_{x}=0, \tau=T_{L}$, $\mathcal{E}_{0 x}^{L}=0, \varphi=0$.

As first result we look at Fig. 3.31 first column, the spectrum presents only odd harmonics, H 1 and H 3 are polarized in the same way as the strong laser field, instead H 5 is elliptically polarized with $e_{c}=0.2$. In addition, we see various lines derived by both radial and angular transitions. In the right column we report the spectrum
and the ellipticity obtained by varying the resonance from 5 to 9 photons still with the transition $\{0,2\} \leftrightarrows\{1,1\}$. As matter of fact we note that in this case there is a quasi resonance with another transition $(\{0,1\} \leftrightarrows\{0,2\})$. This could be an explanation of the fact that the spectrum presents even and odd harmonics for largest elliptical polarization around 0.2 .


Figure 3.32: $\langle r\rangle / R$ vs $t$. The parameters are as (Fig. 3.31 left side) in the top, and as (Fig. 3.31 right side) in the bottom.

Another interesting feature to analyze, for the cases presented in Fig. 3.31, is the dipole moment. When we drive the system only with the unipolar pulse we get, more or less, a periodic current only oscillating along $\hat{x}$ (this figure is not reported). We find that for the case with 5 -photons of resonance the component of the dipole moment along $\hat{x}$ (top part of Fig. 3.32) is more or less the same that, the one that we get by driving the system only with the unipolar pulse. Instead, in the bottom of Fig. 3.32, $\langle x\rangle$ is really influenced by the presence of the 9 -photons resonance laser. It seems that, for our system, it is really important to change the dynamics in the $\hat{x}$-direction for improving the emission of elliptically polarized harmonics.

Thus, this first part of our analysis allows to conclude that working with 2D QRs can help to build device which emits a set of harmonics by selecting different transitions at $k$ fixed as resonance frequency. Of course, it is important to have the possibility to set also the resonance frequency and not only the numbers of photons; by looking at Fig. 3.30 we can select, for $k=1,4$ different transitions. For this reason, we show


Figure 3.33: Top: $e_{c}$ of H 5 vs the carrier envelope phase $\varphi$ with parameters as Fig. 3.31 left side; bottom: $e_{c}$ of H 5 vs $\omega_{L}$ with parameters as Fig. 3.31 left side.
in bottom part of Fig. 3.33 the variation of the polarization of H 5 by varying the $\omega_{L}$ according to the 4 transitions in object by keeping fixed the number of photons (5) of resonance. The polarization of H 5 is not strongly influenced by the selected frequency, thus we can use 2D QRs as a frequency tunable elliptically polarized radiation emitter.

We state that the use of two different pulses with different time dependence produces a time dependent polarization, thus we need to study the effect on the polarization of H5 by varying $\varphi$ the carrier envelope phase of the laser (top part of Fig. 3.33, the other parameters are the same as the left side of Fig. 3.31). We get that it is possible to fine tune the ellipticity of H 5 by changing the phase between the two pulses.


Figure 3.34: Top: $e_{c}\left(t_{0}, \omega\right)$ vs $\omega / \omega_{L}$ vs $t_{0} / T_{L}$; Bottom: Morlet spectrum $\sigma_{0}=5$ with parameters as Fig. 3.31 left side.

In order to get temporal information about the evolution of the emitted radiation both for polarization and intensity, we study the wavelet transforms of the signal. In the top part of Fig.s (3.34,3.35), we look at the time evolution of the ellipticity evaluated by using the Morlet transform instead of the Fourier one $e_{c}\left(t_{0}, \omega\right)$ (see Sec. 2.7). Looking at Fig. 3.34 it is interesting to note that $e_{c}\left(t_{0}, \omega=\omega_{L}\right)=e_{c}\left(t_{0}, \omega=3 \omega_{L}\right)=0 \forall t_{0}$, this means that H1 and H3 has the same linear polarization of the incident strong laser for any time, at the contrary the ellipticity of H 5 presents maxima and minima.


Figure 3.35: Top: $e_{c}\left(t_{0}, \omega\right)$ vs $\omega / \omega_{L}$ vs $t_{0} / T_{L}$; bottom: Morlet spectrum $\sigma_{0}=5$ with parameters as Fig. 3.31 right side.

Also for this analysis we see that the case at 9 photons (Fig. 3.35) presents a time dependent ellipticity practically for any harmonic. It is interesting to note that when

H 7 is at the maximum of emission, $t_{0} \approx 24 T_{L}$, the ellipticity $e_{c}\left(t_{0}=24 T_{L}, \omega=7 \omega_{L}\right)$ is around 0.9 (see Fig. 3.36) Thus with a frequency and time filter it is possible to isolate a quasi circular emission at 13.14 eV .


Figure 3.36: Top: $e_{c}\left(t_{0}, 7 \omega\right)$ vs $t_{0} / T_{L}$; bottom: Morlet spectrum $\sigma_{0}=5$ with parameters as Fig. 3.31 right side.


Figure 3.37: Picture of the experimental setup.

## $3.9 \quad \mathrm{CF}_{3} \mathrm{I}$

As said before, the goal of this thesis is to study the strong field phenomena from different points of view. In the previous part of this chapter, we characterized the emission of photons, but it is of paramount importance the study of the laser induced electron emission. In order to study the PAD we model ${C F_{3} I \text { as described in Sec. }}_{\text {S }}$. 3.4.2. We are interested in reproducing an experiment, where the laser induced electron diffraction technique (LIED) is applied to get molecular and orbitals features of a complicated (containing a heavy atom as I) molecule like $\mathrm{CF}_{3} \mathrm{I}$ (see [1, 94]). In order to probe the molecule in the experiment, we use two different $\omega_{L} 800 \mathrm{~nm}$ and 1300 . The idea is to try to reproduce the experimental features by model and simulations in order to separate the contribution of different orbitals and to find some features derived by geometric properties of the molecule itself. To reach the goal, we use mainly three approach, TDDFT theory for finding the orbital contributions, QRT in order to have a simple explanation of the problem, and the modified QRT in order to include the laser contribution in the simple model.

### 3.9.1 Experimental setup

The scheme of the experiment setup is shown in Fig. 3.37, it has been used a commercially available Ti:Sapphire laser system delivering $2 \mathrm{~mJ}, 40$ fs pulses at 1 kHz repetition rate. In order to align and probe the molecule the output of the Ti:Sapphire is divided in two by using a Mach-Zender, in one of the arm the 800 nm pulse is stretched to 1.2 ps pulse duration in a 10 cm long SF11 glass block, in order to have the pump or aligning laser. The other radiation going out the Mach-Zender, is spatially overlapped with the pump or for the case of 1300 nm is first converted to deliver $150 \mu \mathrm{~J}$ of 1300 nm light using a commercial optical parametric amplifier (TOPAS-C from Light Conversion). At this point, the lasers are focused inside a Velocity Map Imaging (VMI) spectrometer [108] using a 20 cm lens. In addition, in order to neglect any ionization due to pump we set the waist of the pump with a telescope. The intensity of the probe pulse is setting in a range between $4 \cdot 10^{13}-2 \cdot 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ by using a $\lambda / 2$-wave-plate and polarizer. The radiation, described until now, interacts in the center of VMI with a cold molecular beam of $\mathrm{CF}_{3} \mathrm{I}$ molecules seeded in helium (seeded ratio 1:100) obtained from an Even-Lavie valve running at 500 Hz . This interaction produces the emission


Figure 3.38: 2D PAD, (a) aligned (recorded at 163 ps ) and (b) anti-aligned (recorded at 165.5 ps ). The Coulomb explosion energy of the $\mathrm{I}^{+} / \mathrm{CF}_{3}^{+}$pair from the equilibrium I-C distance of 2.14 is indicated by white iso-energy circles. (c) $\left\langle\cos ^{2} \theta\right\rangle_{2 D}$.
of charge particles that are detected by a microchannel plate/phosphor assembly and recorded with a charge-coupled device (CCD) camera. We note here that a high-energy VMI spectrometer specially designed to measure electrons kinetic energy up to 1500 keV is used. In a VMI measurement, a projection of the 3D momentum distribution (electrons and ions) is recorded a the CCD camera. Retrieval of the initial 3D momentum distribution is achieved by applying an Abel inversion based on the pbasex method [109].

### 3.9.2 Laser-induced molecular alignment

The Laser-induced molecular alignment consists on a strong rotational kick, given by the pump laser, that activates rotation by populating the rotational state, which re-phase periodically and as a result we see alignment revivals at regular interval $\frac{\tau_{r}}{2}=163.7$ ps where $\tau_{r}$ is the period of rotation of $\mathrm{CF}_{3} \mathrm{I}$ (symmetric top molecule) [110, 111]. Of course, as shown before, the interaction between two pulses and matter can depend on the variations of parameters, to be sure that the molecules are mostly aligned and that the electron is in the field-free conditions, we probe the laser when the alignment is in a maximum or a minimum. In order to measure the degree of alignment we record the $\mathrm{I}^{+}$momentum distribution, derived by the Coulomb explosion of the molecules by using the probe laser pulse ( 800 nm ) [111], our system is built up in the way that the polarization of the probe is in the direction of the detector axis and at the same time perpendicular to the one of the pump. In this way, we know that if the molecules are not oriented, they have random positions, the momentum distribution has to be with circular symmetry. In Fig. 3.38 we show for two different times (delays) closed to the first alignment revival, the $2 \mathrm{D} \mathrm{I}^{+}$momentum distributions. We see a distribution


Figure 3.39: PAD evaluated with 800 nm probe at $8.7 \cdot 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ : (a) in the left part aligned and in the right one anti-aligned, revival peak; (b) $I_{\Delta}$, the dash-dotted energy lines indicate $2 U_{p}-10 U_{p}$.
presenting in the inner part a broad structure, due at the dissociating ionization of $\mathrm{CF}_{3}$ I molecules into $\mathrm{CF}_{3}$ neutral fragments and $\mathrm{I}^{+}$ion, and later a sharp ring that has the correct correspondent kinetic energy of 2.37 eV as the one due to the Coulomb explosion of the $\mathrm{I}^{+} / \mathrm{CF}_{3}^{+}$pair from the equilibrium I-C distance of 2.14 . In the part (a) of Fig. 3.38, we see that $\mathrm{I}^{+}$momentum distribution peaks in direction of the probe polarization, instead in the part (b) the distribution peaks at anti-alignment. In the (c) part of Fig. 3.38 we show the value of $\left\langle\cos ^{2} \theta_{2 D}\right\rangle$, where $\theta_{2 D}$ is the angle between the pump polarization axis and the recoil direction of the fragment ion. It is possible to estimate of $\theta$, the angle between the laser polarization axis and the molecular axis, by fitting the results of the TDSE on temperature and intensity. The best fit leads a degree of alignment of 0.7 for temperature equal to 7 K and an intensity of $5.10^{12} \mathrm{~W} / \mathrm{cm}^{2}$.

### 3.9.3 Photoelectron angular distributions

In Figs. 3.39 and 3.40 are reported the PADs for both aligned and anti-aligned molecules (aligned in the direction perpendicular with respect the laser field polarization axis) respectively for 800 nm and 1300 nm . In addition, we plot in (c) of Figs. 3.39 and 3.40 the normalized difference given by

$$
\begin{equation*}
I_{\Delta}=\frac{I_{\text {align }}-I_{\text {anti-align }}}{I_{\text {align }}+I_{\text {anti-align }}} \tag{3.4}
\end{equation*}
$$



Figure 3.40: As Fig. 3.39, with 1300 nm probe at $9.3 \cdot 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$.
this allows us to see differences that are non visible by looking at aligned and anti-aligned PADs. For instance, if we look at the 800 nm case we see that the aligned configuration in the high-momentum (energy) region shows an increase of $25 \%$ compared to the anti-aligned case. Moreover the case of 1300 nm presents a $\pm 10 \%$ oscillations of the electron yield in the direction of probe polarization. In addition, both at low and high momentum we see large oscillations. As explained in the introduction of this thesis, by a strong field point of view we can divide the PADs into two parts a direct part in the inner of the circles, indicated by the dashed and dash-dotted circles respectively in Figs. 3.39c and 3.40 c , and a rescattering part outside, as matter of fact in the region $E_{k}<2 U_{p}$ both the direct and re-scattered electrons contribute (Figs. 3.39c and 3.40c).

As shown in various researches by looking at the low momentum region is possible to reconstruct the shape of the molecular orbitals (clearly the one from that the electron came out)[112, 113]. Indeed, our plots (Figs. 3.39c and 3.40c) show in the direct region a large blue (negative) zone in the direction of the laser polarization axis due to the nodal plan of the HOMO orbital of $\mathrm{CF}_{3}$ I molecules. In the second regions, both for the 800 nm than for the 1300 nm cases, we observe a pronounced oscillation, always along the laser polarization axis $\left(p_{\|}\right)$, the contribution of photoelectrons that have experienced a hard re-collision (back-scattered photoelectrons) with the parent ion is dominant [7].

As we said before, classically the maximum energy at the momentum of recollision is $3.17 U_{p}$, that, for an intensity of $9.10^{13} \mathrm{~W} / \mathrm{cm}^{2}$, is 17 eV and 45 eV (which correspond to a wavelenght of 300 pm and 180 pm ) respectively for the 800 nm and 1300 nm . These last values are comparable with the I-F and C-I internuclear distances (270
and 214 pm , respectively), consequently we see features of the molecular structure in the high energy region of PAD.

### 3.9.4 Discussion and analysis

## Time-dependent density functional theory

In order to reproduce, the experimental results and to include every contributions due to molecular and orbital structure, we have performed ab-initio calculation based on the time-dependent density functional theory [89]. We describe the dynamics of the valence electrons of $\mathrm{CF}_{3}$ I by means of TDDFT; as said before, we model the inner shell orbitals by pseudo-potentials in this case, we use a modified Fritz-Haber Institute (FHI). We use the adiabatic local-density approximation (ALDA) with an average-density SIC which corrects the tail of the Coulomb potential and yields an accurate ionization potential.

In general, simplified models do not consider the ionization from orbitals different from the HOMO , but previous experiments performed in aligned molecules $\left(\mathrm{CO}_{2}[114,115]\right)$ driven by strong laser field show that the ionization from the HOMO is suppressed when the molecules is aligned, and that the ionization from the HOMO-2 is enhanced. Thus, we expect that in the case of aligned molecules the contribution is mainly from $\mathrm{HOMO}-1$.

If the simplified model based on the quantum rescattering theory allows to identify some of the features observed experimentally to diffraction of rescattered photoelectrons, it fails in reproducing quantitatively the results obtained at longer wavelength. In this model, it is assumed that ionization takes place from the highest occupied molecular orbital and that the returning electron wave-packet can be well approximated by a plan wave. Previous high harmonic generation experiments performed in aligned $\mathrm{CO}_{2}$ molecules [115] and strong field ionization experiments performed in saturated (n-butane) and unsaturated (1,3-butadiene) linear hydrocarbons [114] have shown the important role of possible multiple electronic ionization channels in the process. In the former experiment, it was shown that high harmonic generation from the HOMO orbital is suppressed in $\mathrm{CO}_{2}$ when the molecules are aligned along the laser polarization due to the presence of a nodal plan whereas ionization from the $\mathrm{HOMO}-2$ orbital is enhanced. We expect a similar behaviour from $\mathrm{CF}_{3} \mathrm{I}$ molecules where ionization from the HOMO orbital is suppressed when the molecule is aligned along the laser polarization.

In order to reproduce the experiments we use, in addition to the two different wavelength, two different laser intensities $I_{1}=3.4 \cdot 10^{13} \mathrm{~W} / \mathrm{cm}^{2}, I_{2}=7.7 \cdot 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$, and $I_{3}=4.7 \cdot 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ with $\lambda_{1}=\lambda_{2}=800 \mathrm{~nm}$, and $\lambda_{3}=1300 \mathrm{~nm}$ comparable to the experimental conditions. The pulse length is $N_{c} T_{L}=26.68 \mathrm{fs}$ for $\lambda_{1}$ and $\lambda_{2}$ and $N_{c} T_{L}=43.38 \mathrm{fs}$ for $\lambda_{3}$, linearly polarized along the $z$-axis. In order to get our goal, we do not consider possible oscillation of the ions thus we kept them frozen. We choose a Cartesian grid of spherical shape of radius $R=80 a_{0}$ which is large enough to accommodate the quiver length. Photoelectron spectra are analyzed with the time-dependent surface flux method with a spherical surface located at $R=80$ au (up to an angular momentum $L_{\max }=40$ ), emitted electrons are absorbed by a complex absorbing potential of width $L=30$ au and height $\eta=0.2$ au located at $r>50 \mathrm{au}$.

As explained in the theory section, the TDDFT calculations yield a three dimensional momentum probability distribution $P(p, \vartheta, \varphi)$, in order to compare this distribution
with the VMI image we have to consider some effects

- the delocalization effect of the molecule in the plane perpendicular to the laser,
- the projection of the 3D momentum distribution onto a plane perpendicular to the laser polarization axis, in order to mimic the action of the detector,
- the degree of alignment of the molecule with respect to the laser polarization axis, in order to consider that the molecules are not perfectly aligned but distributed around the alignment angle.

In order to consider the delocalization we average $P$ in the angle $\varphi$ (the angle in the plane $\mathrm{X}-\mathrm{Y}$ ), in order to mimic the action of the detector we integrate the data along an axis perpendicular to the laser polarization, and in this way we get a momentum distribution $I\left(p_{\|}, p_{\perp}\right)$. Thus, similarly to the experiment we calculate $I_{\Delta}$. And, at this point we can consider the distribution of the molecules in the space, for the degree of alignment we assume $\left\langle\cos ^{2} \beta\right\rangle_{\text {align }}=0.72$ for the aligned, and $\left\langle\cos ^{2} \beta\right\rangle_{\text {anti-align }}=0.45$ for the anti-aligned configuration, and for the average we suppose a distribution $n(\beta)=\frac{e^{-\frac{\sin ^{2} \beta}{2 \sigma^{2}}}}{N}$ with $\sigma^{2}=1-\left\langle\cos ^{2} \beta\right\rangle$ around the (aligned/antialigned) starting configuration.

In Fig. 3.41, we report the simulated total PADs $I_{\Delta}$, by using the expedients described before, as a function of the momenta $p_{\|}$and $p_{\perp}$ parallel and perpendicular to the laser (right part of the color maps), in comparison with experimental results (left part). As expected, for any consider laser the results match remarkably well with experiment, this confirms that TDDFT could describes the dynamics of the strong-field ionization appropriately.

At this point, relying on the fact that, our simulations correctly reproduces the experiment, we can analyze the contributions of each Kohn-Sham orbital to the total PADs, see Fig. 3.42. For any configuration, we find out that only the two highest orbitals (HOMO and HOMO-1) contribute to the total $I_{\Delta}$, thus we do not need to consider ionization from the lower states. In addition, we see that they contribute in different zones and they produce different features on the PADs.

1. the HOMO-1 PAD is mainly structureless while the HOMO PAD shows features in particular in the low-energy region,
2. the orbital difference $I_{\Delta}^{H O M O}$ for the HOMO orbital (second row in Fig. 3.42) is, in general, dominated by the anti-aligned configuration (yielding negative values), while for the the HOMO-1 (third row) it is the opposite (yielding positive values)

Then, we can state that the red features in the total PAD come out by the HOMO-1, while blue features are dominated by the HOMO.

Actually, this distinction of the features in the total PAD can be most clearly seen for $\lambda_{1}=800 \mathrm{~nm}$ and $I=3 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$. When the intensities is higher or the wavelengths is longer, the contribution of HOMO-1 is more structure-less, and both HOMO and HOMO-1 seem to have more or less the same contribution in the low-energy region. This means that for longer wavelengths/higher intensities we have to look at


Figure 3.41: Comparison between the experiment and TDDFT for (a) $\lambda_{1}=800 \mathrm{~nm}$ and $I_{1}=3.4 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$, (b) $\lambda_{2}=800 \mathrm{~nm}$ and $I_{2}=7.7 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$, and (c) $\lambda_{3}=1300 \mathrm{~nm}$ and $I_{3}=4.7 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$. The left part shows the experiment, the right part the TDDFT result. Rings indicate kinetic energies of $10,20,30 \mathrm{eV}$, etc. $x$-axis: momentum perpendicular to laser polarization axis (in a.u.); $y$-axis: momentum parallel to laser polarization axis.
higher energy to distinguish, between the contribution of the two different orbitals. At first glance, this supports the idea that by setting the polarization of the laser along the nodal plane of the HOMO the probability of ionization from this orbital notebly decreases. The large contribution of the HOMO-1, however, is remarkable. In particular, the strong red scattering features in the total PAD around, $E=1.3$
a.u. $(800 \mathrm{~nm}), E=1.7$ a.u. ( 1300 nm ), along the polarization axis originate from the HOMO-1. Instead, the HOMO-1 shows a nodal plane for the anti-aligned case, thus the ionization in this case is suppressed.

By looking at the forth row of Fig. 3.42, showing the comparison of experimental and simulating data along the laser polarization axis, we clearly see that the big pump in the PADs are originated by HOMO-1 and that the position of the peaks is well determined especially for 800 nm and higher intensity.

We conclude that we can ascribe significant parts of the PAD to the HOMO and HOMO-1 orbitals justifying our theoretical multi-electron approach based on TDDFT.

## The quantitative rescattering theory

As next step, we want analyze the features of the PADs from the point of view of a simple model based on the quantitative rescattering theory from Refs. [116, 7]. This model is in general used for high energy as explained in Sec. 1.5.2, but its applicability to low energy electron diffraction may be justified by the fact that the momentum transfer value is relatively large for the back-scattered electrons that we are considering by looking at the $2-10 U_{p}$ energy range [6]. To begin with we evaluate the scattering amplitudes by using the elastic electron-atom scattering code (ELSEPA) by [117]. We generate the aligned and the anti-aligned PADs and later we evaluate the normalized difference.

In the simulation we consider $\mathrm{CF}_{3} \mathrm{I}$ molecule at its equilibrium geometry and, as first, we consider a simplified two-center scattering model considering only the C-I bond. The results thus obtained are shown in the Fig. 3.43 and 3.44. In the case of the two-center scattering model, from the QRT theory (Eq. 1.73) we obtained that

$$
\begin{equation*}
I_{M}=|f(q)|^{2}(2+2 \cos \vec{q} \cdot \vec{R}) . \tag{3.5}
\end{equation*}
$$

where $\vec{R}$ is the characteristic distance between iodine and carbon center. Of course, in this simple model we neglect the contribution of the total geometry of the molecule and we study only the contribution of C-I distance, the results will elucidate if the total geometry of the molecule plays a role. Fig. 3.43 shows the simulation for 800 nm probe laser and an intensity of $7 \cdot 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$, both for the QRT considering the full molecule that for the two atoms scattering center model. As said before, in the inner part there is the dominating contribution of direct electrons that is not described by QRT, thus as expected the inner comparison is not good, actually the higher energy region (momenta above 1.0 a.u., i.e. above $2 U_{p}$ ) the simulations are in relatively good agreement with the experimental data. The model reproduces a clear maximum along the polarization axis $\left(p_{\|}\right)$in the back-scattering region which is due to diffraction effects. Looking at the second row of Fig. 3.43, we see that the position of the maximum and overall shape of the re-collision electron momentum distribution in our experiment is well reproduced by the model that considers the $\mathrm{CF}_{3} \mathrm{I}$ molecule at its equilibrium geometry. As matter of fact, the two-center model show a maximum shift at 1.7 a.u. from 1.45 a.u. A simple calculation of the oscillation period expected from diffraction due to the I-F pair gives 1.15 a.u.. And this is in perfect agreement with the idea that the first maximum will be shifted to lower momentum as observed in the model including all fluorine atoms.


Figure 3.42: First row: Total PADs $I_{\Delta}$ from TDDFT for 800 nm (first and second column) and 1300 nm (third column). Second row: contributions $I_{\Delta}^{H O M O-1}$ from HOMO - 1. Third row: contributions $I_{\Delta}^{H O M O}$ from $H O M O$. Fourth row: cuts along the laser polarization axis.


Figure 3.43: Experiment (800 nm probe) vs QRT model: (a) $\mathrm{CF}_{3} I$ molecule simulation, (b) C-I simulation, and (c) cut along the polarization axis $p_{\|}$(experiment green dots and simulating red and blue lines, respectively). The $2 U_{p}$ (dashed) and $10 U_{p}$ (dash-dotted) iso-energy circles are shown in order to underline the energy zone.


Figure 3.44: As Fig. 3.43 but with 1300 nm.

In Fig. 3.44 we report the PADs simulated for 1300 nm , in this case we observe that the pronounced oscillations is around 1.8 a.u. $/ 2.7$ a.u. and shifted by 0.2 a.u. for the simplified two-center model. Remarkably, the simulation performed using the simplified two-center model (see Fig. Fig. 3.44b and c) reproduces this time very well both the two big red features in the high-energy re-collision plateau. This suggests that the contribution from the fluorine atoms are overestimated in our model when considering electrons with higher collision kinetic energy.

### 3.10 OCS

In this section, we compare data from an experiment about aligned molecules and simulations. Here we are going to probe a gas of molecules of OCS that is a linear molecule, thus with a strong dipole moment, which allows a degree of alignment higher than $\mathrm{CF}_{3} \mathrm{l}$ (see [95]).

### 3.10.1 Configuration.

As said before we consider the molecule "aligned" when the molecular axis is parallel to the probe laser polarization axis ( $=z$-axis), and "anti-aligned" when the molecular axis is perpendicular to the $z$-axis. To include the "anti-aligned" delocalization of the molecule we average in the angle $\varphi$. All calculations are performed in a spherical box. After excitation of the system, we get the ARPES as a function of $\sigma=\sigma(k, \vartheta, \varphi)$. We transform the averaged distribution into Cartesian coordinates and integrate along an axis perpendicular to the laser polarization (here the $x$-axis). This yields a distribution $\sigma=\sigma\left(k_{y}, k_{z}\right)$, see Fig. 3.45.


Figure 3.45: Schematic representation of configuration A.

### 3.10.2 A sample TDDFT calculation

In analogy with the result in Sec. 3.9.4 we expect that the HOMO contribution in the aligned configuration should be suppressed. In this case the contribution of the total aligned ionization of HOMO-1 is less important than for $\mathrm{CF}_{3} \mathrm{I}$, then only the HOMO orbital contributes and the anti-aligned configuration presents a higher ionization than the aligned one (note: recently we found that for larger wavelenghts and intensities the contribution of HOMO-1 is important also for the PAD of OCS [95]). We consider a pulse of $\omega_{L}=1.55 \mathrm{eV}$ and pulse length of $N_{c} T_{L}=35 \mathrm{fs}$ with a $\sin ^{2}$ envelope. An example of the ionization as a function of time is shown in the right panel of Fig. 3.46 for a laser intensity of $I=3.41 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$.


Figure 3.46: Left side: laser vs $t$; Right side: ionization vs $t$ (for aligned and anti-aligned molecules). With $I_{0}=3.41 \times 10^{13}, \mathrm{~W} / \mathrm{cm}^{2}, \omega_{L}=1.55 \mathrm{eV}$, pulse duration $=35 \mathrm{fs}$.

Figure 3.47 shows the corresponding spectrum. For this configuration, we can clearly observe the ATI peaks.


Figure 3.47: Photoelectron spectrum for aligned and anti-aligned case for the laser parameters as in Fig. 3.46.

Figure 3.48 shows the ARPES of this calculation (left: aligned; right: anti-aligned). Both pictures have the same color scale, hence the anti-aligned case dominates (as can be seen also in the spectra).

A comparison to experimental results is shown Fig. 3.49. Here and in the following, we consider the distribution

$$
I_{D}=\left(I_{\text {antialigned }}-I_{\text {align }}\right)
$$

(in order to remove the isotropic background). The experimental data agrees well with the TDDFT calculations. However, the main discrepancy is that some features are strongly washed out in the experiment. In this figure we observe the presence of a big washed out peaks around $k_{z} \approx 500$ and $k_{y}=0$, and a cross-like structure passing from the center of the axis and with a maximum velocity around 300 . There are two


Figure 3.48: Angle-resolved photoelectron spectra for aligned and anti-aligned cases. Left: aligned; Right: anti-aligned configuration.


Figure 3.49: Comparison of ARPES from experiment and theory.
main effects that one has to consider working on comparison with simulations and experiments. The first is the fact that the experimental molecules are not perfectly aligned, as said before, we name the effect misalignment, and the second is that the value that we use as intensity of the laser is an estimation of the experimental value, measured by calculating the average value of the intensity distribution.

### 3.10.3 Misalignment effect

For the misalignment, we use a Gaussian distribution which provides a good approximation, as above, [30]:

$$
n(\vartheta)=\exp \left(-\sin ^{2}(\vartheta) /\left(2 \sigma^{2}\right)\right)
$$

with $\sigma^{2}=1-\left\langle\cos ^{2}(\vartheta)\right\rangle$.
Figure 3.50 shows the spectra for aligned/anti-aligned cases, we see that now the intensities of the two spectra are closer.


Figure 3.50: Photoelectron spectra for the different misalignment angles $\vartheta_{1}=10^{\circ}$ (red), $\vartheta_{2}=20^{\circ}$ (green), and $\vartheta_{3}=34^{\circ}$ (blue) for fixed laser intensity of $I=3.41 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$. The other parameters are as in Fig. 3.46

The right panel in Fig. 3.51 shows the ARPES summed over all misalignment angles (considering the proper weight factors) compared with the experimental result (left panel). The misalignment decreases the contribution of the anti-aligned configuration (which is largest) and weakens the strong feature along the laser polarization axis.

### 3.10.4 Volume effect

Besides the misalignment, there exist also the volume effect, meaning that the experimental intensity is not known exactly. Therefore, we investigate different laser intensities:

- $I_{1}=2.84 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$
- $I_{2}=2.98 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$


Figure 3.51: Comparison of PAD from experiment and theory by considering the misalignment effect.

- $I_{3}=3.13 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$
- $I_{4}=3.27 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$
- $I_{5}=3.41 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$

Figure 3.52 shows the spectra for aligned/anti-aligned cases.


Figure 3.52: Photoelectron spectra for the different laser intensities, $I_{1}, \ldots, I_{5}$ for the "perfectly" aligned and anti-aligned cases (i.e., no misalignment included). The others parameters are as in Fig. 3.46

The right panel in Fig. 3.53 shows the ARPES summed over all laser intensities compared with the experimental result (left panel). The volume effect underlines the cross-like structure.


Figure 3.53: Comparison of PAD from experiment and theory by considering the volume effect.

### 3.10.5 Orbital contributions

Having explored misalignment and volume effect, we now turn to the contribution of each orbital to the total result. Figure 3.54 compares the total theoretical result from Fig. 3.49 (right panel) to the one obtained only for the HOMO orbital (Fig. 3.49 and Fig. 3.54 are normalized differently). As one can see, the main contributor to the total PAD is the HOMO orbital.


Figure 3.54: Left side: TDDFT-HOMO. Right side: Total TDDFT.

The HOMO orbital is twofold degenerate (hosting four electrons). In the aligned case, the laser polarization is located in the mirror plane for both HOMO orbitals as shown in Fig. 3.55. In the anti-aligned case, the laser polarization axis is located in the mirror plane
of only one HOMO orbital (denoted as HOMO 2). Therefore, we expect a difference between HOMO 1 and HOMO 2 only for the anti-aligned configuration. Particularly, in the anti-aligned case only HOMO 1 contributes to the PAD, the HOMO 2 contribution has practically the same distribution than in the aligned case, but is negligible in the anti-aligned case (is this due to the different extension of the orbital).


Figure 3.55: Orbitals and PAD for the laser intensity of $I=3.41 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$.
Figure 3.56 shows the photoelectron spectrum (PES) of the HOMO orbitals as a function of misalignment angle $\vartheta$. For the HOMO $1, \vartheta=0$ means that the laser polarization lies in the mirror plane, while for $\vartheta=90$ the polarization is perpendicular to the mirror plane of the orbital. This causes a difference of approximately 2 orders of magnitude in the ionization cross section, i.e., ionization increases from $\vartheta=0$ to $90^{\circ}$. For the HOMO 2, the polarization axis remains in the mirror plane for all $\vartheta$ and variation of $\vartheta$ changes the ionization only little.


Figure 3.56: Photoelectron spectra for the HOMO orbitals (HOMO 1 and 2) as a function of the misalignment angle $\vartheta . \vartheta=0$ corresponds to the aligned configuration, $\vartheta=90$ corresponds to the anti-aligned configuration as depicted in Fig. 3.55.

### 3.10.6 SAE calculations

In this section we explore the effect of multi-electron correlations. Therefore, we make calculations for fixed K.S. potential (a way to use SAE in TDDFT). The right panel of Fig. 3.57 shows the (total) ARPES obtained at this level of theory. We note, that again only the HOMO contributes.

Note, we again use the same color scale than for all previous plots. In the SAE, the ionization yield seems to be larger than in normal TDDFT and the picture appears to be closer to the experimental result. This is mainly due to the fact that the total ionization comes only from HOMO.


Figure 3.57: Comparison of PAD for experiment and theory on the level of SAE.

### 3.11 HHG OCS

In this section we investigate from the point of view of TDDFT the emission of radiation of a OCS molecule perfectly aligned. It has already been proved that the HHG spectra obtained by aligned molecules present an enhancement of the intensities of the emitted harmonics [118]. Here, the idea is to use different angle between pump and probe in order to break the symmetry and to get elliptically polarized laser, starting from a linearly polarized one.

### 3.11.1 Laser

We use an electric field of frequency $\omega_{L}=0.0567$ a.u. with squared sinusoidal shape $f(t)$ :

$$
\begin{equation*}
f(t)=\sin ^{2}\left(\frac{\omega_{L} t}{2 N_{c}}\right) ; \tag{3.6}
\end{equation*}
$$

where the duration $N_{c}$ is $N_{c}=12$.
The laser is plotted in Fig. 3.58 and the parameters are tabulated in Tab. 3.6.

|  | Atomic units | Regular units |
| :---: | :---: | ---: |
| $U_{p}$ | 0.0749 a.u. | 2.037 eV |
| $z_{p}$ | 9.609 a.u. | 0.5085 nm |
| $\omega_{L}$ | 0.0567 a.u. | 1.550 eV |
| $T_{L}$ | 110.3 a.u. | 2.670 fs |
| $\varepsilon_{0}$ | 0.03117 a.u. | $1.602 \cdot 10^{8} \mathrm{~V} / \mathrm{cm}$ |

Table 3.6: Laser parameters.
where $U_{p}$ is the ponderomotive energy, $z_{p}$ is the oscillation length or quiver length and $\varepsilon_{0}$ is the maximum intensity of the electric field.

$$
\begin{gather*}
\varepsilon_{z}=\varepsilon_{0 z} f(t) \cos \left(\omega_{L} t\right)  \tag{3.7}\\
\varepsilon_{0 z}=\sqrt{I_{0}}  \tag{3.8}\\
U_{p}=\frac{I_{0}}{4 \omega_{L}^{2}} \text { (a.u.) }  \tag{3.9}\\
z_{p}=\frac{\varepsilon_{0}}{\omega_{L}^{2}} \text { (a.u.) } \tag{3.10}
\end{gather*}
$$

For any other quantities evaluated in this section we refer to the theory section.

### 3.11.2 System configuration

In Fig. 3.59 we show a representation of the system formed by OCS and the linearly polarized laser. Our idea is to break the cylindrical symmetry by varying the angle between the polarization axis of the probe laser and the molecular axis $\theta_{L}$. We fix the polarization axis in $\hat{z}$-direction and we change the orientation of the molecule in the plan (XOZ).


Figure 3.58: $\varepsilon_{z}(t)$ vs $t$ a.u.


Figure 3.59: Picture of the OCS molecule driven by a linear polarized laser in the direction that forms an angle $\theta_{L}$ with respect the molecular axis.

### 3.11.3 Results

In Fig. 3.60 we show the spectrum and the polarization of the emitted radiation by a OCS molecule driven by a linearly polarized laser along the $z$-axis, when the molecule is also along $z\left(\theta_{L}=0\right)$. We observe that the polarization is linear, as the polarization of the probe laser; actually, this behaviour is not surprising due to the fact that the cylindrical symmetry of the system forces the emission to be polarized along the zaxis. As expected, the spectrum shows both even and odd harmonics, because the molecule has not circular symmetry.


Figure 3.60: First row: $e_{c}$ vs $E$ au. Second row: $\Psi\left({ }^{\circ}\right)$ vs $E \mathrm{eV}$. Third row: $\frac{\mathrm{d} I(\omega)}{\mathrm{d} \omega}$ vs $E$ a.u.. $\left(\theta_{L}=0, \mathrm{~d} x=0.4\right.$ a.u.., $L=80$ a.u.)

Instead, the emission is elliptically polarized when the molecular axis is not aligned with the driven field, as a result of the breaking of cylindrical symmetry. This is evident in

Fig. 3.61, evaluated with $\theta_{L}=35^{\circ}$; particularly interesting are H 6 and H 11 that present a very high emission yield and that have an ellipticity greater than 0.5.


Figure 3.61: First row: $e_{c}$ vs $E$ au. Second row: $\Psi\left({ }^{\circ}\right)$ vs $E \mathrm{eV}$. Third row: $\frac{\mathrm{d} I(\omega)}{\mathrm{d} \omega}$ vs $E$ a.u.. $\left(\theta_{L}=35^{\circ}, \mathrm{d} x=0.4\right.$ a.u.., $L=80$ a.u.)

As said before, the aim of this work is to obtain in the range between 15 and 30 eV significant emission with high ellipticity. For this reason, a general view of the yield and the ellipticity of the emitted harmonics by varying $\theta_{L}$ is shown in Fig. 3.62. The fact that H 11 presents a high intensity and an ellipticity greater than 0.4 in the range from $\theta_{L}=35^{\circ}$ to $\theta_{L}=55^{\circ}$ is a nice result.


Figure 3.62: First row: $e_{c}$ vs $E$ au vs $\theta_{L}$. Second row: $\frac{\mathrm{d} I(\omega)}{\mathrm{d} \omega}$ vs $E$ au vs $\theta_{L}\left({ }^{\circ}\right) .(\mathrm{d} x=0.4$ a.u.., $L=80$ a.u.)

## 4

## Conclusion.

### 4.1 Overview.

As for every physics research, the scope of this work, initially, was to discover new features and to improve our knowledge of nature. Of course, as a careful reader knows at this point, our main goal was to study the possibility to develop new technologies by using some peculiar properties of matter interacting with strong laser fields. Every different targets that we probed and every different lasers that we used, were chosen for getting this goal. For that reason, we investigate several different systems, and we try to play with the symmetry of the total system (matter plus laser). The idea of this kind of control is justified by the advances in the experiments, which allows to align molecules, to control the properties of the pump laser, to fine analyze the emissions of photons or particles. Thus, in this context, it is justified the idea of looking for ways of controlling the emission. In this thesis, we mainly focused on nanorings. The peculiar properties of these systems impose that the properties of the emission mainly depends on the angular motion of the electrons. Thus by varying the angular properties of these settable emitters we modified the emitted radiation. The main issue of our work was focused on the quest for techniques that permit the control of the emission by modification of the physical parameters of laser and matter.

### 4.2 Classical Rings.

In Sec. 3.6 we classically studied the motion of an electron bound to rotate in a circle and at the same time driven by a linearly polarized laser field. We compared the classic results with the quantum-mechanical ones [62] and we looked for additional information about it. The main property that we studied for this part of the thesis was the Fourier power. The spectra, as found, present very different features depending on the initial parameters of the system. From a point of view, this means that we can try to set some properties of the emitted radiation by varying the initial parameters of the classic ring, on the
other hand, to control a system, really sensitive to the variation of the parameters, can be really hard. We found with our classical analysis that the presence of HHG in the classical spectra (both for SQRs and plain rings) depends on the presence of the chaotic behaviour in the classical motion, and in particular the insurgence of a chaotic behaviour affects HHG. In any case, in order to fine define, the chaotic limits of our study we should conduct a deeper sampling of the initial parameters, and this could allow us to maybe find some clear relation between HHG and chaos, in any case, just looking at the literature, we can clearly see a correlation [119, 120, 25].
In this work, we showed that the TISE for a single electron in a SQRs could be rewritten as Mathieu equations [62, 48], which describes the classic parametric oscillations induced by a small non resonant excitation where the physical systems quickly become chaotic [51]. Thus, although the classic equations are very different from the Mathieu functions, the fact that both presents chaotic behaviour could be considered very interesting. Maybe, in analogy to the possibility to derive some properties of the quantum system from the study of the classical counterpart, we could think about the existence of a class of quantum chaotic problems emerging from the chaoticity of the corresponding Newton's Laws [121, 122].
Although, we state that classical chaotic systems and their quantum equivalent are correlated, it is important to note that this correlation is not, as yet, clear. In any case, we think that we were able to unveil some main aspects of the correlation between classic and quantum rings.

### 4.3 Quantum ring as settable HHG emitter.

As next step, we worked to the construction of a home-made nano-system, in particular we studied theoretically the possibility to control the properties of the emission by varying the confinement potential felt by an electron in the nanostructure. We studied the interaction between a SQR and a strong laser field by varying its rotational symmetry, and we found that for small changes in the potential there are important variations of the properties of the emitted radiation. Thus, we can conclude that this system is really interesting in order to realize home-made emitters which allow a fine tuning of the emission.
The choice of SQR is also motivated by the fact that the spectrum of the symmetrical case is already rich Fig. (3.15). The final part of the spectrum can be used to realize attosecond pulses. In addition, we proved that by a fine tuning of the potential, we can obtain different emission, for example, spectra with only harmonic lines. In our work, we found that is possible to increase the cutoff, but a spectrum with a large cutoff presents also a decreased resolution, in addition, a system without circular symmetry emits both even and odds harmonics, like we found for example in Fig. (3.17)
A requested figure of merit, is to product an emitter of circular polarized laser working in the $10-30 \mathrm{eV}$ range. In our simulations, we were able to get in the region of $\approx 39 \rightarrow 30$ nm (27th-20th harmonics), emission with different polarizations. Thus, the idea of using SQR as emitter of circular polarized laser is not the worst one.
The designed SQR is very promising as a device which can produce finely tuned radiation, and in particular as HHG emitter. The high tunability of this system can allow the realization of very fine devices, which can be used to analyze new properties
of molecules and atoms.

### 4.4 2D Quantum ring.

As final step, in our study of quantum rings we analyze a 2D quantum ring model, which allows the electron to be ionized. We analyze the emission of this system driven by two different incident pulses.
We probed a 2D plain ring with an unipolar pulse polarized perpendicularly to a linear polarized laser. We used the unipolar pulse to break the symmetry of the system laser + plain ring.
We found that the unipolar pulse activates a current in the plain ring, oscillating with frequency corresponding both with angular than radial transition Table 3.5. From the literature we know that the use of resonant lasers influences the emitted spectrum. Analogously, we set the laser frequency resonant with one of the transition energies which are presents in the spectrum when we drive the system with the unipolar pulse alone. By playing with the frequency and the intensity of the laser we get elliptically polarized emission up to ellipticity of $e_{c}=0.2$, but the strong result is that we are able to control the frequency of the emitted radiation, by setting different resonances. Thus a 2D quantum ring is a frequency tunable elliptically polarized radiation emitter, and it is not sensible to the carrier envelope phase.
In addition, by using the Morlet transformation we studied as the emitted radiation properties changes with the time. We found large time intervals with elliptically polarized emission, also with very high $e_{c}$. As an interesting results, we see that by varying the numbers of photons of resonance the features notably change. In particular with 9 photons of resonance, instead than 5, the emission presents ellipticity different from zero for every harmonics. As remarkable achievement, the emission of H 7 is maximum at $t_{0} \approx 24 T_{L}$ and the time windowed ellipticity $e_{c}\left(t_{0}=24 T_{L}, \omega=7 \omega_{L}\right)$ is around 0.9 (see Fig. 3.36). This means that our system produces a quasi circular polarized emission at 13.14 eV , that with some filtering process can be use as probe for others systems.

## 4.5 $\mathrm{CF}_{3} \mathrm{I}$ PADs

The improvements of the instrumentation in the strong field physics allow various discoveries, in particular the possibility to fine align molecules permits to study high symmetric systems. Thus, nowadays we are able to see features deriving by the symmetry of the system, and in particular we observe peculiar characteristics in the HHG spectrum and in the PAD. This part of our research is devoted to the comparison between theory and experiments by studying a top symmetric molecule, with an high dipole moment, $\mathrm{CF}_{3} \mathrm{I}$ driven by a strong linear polarized laser field.
We observe that when the laser and the molecules are aligned there is a strong decrease in the contribution of the HOMO orbital to the PAD, this is due to the fact that the HOMO presents along the laser polarization axis a nodal plane, this reduces the contribution of HOMO to the total ionization of the system with respect the one of the antialigned case. At the contrary, HOMO-1 presents the nodal plane perpendicular
to the laser polarization axis thus the ionization from HOMO-1 is maximum in the aligned case, and we can see it in the PAD.
As we can see already in the experimental normalized difference maps, there are several features that can be uniquely assigned to the HOMO and HOMO-1. In conclusion, we reported various comparison between experiments on LIED of aligned $\mathrm{CF}_{3}$ I molecules, and by using a TDDFT method, we were able to decouple the contributions of the orbitals and then to prove that some features comes from HOMO-1 and the other from HOMO. By combining the experimental and theoretical results we are able to conclude that the PAD are influenced by the orbital of ionization, and that the final image is affected by different orbitals in different regions. This underlines the importance of a multiple orbitals method to describe the phenomenon of the electron emission from matter driven by a strong laser, and consequently shows the limits of the standard sae and one orbital approach.

### 4.6 OCS PADs.

The following analysis was devoted to study a molecule with an higher dipole moment than $\mathrm{CF}_{3}$ I. OCS is a top symmetric molecule that can be highly aligned.
As we found for the previous case the HOMO contribution in the aligned configuration is suppressed, actually also OCS presents a nodal plan in the laser polarization axis in the HOMO orbital. In this case the ionization from the HOMO-1 is still negligible in the energy region of the study, thus, by varying the polarization axis we clearly observed how the variation of the total ionization depends on the angle between nodal plane of HOMO and the laser polarization axis. We saw that the total ionization is maximum for the anti-aligned configuration and minimum for the aligned configuration and that it increases for the angle in the middle.
Actually, in the experiment the total ionizations for aligned and anti-aligned cases are close each other. This is due to the fact that in the experiment there is a distribution of molecules with different angles mainly aligned in one direction. Thus, the PES measured for a configuration have also contributions from a certain number of molecules with different alignment. Being the PES of the anti-aligned configuration the most intense the contribution of the molecules not perfectly aligned is negligible, at the contrary, the aligned configuration presents the less intense PES thus, the contribution of the misaligned molecules becomes very important and increases the total ionization of this latest configuration.
Thus, in order to compare the experimental aligned configuration to the theoretical one we analyzed the misalignment contribution. Another, important difference between theory and experiment is the angle in the cross-like structure in the inner part of the PAD, this angle is sensitive to the intensity of the laser, of course, the experimental intensity is a mean value of a distribution, thus in order to improve the agreement we studied the volume effects.
As an interesting issue, we found that, from a theoretical point of view, it is possible to isolate the contribution of one of the two degenerate HOMOs as shown in Fig. 3.55. In Fig. 3.56, we studied the contribution to the PES of HOMOs by varying the angle between the molecule and the laser. We observe a variation of 2 orders of magnitude for the contribution of the total ionization of HOMO 1 (in the range from $\vartheta=0$ to
$90^{\circ}$ ) at the contrary the contribution of HOMO 2 does not present strong variation. In conclusion, OCS allows a finer study compared to $\mathrm{CF}_{3} \mathrm{I}$; we were able to separate the contribution of the degenerate HOMO .

### 4.7 OCS HHG.

In this final part of our work, using the information previously acquired by studying the photoemission, we made a systematic study of the properties of the emitted radiation by aligned molecules. In particular, we study the radiation emitted by OCS driven by a linearly polarized laser by varying the angle $\theta$ between molecule and laser polarization axis. In this way, we change the symmetry of the system laser+molecule and thus we are able, as we know from the research about QRs, to get different characteristic of the emitted HHG spectrum.
As important result, we observed that the ellipticity of the emission depends on the angle $\theta$. As said before, this can be understood by looking at the fact that by varying that angle we break the cylindrical symmetry, thus it can be explained in analogy with the emission of elliptically polarized light from SQRs.
At the contrary of the case of SQRs here also the symmetrical case $\theta_{L}=0$ presents even and odd harmonics, this is due to the fact that only a system with circular symmetry presents exclusively odd harmonics.
OCS seems to be a very nice converter of linear polarized light in elliptical, as we can see for example at Fig. 3.61, where we saw H 6 and H 11 with high ellipticity and with a high yield of intensity. As said before, the range of interest in this kind of research is between 15 and 30 eV , that is the energy range of ionization of the most common molecules and atoms. For this reason, we examined in depth the effect of varying $\theta_{L}$ and we found as important results that H 11 presents a high intensity and an ellipticity greater than 0.4 , in the range from $\theta_{L}=35^{\circ}$ to $\theta_{L}=55^{\circ}$, thus maybe to have a perfect alignment is not necessary.

### 4.8 Summary.

In this thesis, we analyzed several aspects of the interaction between matter and really intense radiation. We worked on the possibility to control the photons emission, with the idea of finding systems which allows this control. In addition, the increased accuracy of the recent experiments allows us to understand with an high detail level the emission features.
These improvements allow us to think that any suggestions that we can do from a theoretical point of view can be used experimentally for understanding more effects and features.
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