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Introduction 

 

Carbon and carbon-based systems have always attracted great attention thanks to the 

almost unlimited different structures they can be arranged in and the equally varied 

physical properties they own. These characteristics are mainly related to the flexibility 

of carbon bonding, which makes carbon an extremely versatile “building block” 

material. Most of the typical properties of each carbon-based system are mainly 

associated with the dimensionality of the structure itself. In this framework, graphene, 

the first two-dimensional atomic crystal available to the scientific community, has 

revealed to play a key role in terms of fundamental physics and potential applications, 

despite its short story. Its exceptional properties, like electrical and thermal 

conductivity, high carriers mobility and saturation velocity, mechanical strength and 

elasticity, wavelength-independent optical absorption coefficient and so on, suggest that 

graphene could replace, in the next years, more conventional materials in many fields, 

such as high-frequency electronics and photonics.  

 This thesis describes the author’s work with graphene, developed throughout the 

PhD program. During this period, most of the research activity has been dedicated to the 

design, fabrication and characterization of microwave Graphene Field Effect Transistors 

(GFETs). In particular, three different fabrication runs have been carried out, 

investigating the role of different transistor layouts, of the substrate and of the dielectric 

material in the devices’ performance. The above-mentioned transistors have been 

fabricated at the Institute of Nanotechnology (INT) of the Karlsruhe Institute of 

Technology (KIT), Germany. Extensive GFETs characterizations, including 

DC/microwave, optical and thermoelectric ones, instead, have all been performed at the 

Laboratorio di Elettronica delle Microonde (LEM) of the University of Palermo. 

Concerning this last aspect, great attention has been paid to the development of a 

reliable, automated, multifunctional microwave/optical measurement bench through the 

implementation of a complete set of HTBasic software modules.  

Furthermore, graphene optical transparency and low resistivity have been 

exploited to develop a novel kind of X-ray detector based on polycrystalline grade 

diamond substrate and Reduced Graphene Oxide (RGO) contacts. Graphene electrodes 
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are, in fact, basically X-ray transparent, thus introducing an almost negligible 

perturbation of the incoming beam. These characteristics, together with the high 

resistivity, high mobility, radiation hardness and high thermal conductivity shown by 

diamond substrates, make the RGO/diamond detector a very promising solution for in 

situ beam monitoring. In addition, a novel Graphene Oxide (GO) rapid thermal 

reduction process has been developed, combining the advantages of all typical thermal 

reduction processes (like the absence of toxic agents and the parallel reduction of 

several GO-coated substrates) with an unequalled reduction speed and without 

compromising the film quality. Detector design and preliminary X-ray tests showing 

detection capability of these devices have been performed at the SLAC National 

Accelerator Laboratory, Menlo Park, CA (USA), while fabrication has been carried out 

at the Stanford Nanofabrication Facility (SNF) and at the Stanford Nano-Center (SNC), 

part of the Stanford Nano Shared Facilities. 
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Chapter 1  

Theoretical background 

 

Theoretically studied for over seventy years, graphene, a single layer of carbon atoms 

bounded into a two-dimensional honeycomb lattice, has been valued for most of the 

time as an “academic” material, useful to describe properties of more conventional 

carbon-based stuff. In fact, until 2004, 2D crystals were believed not to exist without 

their corresponding 3D base (i.e., in the free state), due to their theoretically 

thermodynamic instability [1]–[3]. Actually, conventional thin films show a melting 

temperature decreasing with the material thickness leading to films that become 

unstable at thicknesses of almost twelve atomic layers. These characteristics explain 

why atomic monolayers have been known so far usually only as films epitaxially grown 

on top of bulk monocrystals with matching lattices [1], [4], [5]. Nevertheless, starting 

from 2004 [6], graphene and other free-standing 2D-atomic crystals were finally 

experimentally obtained on top of non-crystalline substrates [7], as suspended 

membranes [8] and in liquid suspension [9]. This apparent disagreement with theory has 

been then clarified considering that the small size and strong interatomic bonds of the 

produced 2D crystals prevent thermal fluctuations to produce crystal defects even at 

elevated temperature; that is, 2D crystals can lie in a metastable state since they are 

extracted by a 3D structure by gently collapsing the third dimension [1], [8].  

Since most of the peculiarities of single-layer graphene are related to its unusual 

electronic structure, an overview of graphene electronic properties is presented.  

 

1.1 – Physics of graphene 
 

As briefly already anticipated before, graphene is made out of carbon atoms arranged in 

a hexagonal structure, i.e., an honeycomb net (Fig. 1.1a). From the Molecular Orbital 

Theory point of view, σ and π carbon-carbon bonds contribute to the graphene lattice 

formation. Each carbon atom, in fact, bonds with three carbon atoms through in plane σ-



2 
 

bonds formed between sp
2
 hybridized orbitals while a highly delocalized π-orbital 

originates from the remaining pz-orbitals locating perpendicularly to the sp
2
-plane and 

allows
 
its electron to move freely (Fig. 1.1b). Graphene honeycomb net can be thought 

as formed by two interpenetrating triangular lattices whose unit vectors can be written 

as 𝒂𝟏 =
𝑎

2
(3, √3), 𝒂𝟐 =

𝑎

2
(3, −√3), with a ≈ 1.42 Å indicating the lattice constant, 

while the reciprocal-lattice vectors are 𝒃𝟏 =
2𝜋

3𝑎
(1, √3), 𝒃𝟐 =

2𝜋

3𝑎
(1,−√3).  

 

Fig. 1.1 – (a) Graphene hexagonal lattice showing its unit vectors (a1 and a2). (b) The C-C σ and π bonds distribution 

contributing to graphene lattice formation. In (c), the corresponding Brillouin zone is shown. K and K’ refer to the 

Dirac points position while b1 and b2 are the reciprocal-lattice vectors (adapted from [10]). 

 

The introduction of the reciprocal-lattice is of particular interest since it allows to define 

two points, K and K′, located at the corners of graphene Brillouin zone (Fig. 1.1c): the 

Dirac points (or neutrality points), whose position in momentum space can be written 

as: 𝑲 = (
2𝜋

3𝑎
,

2𝜋

3√3𝑎
) , 𝑲′ = (

2𝜋

3𝑎
, −

2𝜋

3√3𝑎
) [10]. The choice of this name for the above-

mentioned points is related to the need of employing Dirac equation to describe the 

electronic behavior in their vicinity, as it will be discussed more in detail later. The 

Dirac points play a key part in the electronic transport of graphene, quite similar to the 

role of Γ-points in direct band-gap semiconductors. Actually, all of the physics that will 

be discussed in this background chapter concerns the physics of graphene carriers close 

to the Dirac points. A tight-binding Hamiltonian can be used to describe electrons in 

graphene and then employed to derive the material energy bands distribution, which is 

given by (assuming to use units such that ℏ = 1) [11]:  

𝐸±(𝒌) = ±𝑡√3 + 𝑓(𝒌) − 𝑡′𝑓(𝒌) (1.1) 

(a) 

a2 

x 

y 

a1 

a 

Γ 

ky 

kx 

b1 

b2 

K 

K’ 

σ-bond 

σ-bond 
σ-bond 

π-bond 

(b) (c) 
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where t (2.8 eV) is the nearest-neighbor hopping energy (i.e., between different 

sublattices), t′ is the next nearest-neighbor hopping energy (i.e., in the same sublattices) 

and f(k) has the form:  

���� � 2 cos�√3#$%
 � 4'() �√�
� #$%� cos	��� #+%� (1.2)  

 

Fig. 1.2 – (a) Graphene energy spectrum and detail of the energy bands near the Dirac points [10]. (b) Density of 
states approaching the Dirac point and over the full electron bandwidth (inset) [12]. 

 

 In particular, the plus sign in (1.1) refers to the upper band (π*) and the minus sign to 

the lower band (π). The value of t′ in (1.1), instead, has been found to lie in the range 

0.02� ≤ �′ ≤ 0.2�, depending on the tight-binding parametrization [13] although the 

almost universally used graphene band dispersion at long wavelength assumes t′ = 0 

[12]. In Fig. 1.2a, the full band structure in units of t is reported.  

As it can be noticed, valence band (formed by π states) and conduction band  

(formed by π*states) touch at six points, which exactly coincide with the Dirac points. 

Due to band structure symmetry around the Dirac point, electrons and holes in defect-

free graphene should have the same properties. This rather unique band structure is of 

course strictly related to graphene hexagonal honeycomb lattice. The energy dispersion 

close to one of the Dirac points, K (or K′), can be analytically extracted from equation 

(1.1) by writing k = K + q, with |q|<<|K|, thus obtaining [11]: 

���/� ≈ �12|/| � 4[�6/8��] (1.3) 

where q is the momentum measured relatively to the Dirac points and vF = 3ta/2 ≈ 106 

m/s, is the Fermi velocity [11]. A zoom of the energy bands close to K (or K′) point in 

the Brillouin zone is also depicted in Fig. 1.2a. From (1.3), if we limit our 

considerations to low energies, which are the most relevant in graphene electron 

ρ
(ε

) 

ε/t 

(a) (b) 
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transport, we can infer that the bands have a linear dispersion and their structure can be 

seen as two cones touching at the Dirac points with no energy gap. This causes 

graphene to be usually described as a zero-gap semiconductor with a linear rather than 

quadratic wavelength energy dispersion for both charge carriers. Moreover, as found in 

literature [10], the energy dispersion reported in (1.3) looks like the energy of 

ultrarelativistic particles which are normally described by the massless Dirac equation. 

In other words, graphene electrons interaction with the periodic potential of the 

honeycomb lattice causes these particles to behave as zero rest-mass, relativistic Dirac 

Fermions.  

 Graphene density of states per unit cell δ(ε) can also be extracted from the tight-

binding Hamiltonian [11], [14]. Its trend as a function of energy, in units of t, is 

reported in Fig. 1.2b for t′ = 0, showing a semimetallic behavior. A simplified analytical 

expression for the density of states per unit cell can be derived, assuming to be located 

close to the Dirac point and for t′ = 0 [10]: 

𝛿(𝐸) = 
2𝐴𝐶

𝜋

|𝐸|

𝑣𝐹
2  (1.4) 

where Ac is the unit cell area. As it can be noticed, unlike the constant density of state of 

2D systems which show parabolic dispersion, graphene density of state increases 

linearly with energy. The above-mentioned graphene peculiarities in terms of band-

structure and density of states, of course, are strongly connected with the charge carriers 

transport characteristics, as it will be discussed in the following section.  

 

1.2 – Charge transport in graphene 

 

The control of materials electronic properties from outside, for example through a 

voltage signal, is the base of modern Electronics. Most of the time, exploiting the 

electric field effect allows the designer to tailor semiconductors carrier concentration 

thus changing the flow of electric current through them. In graphene, electric field effect 

has been widely proved and can be used to induce electrons and holes in concentrations 

up to 10
13

 cm
-2

 and with a room-temperature mobility of ~ 10
5
 cm

2
/V∙s by simply 

applying a gate voltage [6]. A typical dependence of graphene sheet resistivity (ρ) on 
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gate voltage (VG) is reported in Fig. 1.3a, for a simple graphene-based device in which 

graphene is deposited on top of a silicon dioxide layer and a voltage is applied between 

the  metal pads and a back-gate located underneath [1], [6].  

                                      

Fig. 1.3 – (a) Resistivity modulation as a function of the gate voltage showing the typical bipolar electric field effect 

of single-layer graphene.  The corresponding variations in the position of the Fermi level are also reported (adapted 

from [1], [6]). (b) Associated change in graphene conductivity and in the Hall coefficient (inset), adapted from [15]. 

(c) Not null minimum of graphene conductivity at the neutrality point (adapted from [1]). (d) Graphene mobility vs. 

carrier density n depicting the typical mobility divergence due to the nominal zero carrier concentration shown by 

graphene at the Dirac point (adapted from [16]). 

 

As it can be noticed, the curve shows a really pronounced peak at the Dirac point. 

Conductivity plot is also depicted in Fig. 1.3b, exhibiting a linear increase with VG 

going away from the neutrality point. This behavior approximates the ambipolar field 

effect of conventional semiconductor materials although there is no zero conductance 

region, normally related to a Fermi level pinned inside the band-gap [6]. In the case of a 

few-layer graphene, these trends can be quantitatively explained by modelling graphene 

as a 2D metal with valence and conductance bands slightly overlapping [6]. In this 

structure, the gate voltage can be employed to induce a surface charge density 𝑛 =

EF 

EF 

1K 

ρ
(k

Ω
) 

 

 

 

σ
(1

/k
Ω

) 

(a) (b) 

(c) (d) 
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𝜀0𝜀𝑉𝐺

𝑡𝑒
, where ε0 and ε are the dielectric constant of free space and SiO2, respectively, t is 

the thickness of SiO2 and e is the electron charge. Assuming a voltage VG = 100 V, this 

leads to a surface charge density n ≈ 10
13 

cm
-2

 for a 300 nm thick SiO2 layer [6]. Of 

course, inducing a charge density causes the Fermi level to be moved thus changing 

graphene electronic transport properties. Focusing on the physics of ideal (i.e., single 

layer) graphene, doping through an electric field allows the designer to transform the 

material into either a complete electron (with Fermi level located inside the conduction 

band) or hole (with Fermi level located inside the valence band) conductor. In between, 

a condition of large resistivity is obtained for a particular value of voltage (the so called 

Dirac voltage, VDirac) in which a zero density of states causes no carriers to contribute to 

the electronic transport (Fig. 1.3a) [6]. It is to be pointed out that, in the case of neutral 

graphene, VDirac = 0, while in the case of doped graphene sheets, this value is shifted 

depending on the dopant level, as it will be discussed later. Similarly to graphene 

conductivity, the Hall coefficient RH also shows a particular behavior when VG 

approaches VDirac with its value changing sign (Fig. 1.3b, inset). This trend confirms that 

an electron regime is induced for VG > VDirac, while holes concentration is predominant 

if  VG < VDirac. Going away from the Dirac voltage, the inverse of the Hall coefficient, 

1/RH = ne (being n electrons or holes concentration and e the electron charge), grows 

linearly with VG thus yielding to n = α∙VG for neutral graphene, with α ≈ 7∙10
10

 cm
-2

/V. 

Since the electrical conductivity depends on carrier concentration as:   

𝜎(𝑉𝐺) = 𝑛𝑒,ℎ(𝑉𝐺)𝑒𝜇𝑒,ℎ (1.5) 

we get the linear dependence of conductivity as a function of the gate voltage as already 

reported in Fig. 1.3b [15]. In the previous expression, ne(h) and μe(h) refer to electrons 

(holes) concentration and mobility, respectively. It is to be pointed out here another 

pretty unique property of graphene related to the trend shown by conductivity when 

approaching the neutrality point: contrary to what might be expected, graphene 

conductivity does not vanish regardless of the zero carrier density at the Dirac point, but 

its value reaches a minimum around σmin = 4e
2
/h [1], as depicted in Fig. 1.3c. This 

peculiarity is related to the nature of graphene charge carriers which behave as 

relativistic Dirac Fermions for which a minimum quantum conductivity has been 

predicted [17]–[21], although slightly different from the σmin = 4e
2
/h value around which 
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most of experimental data cluster. Sample dependent σmin values will be justified in the 

next section, where graphene non-idealities and, among them, scattering sources will be 

introduced.  

Given the symmetric energy dispersion (1.3) in ideal graphene, hole and electron 

mobilities are expected to be equal. This property distinguishes graphene from 

conventional semiconductors, for which the hole mobility is quite lower than the 

electron mobility with the ratio μh/μe reaching around 0.3 for Si, 0.05 for GaAs and 

approaching 0.01 for narrow bandgap compounds like InAs and InSb [22]. From 

electrical conductivity and carrier density data (normally obtained via Hall effect 

measurements), carrier mobilities can be obtained from the (1.5). More in detail, their 

value is calculated in the high carrier density regime, i.e. in those conditions that 

guarantee an almost constant resistivity value despite the induced charge. A typical 

mobility plot as a function of the carrier density is reported in Fig. 1.3d. We observe 

that mobility tends to diverge at VG = VDirac since n = 0 nominally at the Dirac point. 

Mobility values of 10000 – 15000 cm
2
V

-1
s

-1 
can easily be obtained for exfoliated 

graphene on SiO2-covered silicon wafers [6], [23] while values up to 10
6 

cm
2
V

-1
s

-1
 have 

been reached by suspending single layer graphene [24] (see Table 1.1 for additional 

data). This value is higher than those normally obtained employing more conventional 

semiconductor materials (Fig. 1.4a [22], [25]), suggesting graphene use in high-speed 

devices fabrication, as it will be seen in the next chapter.  

         

Fig. 1.4 – (a) Comparison of electron mobility vs. bandgap in low electric field regime between graphene and other 

conventional semiconductors [25]. (b) Electron mobility of printable and flexible graphene compared with some of 

the most used organic semiconductors [22].  

 

It is worthwhile to point out that graphene mobility is strongly affected by the presence 

of impurity scattering. Interaction with the substrate, causing surface charge traps [26], 

(a) (b) 
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[27], interfacial phonons [23], and fabrication residues can heavily deteriorate carriers 

mobility, as it will be discussed in the next section. This leads to the need of employing 

high quality substrate or even no substrate at all, by using suspended structures over 

trenches [16]. 

A comparison of graphene with less common organic semiconductors can be 

also usefully made in terms of carriers mobility due to the emerging interest in making 

use of graphene for flexible and printable electronics, fields in which organic 

semiconductors lead. Organic materials, like pentacene, are in fact normally bendable 

and printable but they show low mobility. On the other hand, deposition of graphene on 

flexible substrates or the use of graphene ink for printable electronics allows for 

combining both characteristics (Fig. 1.4b) [22].  

Additional theoretical material concerning graphene electronic and photonic 

properties will be introduced in Chapter 2, where graphene-based devices will be 

described.  

 

1.3 – Dealing with graphene non-idealities  

 

1.3.1 - Overview 

 

In the previous sections, most of the attention has been paid to the physics of ideal 

graphene. Nevertheless, some of the above-mentioned almost unique properties can be 

even deeply modified when dealing with “real” graphene. For example, scattering by 

random charged impurity centers (long-range scattering or Coulomb scattering) or by 

lattice defects (short-range scattering), phonon scattering, effects of unintentional 

doping as well as strain and corrugation of the graphene layer induced by the substrate 

[28], [29], can all induce significant changes in graphene properties and, in principle, 

transform a 2D metal into an insulator. Having a finite (not null) value of VDirac, for 

example, could indicate that there exists an unintentional graphene doping, whose cause 

can be electrostatic or related to charge impurities [30]. In general, unintentional 

intrinsic p-doping of graphene has been mainly found to be caused by adsorbed water 

and oxygen molecules or contamination arising on the graphene surface [31], which 
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behave as electrons acceptors [32]. Increasing the ambient exposure, in fact, causes the 

hole-doping to get larger and, then, the VDirac to shift to more positive voltages [33]. 

Also, curvature and corrugation of the graphene sheet, together with modulation of 

hoppings due to elastic strain, modify the Dirac equation. As a direct consequence, a 

change in graphene transport properties is observed, causing alterations of the energy 

dispersion curve (which varies from linear to a conventional quadratic one), band-gap 

opening, mid-gap states induction and changing in the Dirac point location (in terms of 

position shifting and energy raising) [28], [34], [35]. Some examples are reported in 

Fig. 1.5.  

        

Fig. 1.5 – (a) Change in graphene low energy states induced by a ripple for increasing values of the hoppings 
modulation [34]. (b) Modification of a Dirac point under shear strain (ε), black circle points refer to numerical results 
while blank circle points to analytical data [35]. (c) Graphene energy gap modification vs. shear strain (ε) showing 
the band gap opening occurring under severe strain application (ε > 0.15) [35]. 

 

Mobility limiting value (i.e., the mobility value defined in the large carrier density limit, 

n ~ 4·1012 cm-2) can also be considered as a sample quality figure of merit together with 

the carrier density dependent conductivity σ(n) [30]. 

Generally speaking, samples with a poorer quality 

show lower mobility and a broad conductivity 

minima close to the charge neutrality point. 

Nevertheless, in the case of unintentional doping, 

either an improvement or degradation of carrier 

mobility may occur, depending on the nature of 

the substrate impurities. In this case, in fact, 

(a) (b) 

(c) 

 

 

Fig. 1.6 – Graphene conductivity vs. carrier 
density calculated for different concentrations 
of charge impurity (ni) and short-range 
scatterers (np) [36]. 

Bandgap 

opening 
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elements causing unintentional doping can potentially screen substrate impurities and 

help mitigation of carrier scattering [33].  

Differences in terms of σ(n) trends can then be noticed in samples having 

different quality and can give indications on the predominant scattering mechanism 

involved. In Fig. 1.6 [36], graphene conductivity as a function of carrier density is 

reported, assuming to include both charge impurity (ni) and short-range scatterers (np).  

As it can be noticed, a linear dependence of σ(n) (commonly found in most 

experiments) relates to a higher charged impurity concentration (small np/ni), while, in 

the case of a predominant defect scattering (large np/ni), a flattening of the conductivity 

curve can be observed, leading to the so-called sub-linear conductivity. Strictly 

speaking, point defects produce a constant conductivity, while charged impurity 

scatterers cause σ to grow roughly linearly in n/ni. Of course, in any realistic graphene 

samples, both scatterers are present and the relative ratio determines in which kind of 

regime the sample is. Herein it is to be pointed out that Coulomb scattering time τC 

grows as ~ √𝑛, while, in the case of short range scattering, τS ~ 1/√𝑛 [36], thus 

justifying the dominant effect of point defects (Coulomb scattering) in the large (low) 

carrier density regime. Deposition of potassium on graphene samples in Ultra High 

Vacuum (UHV) has been used to investigate the dependence of electronic transport 

properties of graphene on the density of charged impurities [26]. Summarizing, this 

leads to: a decrease of carriers mobility, a more linear dependence of σ(VG) on the gate 

voltage, an increase of holes mobility compared with electron mobility (i.e., μh/μe ≠ 1), a 

shift of the gate voltage minimum conductivity to more negative gate voltage, a broaden 

of the width of the minimum conductivity region [26]. All the above-mentioned effects 

are summarized in Fig. 1.7. Defect scattering has also been deeply analyzed, for 

example, by ion-induced formation of lattice defects via Ne and He irradiation. Defect 

scattering causes the conductivity to be proportional to charge carrier density and 

mobility to decrease as the inverse of the ion dose, as reported in Fig. 1.8 [37]. 

Modification of Raman spectrum due to defects introduction is also depicted with the 

appearance of the D band indicating intervalley scattering.  
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Fig. 1.7 – (a) Graphene conductivity plots under different K-doping concentration and (b) inverse of charge carriers 
mobility at different doping time. The inset reports the variation of the ration of µe and µh as the doping reaction 
proceeds [26]. 

 

Phonon scattering (i.e., lattice vibration) can also influence carrier transport of graphene 

and, being an intrinsic scattering source, can limit mobility at finite temperatures when 

all extrinsic scattering sources are removed. Three different phonon scattering 

mechanisms can be distinguished: intravalley acoustic phonon scattering, intravalley 

optical phonon scattering and intervalley scattering. Usually, intravalley phonon 

scattering, which causes an electronic transition within a single valley through acoustic 

or optical phonons, gives small contribution in graphene. On the other hand, intervalley 

scattering, which is responsible for electronic transition between different valleys, may 

be important, but only at high temperature [12].   

 

 
Fig. 1.8 - (a) Graphene conductivity plot and (b) inverse of charge carriers mobility for different Ne+ irradiation 
dosage. The inset of picture (a) shows Raman spectrum alteration due to Ne+ irradiation (adapted from [37]). 

 

(a) (b) 

 T = 41 K 

Ne
+
 Dosage 

(a) (b) 
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Summarizing, screened Coulomb scattering (or long-ranged charged impurity 

scattering) is found to be the most 

important scattering mechanism.  

In fact, assuming an impurity density  

ni ≈ 5∙10
11 

cm
-2

 for both scattering 

regimes, simple theoretical arguments 

lead to a scattering length l > 1 μm for 

short-range scatterers and l ≈ 50 nm for 

charged impurity scatterers [30].  

Of course, different kinds of 

electrostatic interactions may occur 

between graphene layers, the substrate 

and other materials, which may exist in the environment causing alterations of graphene 

properties. For the common case of graphene deposited on SiO2, different causes can be 

found, like: interactions with molecules attached to hydroxyl radicals at the substrate, 

interactions with polar modes at the surface of the substrate, van der Waals interactions 

between the graphene sheet and the metallic gate (Fig. 1.9) [27]. For this kind of device 

structure, it has been experimentally shown that the most significant interactions are 

those related to graphene and the polar modes of the SiO2 substrate and to graphene and 

water layers on top of the substrate [27]. 

I conclude this section with a brief discussion concerning the sample dependent 

value of the conductivity minimum, anticipated in the previous section (Fig. 1.3c). The 

variability of σmin around the value 4e
2
/h, in fact, seems to be related to an 

inhomogeneous charge distribution in the 

low density limit near the Dirac point, 

where the carrier concentration becomes 

smaller than the charged impurity density 

and the system breaks up into puddles of 

electrons and holes (Fig. 1.10) [30], [38]. 

Then, charged impurities induce a residual 

density distribution in graphene sample that 

is responsible for the minimum 

Fig. 1.9 – Main causes of interaction affecting (a) graphene 

deposited on SiO2/Si substrates: (b) water molecules bonded 

to hydroxyl radicals at the substrate, (c) polar modes located 

at the surface of the substrate and (d) van der Waals bonds 

between graphene and the gate [27].  

Fig. 1.10 - Two dimensional map of electrons (red areas) 

and holes (blue areas) spatial density for Puddle model 

assuming an average carrier density of zero. Zero density 

contours are marked with black lines [38]. 
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conductivity thus justifying σmin dependence on the impurity concentration (i.e., on the 

sample quality) [30].  

From the analysis of what has been reported, it is clear that both the choice of 

the substrate and the reduction of fabrication contaminations are the key points required 

to allow ballistic transport over micron lengths, thus opening concretely the possibility 

of a new electronics based on quantum transport at room temperature.  

 

1.3.2 - Hysteresis 

 

In this section, some notes on the hysteretic behavior of graphene-based devices will be 

given. More in detail, hysteresis appears as a shift in the transfer characteristics under 

standard ambient conditions with respect to the gate voltage. It can play a significant 

role especially in the characterization of active devices, for which sweeping backward 

and forward the gate voltage is a usual procedure to tune the channel conductivity, as it 

will be shown deeper in the experimental section. Hysteresis in graphene relates again 

on the interaction between graphene and the surroundings, mainly due to the low 

density of states near the charge neutrality point, which makes graphene electronic 

properties really sensitive to the environment, and to the large surface-to-volume ratio, 

which promotes the bonding with adsorbates [31], [39]. Two mechanisms seem to be 

more likely responsible for hysteresis in graphene: charge transfer and capacitive gating 

[39]. Despite being conceptually different in the way they act, the two mechanisms both 

produce a shift of conductance curves due to a modification of graphene carrier density. 

In the first case (Fig. 1.11a), this happens due to a simple charge transfer from graphene 

to charge traps and vice versa. In the case of capacitive gating Fig. 1.11b, instead, the 

application of an external electric field causes ions with opposite charge to move toward 

graphene and dipoles to align along the external electric field. This charge redistribution 

alters the local electrostatic potential nearby the graphene channel, which then promotes 

the attraction of majority carriers through the metallic contact, thus increasing the 

carrier density [39]. 
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Fig. 1.11 - (a) Charge transfer phenomena and (b) capacitive gating effects causing hysteresis in graphene-based 
devices. (c) Conductivity plots vs. gate voltage under different sweepings conditions. The arrows show the voltage 
sweeping direction (adapted from [39]). 
  

In general, both mechanisms affect graphene electronic transport on the seconds time 

scale and they both coexist in graphene-based active devices causing shifts of the 

conductivity curves with respect to the gate voltage Fig. 1.11c. 

 Vacuum treatments, thermal and current annealing and chemical 

hydrophobization of the substrate have been demonstrated to effectively suppress 

hysteresis [39]–[42], although most samples tend to return to their initial hysteretic state 

after a short time when back to ambient conditions.   

 

1.4 - Graphene fabrication techniques 

 

As it will be discussed in Chapter 3, in which the experimental part will be presented, in 

this work both transferred monolayer graphene obtained through chemical vapor 

deposition and reduced graphene oxide have been employed for devices fabrication. Of 

course, the choice of the starting graphene film can strongly influence devices 

performance and, in general, a compromise between material quality and cost needs to 

be reached, depending on the particular application to be designed. Due to the 

importance of this topic, in this section an overview of graphene fabrication techniques 

will be given [43], [44], while some notes on graphene oxide and its reduction methods 

will be presented further on. The latter aspect, in fact, plays an important role in this 

work since a part of the experimental activity has been dedicated to the development of 

a “green” and cheap reduction method, as it will be described deeply in Chapter 3.  

As a general rule, the development of new materials deeply relies on the 

progress of the production techniques, due to the need of finding the best compromise 

for each particular application between quality and cost of the final product. This is also 

(c) 

  
(a) (b) 
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true for graphene production, where additional difficulties arise from the intrinsic 2D 

nature. Up to now, according to literature, more than fifteen methods have been 

developed to produce graphene films of various dimensions, quality and cost as 

summarized in Fig. 1.12 and Table 1.1.   

 

 

 

Fig. 1.12 – Main graphene fabrication techniques [43]. 

 

Among them, dry exfoliation has been one of the first production processing that has 

been historically developed. It consists in the splitting of the original layered material 

(e.g., graphite) into atomically thin sheets through mechanical (using adhesive tape [7], 

Fig. 1.12a), electrostatic (e.g., anodic bonding [45], Fig. 1.12b) or electromagnetic 

forces (laser ablation and photoexfoliation [46], Fig. 1.12c) in air, vacuum or inert 

environments. In particular, Micromechanical Cleavage (MC) can lead to very high 

quality layers production with graphene grains size limited by the single crystal grains 

of the starting graphite material (millimeters). Mobility up to 10
6
 cm

2
V

-1
s

-1
 have been 

reported for suspended graphene produced via MC [47] and this aspect suggests that, 
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even if not suitable for large-scale applications, MC is still the best choice for 

fundamental research and proof of principle devices.  

Exfoliation can also be accomplished in liquid environments (Fig. 1.12d) 

involving generally three steps: dispersion in a solvent of the starting graphite material 

or any other layered material, exfoliation by sonication (which helps graphite splitting 

into individuals platelets) and final purification through ultracentrifugation. Chemical 

wet dispersions are generally employed for the exfoliation step while ultrasonication 

can be made both in aqueous [48] and non-aqueous solvents [49]. The solvent choice is 

generally quite critical due to the need of minimizing the interfacial tension between the 

liquid and the graphene flakes. Employing water is generally not a good solution due to 

its high interfacial tension for graphene and graphite dispersion [50], so alternative 

chemicals solutions need to be considered [49], [51]–[53]. The versatility of liquid 

phase exfoliation can also be exploited to exfoliate oxidized graphite pellets thus 

producing graphene oxide, as it will be discussed more in-depth in a separate section. 

Although less expensive for mass fabrication than other methods, liquid-phase 

exfoliation allows the production of lower quality graphene films. 

 Graphitic layers production from SiC (Fig. 1.12e) has a long tradition, with the 

first investigation started from 1960 [54]. Both the Si-terminated and the C-terminated 

surfaces have been proved to be suitable for graphitization since the growth mechanism 

basically relies on Si-atoms sublimation [55], [56], originally made only at high 

temperature and UHV conditions. Nevertheless, first attempts suffered from the non-

self-limiting nature of the growth process, which led to the production of areas of high 

different film thickness. Now, the number of graphene layers that can be grown can be 

controlled and high quality graphene has been obtained with crystallites up to hundreds 

of micrometers in size [57]. Moreover, graphene growth on SiC could benefit from the 

well-established SiC technology for power electronics in the fabrication of new devices. 

Nevertheless, this approach has still some drawbacks for the large scale production due 

to SiC wafers cost (~ 30 times the cost of Si wafers of the same area) and small size 

(usually no larger than 4’’). Also, the common growth technique employs high 

temperature processing (above 1000 °C) which is not directly compatible with Si 

electronics technology. For these reasons, other options have been developed and are 
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currently underway [58], like the possibility of graphene growth on SiC surfaces via 

laser processing [59], [60]. 

 Chemical Vapor Deposition (CVD) is currently employed for large-area uniform 

polycrystalline graphene film production (Fig. 1.12g). As it happens for most of 

materials normally grown through CVD, a wide variety of precursors, chamber 

pressures and temperatures can be used to produce graphene [43]. First attempts of 

growing graphene through thermal CVD on metals have been carried out employing Ir 

as substrate material, due to its low carbon solubility [61]. Nevertheless, it was 

immediately clear that new materials and processing needed to be found due to the 

difficulties in the subsequent graphene transfer procedure on top of the target substrate 

and to Ir cost. In 2009, polycrystalline Cu foils have been demonstrated to provide a 

good support for uniform, large area (~ cm
2
) CVD growth of graphene films [62]. This 

process exploits thermal decomposition of methane, low carbon solubility and allows a 

self-limited growth since graphene formation mostly stops once the Cu surface is fully 

covered. Production of square meters of graphene via CVD has already been obtained 

[63] and, on a smaller scale, state-of-the–art devices employing CVD graphene films 

have been fabricated, showing transport properties comparable to those of exfoliated 

graphene on both SiO2 and hexagonal boron nitride substrates [44]. Nevertheless, some 

difficulties arise from the high cost of the process and the high temperatures required (> 

1000 °C), which make difficult to integrate graphene with standard CMOS processing. 

Also, due to the difference (an order of magnitude) in thermal expansion coefficients 

between Cu and graphene, a significant increase in wrinkle density upon cooling may 

appear, causing significant device degradation [64], [65]. Finally, other issues concern 

the subsequent graphene transfer process from the metal foil to the target substrate, 

which can often be as complicated as the growth itself and cause a significant 

degradation of the transport properties of the final device. For these reasons, the main 

target would be the development of graphene growth techniques on arbitrary substrates 

and at lower temperatures employing, for example, Micro Wave Chemical Vapor 

Deposition (MWCVD) [66], Plasma Enhanced CVD (PECVD) [67] and Inductively 

Coupled Plasma (ICP) CVD [68]. Through these techniques, in fact, graphene synthesis 

at lower temperature is, potentially, possible although improvements are still needed to 

reduce graphene damages caused by direct plasma exposure during growth.  
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Additional graphene production techniques can also be found in literature, although it is 

unlikely that they will become commercially feasible in the next years, mainly due to 

the much higher cost compared to the above-mentioned methods. Among them, 

Molecular Beam Epitaxy, Atomic Layer Epitaxy, chemical synthesis and precipitation 

from carbon containing metal substrates have been investigated. An overview of these 

methods can be found in [43].  

  

Growth 

Technique 

Crystallites 

size [μm] 

Sample size  

[mm] 

Mobility  

(at RT)  

[cm
2
V

-1
s

-1
] 

Price 

(for mass 

production) 

Applications 

 

Micromechanical 

cleavage 

 

  

1000 

 

 1 

 

10
5
 

 

$$$$ 

 

Research 

LPE of graphite 

 

0.01 – 1 0.1 – 1 

(∞ as 

overlapping 

flakes) 

10
2
 (for a layer 

of overlapping 

flakes) 

$ Inks, coatings, 

paints batteries, 

supercaps, solar 

cells, fuel cells, 

sensors, 

photonics, 

flexible 

electronics and 

optoelectronics, 

bio-applications 

 

LPE of GO 

 

 

 

 

 

 

 

> 1 > 1 

(∞ as 

overlapping 

flakes) 

1 (for a layer of 

overlapping 

flakes) 

$ Inks, coatings, 

paints batteries, 

supercaps, solar 

cells, fuel cells, 

sensors, 

photonics, 

flexible 

electronics and 

optoelectronics, 

bio-applications 

 

Growth on SiC 100 100 (6′′) 10
4 

$$$ High-frequency 

transistor and 

other electronic 

devices 

 

CVD 50000 1000 10
4
 $$ Photonics, 

nanoelectronics, 

sensors, bio-

applications, 

flexible 

electronics 

 

Table 1.1 – Overview of the main graphene growth techniques and related characteristics (adapted from [43], [44]). 
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1.5 – Graphene oxide 

 

1.5.1 - Chemistry  

 

Considered as an oxidized form of graphene, Graphene Oxide (GO) has proved to be a 

promising precursor of graphene-based materials, particularly when state of the art 

transport properties are not required and, on the other hand, a lower cost needs to be 

kept (e.g., for coatings, paint/ink and transparent conductive layers production). 

Although several techniques have been developed over the years to produce large 

quantities of GO, basically they all rely on the same technological steps: a first 

oxidation of inexpensive graphite powders by employing strong oxidants species (e.g., 

H2SO4, HNO3, KMnO4, KClO3, NaClO2), followed by exfoliation of graphite oxide 

through a variety of thermal and mechanical methods, among which sonication and 

stirring in water are the most widespread. In particular, during the last step, suspensions 

in which individual GO flakes can lay stable by mutual electrostatic attraction and 

repulsion forces are obtained. A schematic picture of GO synthesis is reported in Fig. 

1.13a. Until today, three methods are most commonly used for the preparation of 

graphitic oxide, which basically differ for the oxidizing species used: Brodie, 

Staudenmaier and Hummer-Offemann, with the last one being the most recent and 

commonly used [69]. It is to be pointed out here that the choice of the oxidizing species 

can really make the difference between the production methods, since it strongly affects 

the GO structure, the residue contamination and, consequently, the final GO quality 

[70].         

     

 

Fig. 1.13 - (a) Schematic representation of graphene oxide synthesis (adapted from [70]). (b) Lerf and Klinowski 

model of graphene oxide [71]. 

Graphite 

Graphite 

Oxide 

Graphene Oxide 

  

Oxidation 

Exfoliation 

(a) (b) 
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In Fig. 1.13b, a schematic of one of the most well-known and cited GO model, the one 

by Lerf and Klinowski [71], [72], is also reported.  

Although no unambiguous model of GO exists, mainly due to its 

nonstoichiometric atomic composition, polar oxygen functional groups are always 

included, since they are responsible of the hydrophilic nature of graphite oxide, thus 

explaining the reason why it can be exfoliated in many solvents and disperses 

particularly well in water. Moreover, oxygen-containing functional groups, together 

with defects produced during the oxidation process, change the sp
2
 carbon network 

typical of pristine graphene and, consequently, they can be considered as the main 

responsible of the different electrical behavior between GO and graphene. In fact, the 

disrupted sp
2
 bonding network makes both graphite oxide and GO electrically insulating 

materials. Nevertheless, electrical conductivity can be recovered trying to restore the π-

bonds network through reduction reactions; i.e., transforming GO into Reduced 

Graphene Oxide (RGO).    

In this work, RGO has been employed to fabricate X-Ray transparent electrodes 

on diamond detectors and a new rapid thermal reduction process has also been 

specifically developed. For these reasons, as a support to the experimental work 

presented in Chapter 3, a review of the reduction techniques found in literature will be 

given in the next section. A synthesis of GO modelling, reduction methods and related 

experimental progress can be found in [70].  

 

1.5.2 - Review of reduction methods 

 

Similarities existing between RGO and pristine graphene in terms of electrical, thermal 

and mechanical properties, as well as surface morphology, explain why the reduction 

processes are among the most important reactions involving GO. Over the years, a huge 

variety of procedures has been developed, employing chemical, thermal and 

electrochemical approaches. Although the main target of every reduction reaction is the 

production of graphene-like material (i.e., as similar as possible to what can be obtained 

through more conventional graphene fabrication techniques), every reduction protocol 

has its own pros and cons, leading to final films that resemble pristine graphene with 

different degrees of approximation. Chemical reducing agents have been traditionally 
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employed and, among them, hydrazine (N2H4) has been the first and most commonly 

used due to its strongly reducing action under low temperature (~ 100°C), although its 

high toxicity prevents its use for mass production. Moreover, nitrogen species, effective 

in the oxygen functionality removal, tend to remain covalently bonded to GO surface 

and act as n-type dopants, thus deeply affecting the electronic properties of the resulting 

RGO film. For all these reasons, the possibility of employing other chemical reducing 

agents has been investigated and in particular: alcohol (C2H6O), sodium/potassium 

hydroxide (NaOH/KOH), sodium borohydride (NaBH4), hydriodic acid and acetic acid 

(HI-AcOH). In general, electrical conductivity is found to be one of the main parameter 

used to evaluate the reduction reaction quality or, in other words, how the reduction 

process is able to restore the sp
2
 network. GO conductivity usually ranges between 10

-8 

and 10
-5

 S∙m
-1

 while, for RGO, values of the same order of magnitude of graphite can be 

reached (e.g., ~ 30400 S∙m
-1

compared with ~ 84500 S∙m
-1

 of graphite) [70], [73]. In 

[74], a sheet resistance as low as 15 kΩ/□ has been obtained via C2H6O reduction at 

high temperature (600 – 1000 °C), while typical values for hydrazine reduced sample 

lay around 800 kΩ/□. Lower temperature (50 – 90 °C) chemical reactions have also 

been proved in strongly alkaline conditions (NaOH/KOH). Combination of different 

chemicals can be employed as a possible way to try to improve films quality. In [75] a 

two-step reduction process, using a deoxygenation process with NaBH4 followed by 

dehydration with concentrated sulfuric acid, has been reported. Both the reaction and 

the evolution of the conductivity values for the above-mentioned approach is reported 

below.  

 

Fig. 1.14 – A GO chemical reduction example  [75]. 
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Although most of the chemical reduction methods reported previously reduce GO in 

suspensions, reducing agent vapors can also be used. Among them, HI-AcOH and HI 

vapors allow the production of RGO powder pellets with a conductivity of 30400 S∙m
-1

 

[73]. Reduction through metals (like iron, aluminum and iron powders) has also been 

reported in literature [76]. Although the wide choice of chemical reducing agents and 

the possibility of producing good quality RGO films, no chemical approach has been 

proved to be suitable for mass production. The reasons for that are mainly related to the 

toxicity of the reducing agents, multiple steps needed (i.e., reaction, washing, filtration 

and dispersion), long time required (from hours to days) and partial removal of the 

oxygen-containing groups, which causes low conductivity and increases the difficulties 

in restoring lattice defects such as missing carbon atoms or holes in the GO carbon 

network. In order to overcome these limitations, thermal reduction processes have been 

widely investigated. In this case, the oxygen-containing functional groups can be 

removed through the release of gas molecules of H2O, CO2, and CO, as depicted in Fig. 

1.15a, where an example of temperature desorption spectra of thermally reduced GO 

through an heating rate of 30 °C∙min
-1 

is reported [77].  

 

 

Fig. 1.15 – (a) Typical desorption spectra of thermally reduced GO; the inset shows the thermal heating rate 

employed  (adapted from [77]). (b) Atomic concentration of different C-based species vs. annealing temperature; in 

the inset, a comparison between the percentages of oxygen and sp2-carbon atoms during the reduction process is also 

reported [78]. 

                

In particular, water molecules formation relies on hydrogen dissociation from hydroxyls 

and subsequent recombination of nearby hydroxyls, which leads to H2O molecules 

(b) 

 

 

O2 

CO 

CO2 

H2O 
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formation while leaving the atop oxygen atoms to form epoxies [70]. The mechanism of 

CO2 and CO creation, on the other hand, seems not to be perfectly clear yet. Complete 

O2 removal, instead, seems not to be possible even when heating temperatures up to 

1100 °C in ultra-high vacuum are employed, as summarized in Fig. 1.15b, where both 

the atomic percentage of the different carbon species involved and the oxygen 

concentration (inset) with respect to the annealing temperature are reported. This 

reduction inefficiency needs to be taken into account, since it may represent an intrinsic 

limit in the final RGO film electrical properties. A comparison of the electrical 

properties of GO films of different optical transparency after undergoing hydrazine, 

hydrazine/thermal and thermal reduction treatments is reported in Fig. 1.16 (left), 

showing how higher quality films can be obtained through thermal reductions. This is 

confirmed in Fig. 1.16 (right), which groups the high-resolution X-Ray Photoelectron 

Spectroscopy (XPS) analysis for the above-mentioned cases and shows how higher 

concentration of carbon-carbon species and absence of nitrogen groups can be reached 

via thermal treatments.   

 

 

Fig. 1.16 - (Left) Comparison of the electrical properties, in terms of sheet resistance, of GO films reduced 

employing different reduction reactions. (Right) X-ray photoelectron spectroscopy analysis of the corresponding GO 

films (adapted from [79]). 

 

From mass loss studies made during thermal reduction processes, two main temperature 

intervals have been demonstrated to play a significant role: the first one, around 150 °C, 

in which epoxies and hydroxyls can be removed, and the second one, around 600 °C, in 

which all the other functional groups are involved and the real thermal reduction takes 
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place [70]. In general, thermal approach may introduce significant mass loss between 

GO and RGO, so great care needs to be taken in the choice of the starting GO film 

thickness. A typical mass loss of ~ 30% can be noticed when reaching 200 °C followed 

by an almost linear decrease of weight [79]. The atmosphere in which the thermal 

reaction takes place may also influence the final product and gives the technologist 

additional degrees of freedom to tailor RGO properties. For example, thermal 

reductions in UHV or Ar prevents adsorbates or contaminants, while nitrogen-

containing gaseous mixtures (e.g., NH3 or hydrazine) allow the production of n-type 

RGO films. P-type behavior, instead, can be obtained via H2 atmosphere. Combinations 

of different techniques to increase the reduction level have also been reported [70], [80]. 

Accordingly to what previously described, the critical issues of thermal treatments 

appear clear especially in terms of thermal cycles (regime maximum temperature and 

heating/cooling rates), atmosphere and reduction time choices. For these reasons, 

different thermal combinations can be found in literature, like single cycles (400 °C for 

3h at a rate of 20 °C/min in Ar flow) or combined cycles (100 °C at ambient pressure, 

then 1100 °C for 3h at 20 °C/min in vacuum) [79].  Apart from both the atmosphere and 

the temperature cycles, the heating sources may also have a significant role in RGO 

production. Together with more conventional thermal reduction processes in furnaces 

described previously, other sources such as chemical-free flash light [81], laser [82]–

[84] and electron beam [85], [86] have been reported. Reduction through microwave, 

plasma and heated atomic microscope tip can also be found [70]. Clearly, the choice of 

the heating source needs to be made by taking into account not only the quality of the 

final product but also the size of the samples, since a necessary compromise between 

speed, quality and control of the reduction area needs to be found.  

From what has been previously presented, thermal reduction, compared with the 

chemical approach, has the clear advantage to be more controllable and safe through the 

choice of heating temperature, gas environment and duration although the highest 

reduction levels have been achieved employing hybrid (chemical/thermal) methods. In 

general, a compromise between film quality, size of reduction area and reaction 

duration needs also to be found. The particular solution developed during my visiting 

period at SLAC exploits Rapid Thermal Annealing (RTA) systems to combine the 

advantages of all typical thermal reduction processes (e.g. absence of toxic agents and 
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parallel reduction of several GO coated substrates) with an unequalled reduction speed 

and without compromising the film quality. These results will be presented in Chapter 

3. A summary of GO reduction processes is reported in Table 1.2. I refer to [70] for 

additional details.  

 

Sample Forms C:O  

(atomic ratio) 

Conductivity 

[S∙m
-1

] 

Graphite 

 

Graphene 

GO 

 

GO/N2H4, RT 

GO/N2H4, RT 

GO/N2H4, RT 

150 °C 

GO/N2H4, 1100 °C 

GO/N2H4 + NH3, RT 

220 °C 

500 °C 

GO/N2H4 + KOH, RT 

GO/N2H4 +C16H10, RT 

GO/N2H4 +C6H15N, 500 °C 

GO/N2H4 +NaBH4, RT 

GO/NaBH4, RT 

180 °C 

1100 °C 

GO/NaBH4, RT 

GO/Na2S2O4 + NaOH, 80°C 

GO/NaHSO3, RT 

GO/HI and AcOH, RT 

GO/HI, RT 

GO/NMP, RT 

250 °C 

500 °C 

1000 °C 

GO/C4H6O3, 250 °C 

GO/ C7H8O, RT 

GO/Fe, RT 

GO/Al, RT 

GO/vitamin C, RT 

GO/150 °C 

GO/1050 °C 

GO/1100 °C 

GO/Flash 

GO/Microwave 

GO/Microwave 

GO/Laser 

 

Pellet 

 

Film 

Film 

 

Pellet 

Film 

Paper 

 

Film 

Paper 

 

 

Paper 

Paper 

Paper 

Film 

Pellet 

 

Film 

Film 

Paper 

Pellet 

Film 

Paper 

 

 

 

Paper 

Pellet 

Paper 

Paper 

Film 

Paper 

Film 

Film 

Film 

Paper 

Pellet 

Film 

20 

72.5 

Unknown 

2.6 

2.2 

10.3 

12.5 

11 

 

Unknown 

Unknown 

 

 

3.1 

Unknown 

> 2.6 

Unknown 

4.8 

8.6 

> 246 

8.6 

Unknown 

6.48 – 7.89 

6.7 

12 

5.15 

Unknown 

Unknown 

6.03 

6.8 – 8.3 

30 

7.9 

18.6 

12.5 

4.7 

9.7 

Unknown 

4.2 

5.46 

2.75 

Unknown 

84500 

1160 – 140000 

5 – 6.4 * 10
6 

6 * 10
-5 

6.8 * 10
-8

 

200 

9960 

1700 

16000 

55000 

7200 

11800 

35000 

690 

200 

1700 

1250 

82 

1660 

20200 

45 

1377 

6500 

30400 

29800 

374 

1380 

5330 

57300 

2640 – 5230 

4600 

2300 

2100 

7700 

230 

1000 – 2300 

55000 

1000 

200 

274 

26000 

Table 1.2 – Overview of the main GO reduction reactions. Listed temperatures are either drying temperatures or 

heating temperatures while RT stands for room temperature. Adapted from [70] and [83]. 
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Chapter 2  

Graphene in Electronics and Photonics 

 

A first theoretical background concerning graphene properties has been given in 

Chapter 1. In this chapter, additional graphene peculiarities, which play a significant 

role in the development of graphene-based devices, will be presented. The main target 

of this section is giving to the reader a more complete idea of graphene 

multifunctionality. In particular, most of the attention will be paid to the electrical and 

optical properties that make graphene a starting material for high-frequency transistors, 

photodetectors and transparent conductive electrodes fabrication, as all these subjects 

have been widely handled in the experimental work of this thesis. 

 

2.1 - Graphene for transistors fabrication 

 

2.1.1 - Overview 

 

The possibility of employing graphene as semiconductor material for high-frequency 

transistors fabrication has been intensively investigated since the very beginning of its 

discovery. Clearly, in this field, graphene has to fight with more mature technologies, 

such as III-V materials, so it is not difficult to foresee that we still have to wait some 

years before seeing graphene entering in the high-frequency devices market 

consistently. This is particularly awaited, since projections show that III-V materials 

will not be able to fulfill the next requirements in terms of both current and power 

modulation [44]. Theoretically speaking, an ideal semiconductor should guarantee to 

have the following properties: wide bandgap, excellent carrier transport properties and 

high thermal conductivity, possibility of being “friendly” produced on large-area 

substrates with processes compatible with Si CMOS technology, possibility of 

interfacing with good dielectric materials without affecting its carrier transport close to 

the dielectric interface, low contact resistance [22]. Therefore, now, the question that 

arises is if graphene peculiarities meet these requirements. Concerning the first point, I 
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have already anticipated that natural, large-area graphene behaves like a semimetal with 

zero bandgap with cone-shaped valence and conduction bands touching each other at 

the Dirac point. This property leads to devices that cannot be switched off and, 

therefore, that are not suitable for logic applications. Nevertheless, graphene bandgap 

opening can be performed (that is, band structure can be modified) constraining large-

area graphene in one dimension (forming the so-called nanoribbons), biasing bilayer 

graphene, applying strain or irradiating graphene with an ion beam [22], [25]. For 

example, in the case of gapless bilayer graphene, theoretical investigations and 

experiments have demonstrated that gaps up to 250 meV can be reached in high fields 

conditions (~ 10
7
 V∙cm

-1
) [87], [88], while gaps around 300 – 400 meV have been 

obtained employing graphene nanoribbons [89], [90] which are slightly close to the 

suggested minimum gap of 360 – 500 meV needed for digital logic [22]. All these 

matters are summarized in Fig. 2.1a. In terms of mobility, graphene advantages over 

more conventional semiconductors have already been described in Chapter 1 (Fig. 1.4a 

has been reported here for the sake of clarity).  

 

       

Fig. 2.1 – (a) Graphene band structure close to the Dirac point of (i) large-area graphene, (ii) graphene nanoribbons, 

(iii) unbiased bilayer graphene and (iv) biased bilayer graphene. (b) Comparison of electron mobility vs. bandgap in 

the low electric field regime between graphene and other conventional semiconductors. (c) Electron velocity plots vs. 

electric field of graphene, carbon nanotubes (CNT) and some common semiconductors [25]. 

(a) 

(b) (c) 
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Such high values, together with the peculiarity of having both holes and electrons 

mobilities almost equal, make graphene quite attractive for high-speed devices 

fabrication. Nevertheless, additional considerations on mobility data need to be made 

since high values often adversely affect other properties or can even not be the only 

limiting parameter for high-frequency devices. Strictly speaking, mobility numbers are 

normally referred to large-area gapless graphene. Actually, as it is known from 

conventional semiconductors, the electron mobility tends to increase as the bandgap 

decrease (Fig. 2.1b) and the same trend has been predicted for graphene nanoribbons 

[91], [92]. This means that, even if high-frequency operation can potentially be obtained 

with graphene, this comes at the expense of the possibility of switching properly the 

devices off (i.e., higher static power consumption is expected for CMOS configuration) 

[25]. Mobility however is not the only (or maybe not the most appropriate) measure of 

the speed of carrier transport, which makes graphene appealing for high-speed devices. 

Short gate lengths employed nowadays in modern FETs, in fact, can easily lead to high 

fields in a fairly large channel area. For example, considering a FET with 100 nm-long 

gate, a drain-source voltage of 1 V and a 0.3 V drop across the series resistances, a field 

of ~ 70 kV∙cm
-1

 can be found in the channel. In this high field conditions, the influence 

of mobility in the device performance becomes less significant due to the saturation of 

the steady-state carrier velocity which, on the other hand, becomes a relevant figure of 

merit of carrier transport. In Fig. 2.1c, a comparison of electron velocity versus the 

electric field is reported for graphene and conventional semiconductors. As it can be 

noticed, graphene films show a carrier velocity two times higher than GaAs and four 

times higher than Si and, in the high field regime, its carrier velocity does not decrease 

as fast as in the III-V semiconductors. Moreover, according to the scale theory, having a 

material that allows thin channel region fabrication, helps to suppress short-channel 

effects thus giving the opportunity to scale MOSFETs to very short gate length. 

Graphene obviously provides the thinnest possible channel so graphene MOSFETs 

should be, in principle, more scalable than their direct competitors [25]. All these 

aspects justify the advantage shown by graphene over conventional semiconductors in 

terms of carrier transport properties and, consequently, the scientific community interest 

in graphene high-frequency transistors fabrication. This is summarized in Fig. 2.2, 

where the cut-off frequency (fT) and the maximum frequency of oscillation (fmax) have 
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been chosen as high-frequency figures of merit [93]. In particular, fT values are 

impressive especially considering the relative young age of graphene with the longer 

timescale of other technologies. Graphene FETs have now indeed overtaken the best 

silicon MOSFETs and are approaching InP HEMTS and GaAs mHEMT performance. 

An apparent contradiction, instead, appears when looking at the fmax values. This 

discrepancy, however, seems to be due to a weak saturation of the drain current which, 

combined with high source-drain resistances, deteriorate seriously the power gain and, 

consequently, the fmax value while leaving unaffected the current gain. More details 

concerning the weak saturation regime typical of graphene transistors will be given later 

in this section. A more analytical approach on the dependence of both fT and fmax on DC 

bias conditions will be found in Appendix A.  

 
Fig. 2.2 – (a) Cut-off frequency (fT) and (b) maximum frequency of oscillation (fmax) of graphene MOSFETs 
compared with competitive classes of RF FETs vs. gate length [22].  

 

As for the carrier density, the requirement of providing enough carriers for appropriate 

FET operation is definitely fulfilled, with carrier sheet densities in excess of 1012 cm-2, 

similar to what can be obtained in more conventional FETs [22]. 

Requirements concerning heat dissipation are also met due to the excellent 

graphene thermal conductivity (30 – 50 Wcm-1K-1 [94], that is almost one order of 

magnitude higher than copper) although often the heat transfer through the substrate can 

be the real limiting factor.  

Finally, the contact resistance between source and drain contacts and the 

graphene channel needs to be considered due to its crucial role for proper transistor 

operation. Considering this aspect, graphene transistor still show lower performance 

(a) (b) 
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(e.g., contact resistance almost ten times higher) if compared with Si and III-V FETs 

[95], [96]. Nevertheless, a proper choice of the metal [97] and the application of contact 

patterning in the form of cuts in the contact regions of a graphene device [98] may help 

in decreasing resistances values.  

Differences between graphene and conventional MOSFETs can be found in DC 

output characteristics, with graphene-based devices showing a linear shape with no 

saturation or only weak saturation (Fig. 2.3).   

                

 

Fig. 2.3 – (Left) Typical output characteristic of a n-type GFET vs. the drain-source voltage, showing the main 
transistor operating regions. The curves are parametrized in terms of the gate-source bias. In the inset, a qualitative 
shape of a GFET transfer characteristic is depicted. (Right) Potential distribution and position of the Fermi energy 
(red dotted lines) of transistors for different biasing conditions (adapted from [22] and [99]). 

  

Three regions can be distinguished in the ID vs. VDS curve (Fig. 2.3, left panel).  

For VDS-A < VDS < VDS-B (Region I), the transistor is found to work in the first 

linear region. Then, increasing VDS, the output characteristics start to saturate (VDS-B < 

VDS < VDS-C, Region II) until the inflection point, VDS = VDS-C = VDS-Dirac (where VDS-

Dirac refers to the drain-source voltage required for the Dirac condition), is reached. 

Then, for VDS > VDS-Dirac, a change in the conductivity type can be observed (from p-

type to n-type or vice versa) and the transistor starts operating in a second linear region 

(Region III). It is to be pointed out that, for sufficiently high VDS values, the output 

curves for different VGS may cross, leading to a zero transconductance, which means 

that the gate is not controlling anymore the current flow. This apparent anomaly is a 

direct consequence of dealing with gapless channels. The potential distribution along 

ID 

VG 
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the channel and the Fermi level (red dashed line) for VDS = VDS-A, VDS-B, VDS-C and VDS-

D are also grouped in the right panel. An initial carrier density decrease when moving in 

the channel from source to drain for VDS-A < VDS < VDS-C (Fig. 2.3, right panel, figures 

(A) and (B)) can be noticed. Then, when the potential conditions correspond to those of 

the Dirac point, the change in the conductivity type (Fig. 2.3, right panel, figure (C)) is 

observed, followed by a new carrier density increase for higher values of the drain-

source voltage (Fig. 2.3, right panel, figure (D)), causing the peculiar second linear 

region in the output characteristic. As already anticipated, current saturation is required 

to reach competitive power gain performance and high values of fmax. This can be done 

by opening a bandgap in the channel material, although a degradation in terms of 

mobility needs to be expected [22].  

In the inset of Fig. 2.3, left panel, a typical current-voltage transfer characteristic 

of a large-area graphene transistor is depicted. Both the carrier density and the carrier 

type are affected by the voltage drop between the gates and the channel, with large 

positive (negative) values leading to electrons (holes) accumulation. The two operating 

regions are separated by the Dirac point, whose position may be influenced by several 

factors, as already discussed in Chapter 1.          

 

2.1.2 - Evolution of graphene-based transistors 

 

The first proof-of-concept graphene MOSFET by Novoselov et al. [6] made use of a 

back-gated topology (Fig. 2.4a), with a 300 nm SiO2 gate dielectric layer and a highly 

doped silicon substrate as a back-gate. Although useful for proving field effect in 

graphene, this structure suffered from too large parasitic capacitances, resulting, 

moreover, not easily integrable with other components. For this reason, a top-gate 

structure has been designed (Fig. 2.4b) and fabricated for the first time in 2007 [100]. 

Other solutions have also been adopted, employing a top-gate topology on semi-

insulating substrates (Fig. 2.4c). Nevertheless, in all these cases, the subsequent oxide 

deposition may deteriorate mobility. This drawback can be avoided exploiting local 

bottom-gate structures (Fig. 2.4d) in which graphene is deposited on the top of both the 

gate and the oxide layer, although, in this case, a flat graphene deposition can be tricky. 
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After four years from the first proof-of-principle GFET, the first graphene MOSFET 

showing a cut-off frequency in the GHz range was reported [101]. It was soon followed 

by a 350-nm-gate MOSFET on a SiO2/Si stack and cut-off frequency of 50 GHz 

obtained through the optimization of the oxide deposition process and the reduction of 

series resistance (Fig. 2.5, left panel) [102]. Nevertheless, both these solutions made use 

of mechanically exfoliated graphene, which is known to be not a suitable solution for 

mass production. In early 2010, a MOSFET from wafer-scale epitaxial graphene was 

reported (Fig. 2.5, right panel). In this case, epitaxial graphene grown on the Si face of a 

semi-insulating SiC wafer was used, combined with a 10-nm-thick HfO2 gate dielectric 

and a 240-nm-long gate, leading to a cutoff frequency of 100 GHz [103].     

 

      

Fig. 2.5 - (Left) One of the first graphene MOSFET showing a cut-off frequency higher than 10 GHz  [102]. (Right) 

The first example of MOSFET employing wafer-scale epitaxial graphene [103]. 

 

In 2012, IBM presented 300 GHz MOSFETs based on both wafer-scale CVD grown 

graphene and epitaxial graphene on SiC, thus surpassing any previous records on any 

Source Drain 
Top-gate 

Back-gate 

Si Substrate 

Source Drain 
Top-gate 

Insulating Substrate Si Substrate 

Back-gate 

Source Drain 

Dielectric 

Graphene 

Source Drain 

Insulating Substrate 

Bottom-gate 

(a) (b) (c) (d)

d 

Fig. 2.4 – Some examples of GFETs structures, including: (a) back-gate topology, (b) top-gate topology, (c) top-gate 

topology on insulating substrate, (d) local bottom-gate topology.  



33 
 

graphene material (Fig. 2.6a) [104]. In this work, they developed devices with 

optimized architecture, exhibiting voltage and power gains up to 20 dB. Then, they 

showed how, also in graphene MOSFETs, cut-off frequency increases by decreasing the 

channel length L according to the typical 1/L trend (inset). Subsequently, in 2012, 

Cheng et al.[105] developed a damage-free transfer process of CVD graphene and self-

aligned device structure through which they were able to fabricate 67-nm-gate 

transistors on glass with an fT of 427 GHz (Fig. 2.6b). In [106], quasi-free-standing 

bilayer graphene on SiC substrate with a gate length of 60 nm and ultra-thin gate 

dielectric have been fabricated by an improved, self-aligned process. This allowed good 

gate coupling and significant suppression of parasitic parameters, leading to an fT of 70 

GHz and to an fmax of 120 GHz, which are the highest extrinsic values reported so far. In 

addition to conventional planar devices, in which the current flows along the graphene 

sheet parallel to the substrate, more exotic graphene transistor topologies have also been 

investigated, like vertical structures, with the current (a tunneling one) flowing normal 

to the substrate surface. Additional information on these topics can be found in [22].  

               

Fig. 2.6 - (a) Small-signal current gains versus frequency of two GFETs, with a 40-nm-long channel, fabricated by 

IBM, employing epitaxial graphene on SiC. The inset shows the scaling behavior of the cut-off frequency as a 

function of the gate length [104]. (b) In [105], self-aligned transistors with transferred gate stacks employing CVD 

graphene have been fabricated, reaching a cut-off frequency higher than 400 GHz.  

 

 

 

(a) (b) 
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2.2 - Graphene photonics 

 

2.2.1 - Overview 

 

Graphene electronic properties introduced in Chapter 1 have clearly an influence also 

on its optical characteristics. The massless, two-dimensional particles behavior of 

electrons in graphene leads to a consistent, wavelength-independent, optical absorption 

for normal incident light below 3 eV [44]. More in detail, applying the Fresnel 

equations in the thin film limit to single layer graphene, the transmittance T is found to 

be ~ 97.7%. Since graphene incident light reflection settles around 0.1%, the optical 

absorption of each single layer can be estimated ~ 2.3% (that is, the absorption 

coefficient α is ~ 7∙10
5
 cm

-1
, much higher than conventional semiconductor materials). 

These values are valid over the entire visible spectrum, while they grow proportionally 

to the number of layers [107] (Fig. 2.7a, b). In particular, the absorption spectrum has a 

quite flat trend from 300 nm to 2500 nm, showing a peak in the UV region around 270 

nm [108]. High light transmission coefficient and low sheet resistance suggest the use 

of graphene as a transparent conductive electrode for a plethora of applications, like 

solar cells and detectors, flat panel displays, touch screens and OLEDs. For the sake of 

clarity, Indium Tin Oxide (ITO), which is the most common choice for the above-

mentioned devices, has a sheet resistance < 100 Ω/□ and an optical transparency lower 

than 90%, besides being expensive and brittle [109]. On the other hand, graphene, with 

sheet resistance values as low as 30 Ω/□ for the same optical transparency, has proved 

to be feasible [63] (Fig. 2.7c). In addition, having a high absorption coefficient over a 

wide wavelength interval and a zero bandgap semiconductor nature, allows graphene to 

be potentially employed as a wide spectral range detector, unlike what normally 

happens to more conventional semiconductors, which are transparent to photons having 

energy smaller than their bandgap (Fig. 2.7d). For example, Si-based photodetectors are 

limited to visible light sensing, due to the high Si bandgap, which prevents its use for IR 

detection, while materials currently used for longer wavelengths suffer from both 

expensive and complex fabrication processes. Another advantage of graphene over the 

other materials is the potential high operating bandwidth, a property that has important 
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consequences in the use of graphene-based devices for high-speed data 

communications. This aspect relates once again to graphene high carrier mobility and 

high saturation carrier velocity, which allow fast extraction of photogenerated carriers, 

and it also benefits from the peculiarity of having both electrons and holes with almost 

the same high mobility values. Transit time limited bandwidth of graphene 

photodetectors has been calculated to be 1.5 THz [110]. Although the maximum 

bandwidth would be limited by the capacitive delay associated with the parasitic 

components, a value of 640 GHz has been found, which is almost four times the transit 

time limited bandwidth of a 200 nm thick InGaAs layer used as photodetection material 

[110].         

     

 

Fig. 2.7 – (a) Micrograph of a 50 μm aperture covered with both single layer and bilayer graphene showing the 

intensity of transmitted white light (blue scan) along the yellow line [107]. (b) Single-layer graphene transmittance 

spectrum (open circles) compared with ideal Dirac fermions and theoretical studies. The inset also shows the 

transmittance of white light as a function of the number of graphene layers [107]. (c) Comparison between 

transmittance spectra of graphene and different transparent conductors (SWNTs denotes the Single-Walled carbon 

Nano Tubes) [108]. (d) Comparison between absorption coefficients of graphene and common semiconductors [111]. 

 

(a) (b) 

(c) (d) 

Graphene 
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It is important to point out that the ~ 2.3% single layer graphene absorption coefficient, 

although impressive for a one–atom thick material, is not sufficient for competitive 

photodetection applications. Moreover, the zero bandgap nature, essential for broadband 

detection, leads to a short lifetime of excitons, which is unfavorable for the exciton 

separation itself. These characteristics cause the responsivity values of pure single layer 

graphene to be limited to a few mA/W [112]. Nevertheless, several ways to overcome 

these limitations can be found, as it will be shown later. 

As well-known from theory, the main mechanism on which photodetection and 

optoelectronic applications are based is the conversion of absorbed photons into an 

electrical signal. Different principles through which this process can be done in 

graphene have been reported, like photovoltaic, photo-thermoelectric, bolometric and 

photogating effects (Fig. 2.8), and they will be briefly described in the next section 

[112], [113]. It is important to underline here that other mechanisms may also apply in 

photodetection, depending on the type of graphene-based device, and that, quite often, 

more than one process can be thought to be involved in the detection mechanism.  

  

2.2.2 - Mechanisms enabling photodetection in graphene 

    

Photovoltaic (PV) current generation relies on the separation of photogenerated 

electron-hole pairs caused by a built-in electric field applied at the junctions between p-

type and n-type doped regions of graphene or between differently doped sections [113]. 

The same effect could definitely be obtained through a source-drain bias voltage 

although this solution is generally undesired, due to the high dark current related to the 

graphene semimetal nature [112], [113]. The doping causing the built-in field may be 

generated exploiting different approaches, such as: the work-function difference 

between graphene and the contacting metals [114], [115], a local chemical doping [116] 

or electrostatically, through the use of split gates [115], [117].  

Considering the first case, it has been demonstrated [118] that an intimate 

contact between graphene and a metal allows the Fermi level to be shifted in a 

remarkable way since the density of states in the vicinity of the neutrality point is low 

(Fig. 1.2b) due to the linear energy-momentum relationship in graphene [112]. 
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Fig. 2.8 – Main mechanisms involving photodetection in graphene (adapted from [113]). 

 

Of course, if an external gate bias is applied, doping tuning can be performed according 

to the applied voltage, while, in the case of the metal-graphene junction, the doping 

typology of the contacted region is fixed (that is, p-type for metals having a work-

function higher than the 4.45 eV of the intrinsic graphene). It is useful also to point out 

that the photovoltaic component is important only near the charge neutrality point 

where it determines the sign of the overall current [119].  

 Photo-Thermoelectric Effect (PTE) can also play an important role due to the 

significant hot-carrier assisted transport in graphene. The reason for that can be 

explained in these terms: due to the strong e-e interactions in graphene [120], 

photoexcitation of e-h pairs causes a fast heating of the carriers. However, due to the 

high graphene optical phonon energy (~200 meV) [121], electrons cooling by acoustic 

phonons is highly inefficient, causing hot carriers created by the incident radiation to 

remain at a temperature Te, higher than that of the lattice, for many picoseconds [113]. 

Therefore, the PTE is basically a Seebeck effect in which photogenerated hot electrons 

cause a photovoltage VPTE = (S1 – S2)ΔTe, where S1,2 are the Seebeck coefficients in the 

two graphene regions having different doping and ΔTe is the electron difference 

temperature between the two regions [122]. Application of the thermoelectric theory 

leads to an estimate of a significant thermoelectric photocurrent close to the Dirac point, 

while, away from that, the effect is expected to be less significant due to the reduced 

electrochemical potential asymmetry with increasing Fermi level [119]. 

ΔI  (S2 – S1) ΔI  ΔR  ΔI  Δn  

Photovoltaic Photo-thermoelectric Bolometric Photogating 
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In the case of the bolometric effect, heating associated with the incident photons 

produces a change in the transport conductance. In other words, this mechanism 

manifests as the dependence of conductivity on temperature. The thermal resistance (Rh 

= dT/dP, where T is the temperature and P the optical power) and the heat capacity Ch 

define the quality of a bolometer with the former giving an indication on its sensitivity 

and the latter on its response time (τ = RhCh). The small volume for a given area and the 

low density of states cause graphene to have small values of Ch, while the inefficiency 

of the electrons cooling process by acoustic phonons leads to high values of Rh. This 

means that fast and highly sensitive bolometers are in principle feasible employing 

graphene. Of course, since in the bolometric effect a change in conductance is sensed 

and there is no direct current generation, an external bias is needed, while there is no 

need of introducing p-n junction (i.e., bolometric effect can be exploited on 

homogeneous graphene). Photoresponse due to bolometric mechanism can be expressed 

as: ΔV = IDCΔR = IDC(dR/dT)ΔT, where IDC is the above-mentioned DC current applied 

[113]. It dominates, in general, the photocurrent contribution away from the Dirac point 

where the bolometric coefficient β(VG), defined as β(VG) = ΔI(VG)/ ΔT(VG), is found to 

be close to zero [119]. 

As it happens in the bolometric effect, also in the photogating mechanism a 

light-induced change in the transport conductance is shown. However, in this case, the 

effect is based on a photo-induced modification of the carrier density Δn, according to 

the expression: Δσ = Δnqμ, where μ is graphene mobility. Of course, photoconductive 

gain can be enhanced if using graphene, due to its high charge carriers mobility [113].  

 Other phenomena, like the plasma-wave-assisted mechanism, need to be 

introduced to understand properly how graphene-based devices work, for example, in 

THz detection. I refer to [113] for additional insights on this topic.   
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2.2.3 - Some graphene-based photonic devices 

 

In the last section of this chapter, an overview of graphene-based photonic devices will 

be given [112]. I will start with some notes on the design evolution of graphene 

photodetectors aimed at overcoming the low responsivity limit introduced in the 

previous section. Subsequently, a fast overview of other possible photonic applications 

will be given. 

 First approaches to photoresponse improvement make use of device geometry 

optimization. For example, by gating with a third electrode a photoconductor, a 

phototransistor can be made, where the additional vertical bias can be employed to 

either open a bandgap in bilayer graphene or control the Fermi level in graphene-based 

material. Then, adding a second gate, areas with different Fermi levels can be induced, 

which help the carrier transport and the PTE [112]. In a work reported by Ryzhii et al. 

[123], a device model for dual-gate graphene nanoribbon photodetector for infrared 

radiation has been studied (Fig. 2.9a). In this case, a combination of a common back 

gate and a center-only top gate was used to obtain an energy barrier between the center 

and the edge of graphene, thus facilitating photocarriers transport. Nevertheless, the 

above-mentioned solutions make use of the same material for the electrodes fabrication 

and this choice can be harmful, since it can lead to two symmetric and reverse electric 

fields that hinder the carriers extraction. In [124], titanium and palladium have been 

employed as electrodes material to form a band profile distribution that helps electrons 

transport from source to drain (Fig. 2.9b). In the same work, an interdigitated layout has 

also been employed and this choice helps increasing the effective detector area, since 

photocurrent is generated at the metal-graphene interface, leading to responsivity of 6.1 

mA/W under 1.55 μm irradiation. A proper choice of the substrate can also strongly 

influence detectors performance. By making use of suspended graphene structures (Fig. 

2.9c), this issue can be solved, as reported in [125], in which a higher responsivity (~ 

10
-2 

A/W), compared with other PTE-based detectors, has been reached. 

Photodetector integration with photonic structures may also be useful in 

improving responsivity, by the enhancement of light absorption, that is by the increase 

of the graphene-light interaction path. Different solutions have been proposed to 

integrate graphene with ad hoc structures that help confining photons and increasing 
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responsivity, like: waveguides (Fig. 2.9d) [126], microcavities (Fig. 2.9e) [127], and 

plasmonic structures (Fig. 2.9f) [128].  

 

 
Fig. 2.9 - (a) A device model for a dual-gate graphene nanoribbons IR photodetectors [123]. (b) An interdigitated 

detector employing two different metals as electrodes material to form a band profile helping electrons transport 

along the graphene channel [124]. (c) Suspended graphene structures can be used to reduce the influence of the 

substrate in graphene properties [125]. (d) Waveguides [126], (e) microcavities [127] and (f) plasmonic structures 

[128] have also been investigated to help photons confinement.    

 

In order to modulate graphene photoresponse and help reducing the main disadvantages 

of more conventional solutions, other approaches may be found. Among them, it is 

important to mention the use of: graphene quantum dots, chemically doped graphene 

and reduced graphene oxide, heterostructures and hybrids (by chemical growth and 

physical deposition of materials, showing highly light-harvesting properties). 

Nevertheless, although the above-mentioned approaches represent an effective way to 

improve both sensitivity and selectivity of graphene-based detectors, this comes at the 

expense of the operation speed, due to long carrier transfer and trap times caused by the 

introduction of additional chemical species and treatments. Hence, this kind of devices 

could be more suitable for application requiring high responsivity but less demanding in 

terms of response speed (such as sensors) [112]. I refer to [112] for additional insights 

(a) (b) (c) 

(d) 
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on these topics. In Table 2.1 [112], the main properties of the most representative 

graphene-based photodetectors are summarized. 

Graphene multifunctionality can also be exploited to produce many others 

photonic applications. As already anticipated, low sheet resistance and high 

transparency make graphene an ideal candidate for transparent electrodes fabrication 

(Fig. 2.10a). In principle, graphene could replace the current transparent semiconductor-

based conductors (i.e., indium oxide, zinc oxide, tin oxide and indium tin oxide)  for 

displays, light-emitting diodes and solar cells [108], [129]. In addition, it could 

represent an interesting alternative to noble metals as X-Ray beam monitoring 

electrodes material, due to its high transparency to X-Ray and radiation tolerance, as I 

will report in the experimental section of this work. In photovoltaic devices, graphene 

could also be employed as photoactive material, channel for charge transport and 

catalyst. Other applications include light-emitting devices (Fig. 2.10b), flexible smart 

windows (Fig. 2.10c), touch screens (Fig. 2.10d), antenna-coupled terahertz detectors 

(Fig. 2.10e), saturable absorbers, as well as optical modulators and frequency converters 

[108]. A schematic overview of graphene-based photonic applications is reported in Fig. 

2.11. 

 

    

 

Fig. 2.10 – Additional examples of graphene-based photonic devices, including: (a) inorganic solar cells, (b) LEDs, 

(c) flexible windows, (d) capacitive touch screens [108] and (e) antenna-coupled graphene THz detectors [130]. 

(a) (c) (b) 

(d) (e) 
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Fig. 2.11 – Summary of the main applications of graphene Photonics and Optoelectronics.
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Chapter 3  

Experimental activity 

 
Graphene can be thought as the common framework in which all the experimental 

activity carried out throughout my 3 years PhD program developed. In particular, two 

main experimental sections can be distinguished according to the tackled topic. The first 

one describes my work with Graphene Field Effect Transistors (GFETs), including: 

fabrications, performed at the Institute of Nanotechnology (INT) of the Karlsruhe 

Institute of Technology (KIT), design and electro/optical characterizations, performed at 

the Laboratorio di Elettronica delle Microonde (LEM) of the University of Palermo. 

The second section, instead, concerns the development of a novel kind of X-Ray 

detector, based on polycrystalline grade diamond substrate and Reduced Graphene 

Oxide (RGO) contacts, whose fabrication has been carried out at the Stanford 

Nanofabrication Facility (SNF) and at the Stanford Nano-Center (SNC), while design 

and preliminary tests have been performed at the SLAC National Accelerator 

Laboratory. Great attention has also been paid to the development of a dedicated 

software to automate the measurement benches and to facilitate the DC/microwave and 

optical characterizations of GFETs. An overview of the main implemented codes will 

be reported in Appendix B. Some notes on a supplementary study concerning the ring 

resonator method employed for the measurement of substrates dielectric constant will 

be briefly introduced in Appendix A.   

 

3.1 - Graphene for field effect transistors  

 

In this work, three different fabrication runs (namely Run #1, Run #2 and Run #3) have 

been carried out. Although each one differs from the others for specific details and will 

be described in a separate dedicated section, some steps concerning the fabrication 

procedures are the same and will be presented in the next two paragraphs. Details on the 

layouts employed will be presented instead at the beginning of each specific section. 

The measurement benches employed for GFETs characterizations will be also 
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introduced and then, the specific description of the results obtained from each run will 

be reported. 

 

3.1.1 - Outline of GFETs fabrication 

 

Transistors have been manufactured on C-Plane sapphire [131], [132] (Fabrication 

Run#1, Fabrication Run #2, Fabrication Run#3) and silicon (Fabrication Run #1) 

substrates, employing always a dual bottom-gate geometry. Details on the layout 

employed in each fabrication run will be given in the related specific sections. Due to 

the importance of reducing fabrication contaminants (see Chapter1), every fabrication 

procedure starts with the substrate cleaning (Fig. 3.1a). This has been performed by a 

first sonication step in acetone and isopropanol (IPA) followed by oxygen plasma 

cleaning (employing a flow of 10 sccm, 100 W power and 100 mTorr) and final hot 

plate baking at 200 °C for 15 minutes. Then, an eight steps lithography process follows 

to define devices geometry. This has been performed through a Raith eLine Electron 

Beam Lithography (EBL) system [133], in a 30 kV acceleration voltage, ~ 7∙10
-10

 mbar 

gun pressure and ~ 2∙10
-6

 mbar chamber pressure configuration. A 20 μm aperture, 

combined with a 100 μm writing field and 8 nm step size, has been used for high 

resolution writing steps (i.e., gates and drains patterning), while a 120 μm aperture, 400 

μm writing field and 60 nm step size has been employed when lower resolution could 

be accepted (i.e., larger masks) and faster writing procedures required. Additional 

details on the optimization of other EBL system parameters will be given in a separate 

section. A ~ 200 nm thick, 4.5 wt% Poly(methyl methacrylate) (PMMA) film has been 

used as positive E-beam resist for all the lithographic steps, with the exception of the 

thick (300 nm) GFETs pads mask, for which a ~ 900 nm thick, 8 wt% PMMA layer has 

been required. After every PMMA-coating step, hot plate prebaking at 180 °C for 1 

minute has been performed to facilitate the physical removal of PMMA casting solvent 

and improve resist adhesion on the sample. When EBL needed to be performed on 

sapphire substrates (that is, insulating ones), ESpacer conductive polymer has been spin 

coated after every PMMA deposition, followed by substrate N2 drying and hot plate 

baking at 100 °C for 1 minute. This additional coating step helps preventing negative 

charge buildup which can occur on insulating substrates when exposed to an electron 
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beam, causing beam deflection and, as a consequence, pattern distortion. Although very 

expensive, ESpacer is a “user friendly” anti-charging method, as it can be easily 

removed before development by rinsing in water. In our case, ESpacer 300Z from 

Showa Denko K.K. has been used [134]. PMMA resist development has been 

performed through Methyl isobutyl ketone (MIBK). In particular, samples have been 

soaked in 1:3 MIBK:IPA solution for variable times (from 15 s to 45 s), depending on 

MIBK temperature and electron beam dose. Then, rinsing in IPA and N2 drying 

followed. After the substrate cleaning procedure described at the beginning of this 

section, the lithography process starts with markers and dual gate geometry patterning 

by EBL followed by metal evaporation and lift-off in acetone (Fig. 3.1b).  

 

       

Fig. 3.1 – Outline of GFETs fabrication. 
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Details on the employed metal evaporation methods and deposition parameters for all 

the GFETs fabrication runs are summarized in Table 3.1. Then, oxide masks have been 

patterned and Atomic Layer Deposition (ALD) systems have been used to deposit ~ 10 

nm high quality gate oxide (Fig. 3.1c). Scratching of the PMMA/oxide stack along the 

chip edges before oxide lift-off has shown to be necessary to facilitate acetone 

penetration underneath, due to the conformal nature of depositions performed by ALD. 

Additional details concerning this process are reported in Table 3.2.  

Once the metal/oxide structure is ready, graphene transfer onto the chip can be 

performed, followed by graphene mask patterning by EBL (Fig. 3.1d). In particular, two 

graphene etching masks have been designed. In the former, a 40 μm x 20 μm 

rectangular mask has been used. In the latter, a meander geometry has been chosen in 

which rectangular cuts, 0.8 μm wide, have been patterned in those regions 

corresponding to the metal/graphene interface areas in order to reduce the contact 

resistance [98]. Micrographs of the above-mentioned graphene masks are reported in 

Fig. 3.2. Some details on the graphene transfer procedure will be presented in the next 

section. 

 

 

Fig. 3.2 – (Left) Rectangular and (right) meandered graphene etching masks. 

 

Then, graphene patterning has been performed by Reactive Ion Etching (employing 15 

sccm of O2 at 30 W and a chamber pressure of 60 mTorr) for ~ 1 minute. After that, 

source and drain structures have been patterned and then metal deposition and lift off in 

acetone followed (Fig. 3.1e). Finally, contact pads have been deposited (Fig. 3.1f).        

 

 

 

10 μm 10 μm 
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Run #1 Metal    

 Metal Thickness 

[nm] 

Method Rate  

[nm/s] 

Gate Ti 5 E-Beam 0.03 

 Pd 40 E-Beam 0.12 

Source/Drain Ti 5 E-Beam 0.03 

 Pd 100 E-Beam 0.12 

Pads Cr 5 Thermal N/A 

 Au 300 Thermal N/A 

Run #2 Metal    

 Metal Thickness 

[nm] 

Method Rate  

[nm/s] 

Gate Ti 5 E-Beam 0.03 

 Au 40 E-Beam 0.12 

Source/Drain Ti 5 E-Beam 0.03 

 Au 100 E-Beam 0.12 

Pads Au 300 E-Beam 0.12 

Run #3 Metal    

 Metal Thickness 

[nm] 

Method Rate  

[nm/s] 

Gate Cr 3 E-Beam 0.02 

 Pd 50 E-Beam 0.15 

Source/Drain Ti 3 MBE 0.008 

 Al 50 MBE 0.12 

Pads
(*) 

- - - - 

Table 3.1 – Main deposition parameters employed for electrodes fabrication. 

(*) No pads deposition has been possible due to a failure in the E-Beam evaporator.  
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Run# Oxide Precursors Cycles Thickness 

[nm] 

ALD System 

1 Al2O3 TMA/H2O 160 at 100°C 11  R-200 Advanced [135] 

 

2 Al2O3 TMA/H2O 160 at 100°C 11  R-200 Advanced  

 TiO2 TiCl4/H2O 220 at 100 °C 13 R-200 Advanced  

 HfO2 TEMAH/H2O 107 at 120 °C 11 R-200 Advanced  

 

3 Al2O3 TMA/H2O 91 at 90 °C 10 Savannah [136] 

 
Table 3.2 – ALD parameters for gate oxide depositions performed for each fabrication run.  

TMA refers to Trimethylaluminum, TEMAH to Tetrakis(dimethylamido)hafnium. 

 

3.1.2 - Graphene transfer process 

 

In this work, monolayer CVD-grown graphene films have been used for GFETs 

fabrication. They have been provided by Prof. Jang and Prof. Ahn from Yonsei 

University, on SiO2/Si substrates after being grown on copper foils and then transferred 

on the SiO2/Si wafer [137]. Then, an additional transfer procedure is needed to transfer 

graphene film on the final target substrate. Great care is required during this 

technological step since it can strongly influence final graphene properties. An 

overview of graphene transfer procedure from the starting SiO2/Si substrate to the target 

chip is depicted in Fig. 3.3. As it can be noticed, a combination of wet and dry transfer 

techniques has been used.  

The transfer procedure has been performed as follows: 

 A 800 nm PMMA layer is spin coated on top of the starting chip (Fig. 3.3a); 

 After scratching the edges, the chip is soaked in a 1 mol NaOH water solution to etch 

the SiO2 layer underneath the graphene film (Fig. 3.3b, Fig. 3.4). Just before the SiO2 

layer has completely dissolved, the chip is put in ultrapure distilled water; 
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Fig. 3.3 – Overview of graphene transfer procedure from the original Si/SiO2 support to the target substrate. 

 

 

                                                                        
Fig. 3.4 – The PMMA/graphene film deposited on top of SiO2/Si chip is soaked in a NaOH water solution (left) to 

facilitate SiO2 etching and, consequently, the separation from the support substrate (right).  

 

 Once in water, the PMMA/graphene is gently stirred to help the separation of the 

assembly from the Si support. A flexible PDMS substrate is used to “fish” the 

PMMA/graphene assembly and, then, the PDMS/PMMA/graphene stack (now 

simply called “the stack”) goes through an overnight drying (Fig. 3.3c, Fig. 3.5); 
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          Fig. 3.5 – Once PMMA/graphene has been almost completely removed from the original substrate, the chip 

is gently stirred to help the separation from the Si support (left). Then, a flexible PDMS substrate is used to 

“fish” the PMMA/graphene assembly (right). 

 

 The  target substrate is fixed into a microscope stage, heated up to 60 °C and then 

the stack is aligned on it; 

 Once the stack is put on top of the target substrate, the microscope stage is heated 

up to 120 °C and both the stack and the substrate are left in contact for 10 minutes 

(Fig. 3.3d); 

 The stack is lifted up, leaving the PMMA/graphene assembly on top of the target 

substrate (Fig. 3.3e); 

 The substrate is cleaned in acetone and IPA to remove the PMMA layer while 

leaving the graphene film on top of it (Fig. 3.3f).  

 

3.1.3 - Graphene film characterization  

 

Raman spectroscopy has been employed to provide a fast, non-destructive analysis on 

graphene films after the transfer procedure. In Fig. 3.6a, a typical Raman spectrum of 

graphene deposited on top of the gate/oxide stack is shown. In fig. 3.6b, instead, the 

spectrum is measured outside the patterned graphene area after undergoing the O2-

plasma reactive ion etching cycle. The distinctive G (~ 1587 cm
-1

) and 2D (2680 cm
-1

) 

peaks shape shown in Fig. 3.6a confirm the quality of the transferred monolayer 

graphene [138], while the flat spectrum reported in Fig. 3.6b proves the effectiveness of 

the etching recipe. In Fig. 3.6c, from [139], the same characterization has been reported 

for graphene transferred on top of the three different oxides employed during GFETs 

Fabrication Run #2 (i.e., Al2O3, TiO2 and HfO2 respectively). 

Graphene/PMMA on  
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PMMA/Graphene in 

H2O 
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Fig. 3.6 – (a) A typical Raman spectrum of the employed graphene films after the transfer procedure, showing the 

distinctive G and 2D peaks, and (b) after the etching process. The dots in the arrows give a generic indication of the 

point where the spectra have been collected. In (c), from [139], Raman spectra of graphene deposited on top of the 

different oxides employed during the Fabrication Run #2 are also reported.   
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3.1.4 - Some notes on E-Line parameters optimization 

 

A wrong choice of E-Line parameters (like aperture, writing field size, dose, etc.) may 

strongly influence the final device geometry. Moreover, when several subsequent 

lithography steps are required and several devices need to be written for each step, 

misalignment issues can also make EBL writing tricky. In our case, an automatic 

alignment procedure has been performed for each lithography step. During this process, 

the system, after a first raw manual alignment, performs some automatic E-beam line 

scans in the x- and y- directions, in order to find the user-defined markers (i.e., 

alignment crosses). A threshold-based algorithm, aimed at detecting light intensity 

change is then used to exactly determine the crosses location and to properly perform 

the writing field alignment (Fig. 3.7a). Markers position choice can potentially help this 

procedure. In our work, layouts with different positions of the most inner markers (i.e., 

the ones used to align the gate and the source/drain masks) have been tested to find the 

best alignment capabilities of the EBL system in our operating conditions.     

   

          

Fig. 3.7 – (a) A typical marker employed during the EBL writing field alignment procedure in which the system 

performs automatic scans (red lines) to locate the user-defined alignment crosses. (b) and (c) show two different 

markers locations tested to minimize misalignment issues. In (d) a detail of the GFET active region considered to 

evaluate writing field misalignment is reported.  

 

The shift between the left and right gate/source distances (ΔGSLeft and ΔGSRight, 

respectively) has been considered as the misalignment measurement, that is ΔShift = 

32 μm 
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|ΔGSLeft - ΔGSRight| (Fig. 3.7b-d). In particular, the location of the above-mentioned  

markers has been moved from 32 μm to 11 μm (Fig. 3.7b, c). Nevertheless, no less than 

~ 50 nm misalignment error (i.e., ΔShift) has been found. This limit is assumed to be 

related to both the high aspect ratio of the layout employed and to some pattern 

distortions caused by the insulating nature of the substrate employed, despite the use of 

the ESpacer. In order to guarantee a proper geometries development after PMMA 

exposure, before starting devices fabrication some E-beam dose tests have also been 

performed (considering the gate structures, which are the most critical geometries to be 

exposed). As example, some results are grouped in Fig. 3.8.   

 

                           

Fig. 3.8 – An example of E-beam dose optimization performed before the beginning of every fabrication run to 

guarantee a proper development after PMMA exposure. (a), (c) and (e) depict the gate fingers in the middle of the 

channel while (b), (d) and (f) refer to the end of the gates launcher. 
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3.1.5 - Measurement set-up description 

 

Both DC/microwave and optical (IR) characterizations have been performed on the 

fabricated transistors. Details on the specific results for each fabrication run will be 

presented in subsequent relevant sections. In this paragraph, a description of the 

employed measurement set-up will be given. A multifunctional bench has been 

developed at LEM to satisfy the requirement of evaluating flexibly both DC/microwave 

and optical responses of our transistors. A schematic of the complete set-up is reported 

in Fig. 3.9.   

 

       

Fig. 3.9 – Simplified diagram of the multifunctional microwave/optical bench developed to perform GFETs 

characterizations.  

 

First, the DC/microwave section of the bench will be described. A Keysight N5232A 

Vector Network Analyzer (VNA) [140], combined with a Cascade Summit 9000 wafer-

probe station, has been used to measure GFETs Scattering parameters (S-parameters). 

Measurements have always been performed in the frequency range [300 kHz, 20.003 

DC/μW 

Opto 
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GHz] employing Cascade ACP40 probes (for Fabrication Run #1 and Fabrication Run 

#2 devices) and Cascade Infinity probes (for Fabrication Run #3 devices, due to the 

aluminum-made electrodes) [141] while connection between the probes and the VNA 

has been guaranteed employing high-stability coaxial cables. Device Under Test (DUT) 

bias (i.e., gate and drain voltages) has been performed through two Keithley 2400 

Source Meter Units (SMUs) [142] as well as the measurements of both gate and drain 

DC currents. Separation between DC and RF sections has been obtained employing two 

external bias-tee networks from Pulsar [143].  

The optical part of the bench has been implemented in order to perform IR 

optical characterization of GFETs simultaneously to the DC/microwave measurements. 

A 1.55 μm erbium fiber laser (IPG Photonics ELT-1-CL-SF-LP [144]) has been used as 

optical source. Once aligned, the IR beam has been first chopped at 667 Hz and then 

coupled, through an Edmund DIN 20 microscope objective, into a single mode optical 

fiber whose output facet has been placed at a distance of ~ 1.5 mm from the DUT. A 

405 nm laser diode has been used to permit the desired laser spot centering on the DUT. 

To this purpose, the fiber end has been attached to a micrometric positioner by Suss 

Microtech. When the measuring system is switched into the optical characterization 

configuration, the drain bias is applied through a battery-resistance (VDD-RDD) 

combination. This arrangement allows to reduce the low-frequency AC noise level with 

respect to the one typically associated to a digital SMU and to develop (through the 

appropriate choice of RDD) the desired optically-induced AC signal to drive the lock-in 

amplifier. In particular, a Stanford Research System SR830 dual-phase unit [145] was 

adopted, with the reference synchronization signal obtained from the optical chopper. 

The photocurrent can then be calculated as the ratio between the measured photovoltage 

and the RDD resistance value. A photograph of the complete measurement bench is 

reported in Fig. 3.10a. In Fig. 3.10b, instead, a detail of the optic fiber placed between 

the coplanar probe tips is shown. The IR beam spot size has been calculated analytically 

[146] and a value of 5.3 μm has been found. Then, the beam spot area shining on the 

sample (0.065 mm
2
) has also been estimated by calculating the free space propagation 

profile of the beam starting from the output facet of the fiber and for a distance equal to 

the one between the fiber end and the DUT.  
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A set-up allowing temperature-controlled measurements, in the range [10 °C, 70 °C] has 

also been developed. This was implemented by making use of a Peltier cell, attached to 

the wafer probe-station plate, and by putting the DUT on top of it. An optical-fiber 

thermometer touching the DUT border has been employed to accurately determine the 

chip temperature. A photograph of the above-mentioned set-up is reported in Fig. 3.10c.  

To control in an automated manner all the parameters required for a complete 

transistor electro/optical characterization (bias voltages/currents, impinging optical 

power, substrate temperature, etc.), an IEEE-488 bus and a PC-based master unit has 

been adopted. For its operation, a set of purposely developed HTBasic software 

programs was implemented. This choice significantly reduces the time required to 

perform the many setups/acquisitions implied by these extensive DUT characterizations 

and improves reliability of the great amount of collected data. 

Additional auxiliary HTBasic software modules and MATLAB scripts have also 

been developed to post-process the raw measured data and help the user having global 

indications on devices performance (evaluation of device global figures of merit, 

optimal bias regions, etc.). Additional details on the above cited HTBasic bench-

automation software modules will be reported in Appendix B while some notes on the 

preliminary required VNA calibration will be given in Appendix A.  
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Fig. 3.10 – (a) Photograph of the microwave/optical bench developed at LEM. (b) Detail of the microwave probes 

employed to contact the transistors and of the optical fiber used to illuminate the sample. (c) Detail of the Peltier Cell 

and of the optical-fiber thermometer employed for preliminary temperature-controlled measurements. 
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3.2 - GFETs Fabrication Run #1  

 

3.2.1 - Motivation 

 

During GFETs Fabrication Run #1 (FR #1), the influence of both the substrate material 

and the layout symmetry/asymmetry have been investigated. It is well known that the 

substrate choice can strongly affect final devices performance. This is true also for 

graphene-based devices, in which the interactions graphene-substrate may strongly 

deteriorate graphene intrinsic characteristics. As already described in the first chapters, 

Si/SiO2 has been widely employed as a support material for devices employing 

graphene (both for high frequency and photonic applications), due to several 

advantages. First, Si/SiO2 substrates allow effective modulation of GFETs channel 

conductivity through the use of simple, low cost, back-gate structures. Silicon substrates 

also offer enhanced optical contrast, a property that turns out to be useful when dealing 

with graphene transfer procedures under microscope view. Si/SiO2 stacks are also 

slightly affected by negative charge buildup occurring during E-beam lithography steps 

thus making unnecessary the usage of conductive polymer prior to the exposures. 

Finally, focusing on graphene photonics, Si allows the fabrication of guiding structures 

that, in principle, can help improving detectors responsivity, as shown in Chapter 2. 

Nevertheless, additional aspects need to be taken into account, most of which relates to 

the intrinsic difficulties of modifying graphene atomic structure as less as possible. 

From this outlook, Si/SiO2 substrates may not be the best choice. In addition, as already 

anticipated in Chapter 1, it has been demonstrated that the interactions between 

graphene and SiO2 polar modes can cause significant alterations of graphene properties 

[27], while additional scattering phenomena caused by the low surface phonon energy 

and large trap density shown by SiO2 may deeply deteriorate device performance [147]. 

In [132], sapphire was proved to be a more valid solution. Its low losses, high dielectric 

constant and high thermal conductivity [148], in fact, make it an interesting candidate 

for microwave electronics although its high energy gap suggests that a worse 

performance is expected for optoelectronic applications. Moreover, its higher surface 

flatness, compared with Si/SiO2 substrate, should guarantee a better graphene 
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uniformity across the chip. Due to our interest in both microwave and photonic 

properties of graphene, in FR #1 GFETs have been fabricated on both a 330-nm-thick 

SiO2 deposited on top of a p-doped 525-μm-thick Si wafer and on a 330-μm-thick 

sapphire [131] substrate. Both chips have been fabricated simultaneously, thus ensuring 

constant processing conditions. Moreover, in this fabrication run, a comparison between 

symmetric and asymmetric GFET layouts has been carried out. In such context, 

symmetry refers to the gate/source (ΔGS) and gate/drain (ΔGD) distances. In other 

words, for “asymmetric layout” I denote a layout in which ΔGS and ΔGD are different 

(details will be given in the next section). In previous works [132], [139], transistors 

have always been fabricated employing the same values for both spacings, while in non-

graphene FET technology a larger width between gate and drain contacts is often used, 

to reduce the gate drain capacitance and improve the high-frequency performance (see 

Appendix A for more details on this topic). Nevertheless, due to their peculiar principles 

of operation, which make graphene-based transistors quite different from conventional 

devices, the influence of the layout asymmetry in GFETs has been experimentally 

investigated.   

 

3.2.2 - Chip design 

 

For FR #1, a dual local bottom-gate has been chosen as GFET structure. The fabrication 

procedure followed the outline previously described while, for electrodes and oxide 

depositions, the recipes reported in Table 3.1 and Table 3.2 have been employed. With 

reference to the device layout, the design reported in Fig. 3.11 has been used for gates, 

drain and sources electrodes. It consists of two separate sections: an extrinsic part, 

including source (S) metallizations and gate (G) and drain (D) launchers in tapered 

coplanar wave guide technology (the red dotted region shown in Fig. 3.11), and an 

intrinsic part, which comprises the transistor active region and G-S-D electrodes (the 

black dotted region depicted in Fig 3.11). In this way, the extrinsic part design can be 

kept constant for all the devices fabricated, including the additional passive structures 

implemented on chip to help with the de-embedding procedure, as it will be discussed 

later. The gate- and drain-launchers have been dimensioned by employing a 

combination of both closed-form (compact) models and 3D electromagnetic 
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simulations. Substrates parameters values employed in simulations have been validated 

through the use of an additional set of specifically designed test structures (more 

precisely a pair of ring resonators), as described in Appendix A. As for the contact pads 

(symmetrical) spacing and size, their value has been chosen equal to the one employed 

in the Impedance Standard Substrates (ISS) used for the on-wafer VNA calibration, 

with the 150 m pitch Cascade probes adopted (see Appendix A for additional details 

on this topic). This choice allows to deal with the same parasitic elements of the 

extrinsic device, independently from the specific DUT to be characterized. Device 

geometries chosen for fabrication are summarized in Table 3.3, in which the values of 

the different ΔGS and ΔGD spacings are also reported.  

                            

Fig. 3.11 – (a) GFET layout employed during FR  #1. The black dotted region depicts a zoom of the intrinsic active 

device. In (b), a micrograph of the above-mentioned layout is reported. All the transistor dimensions are summarized 

in Table 3.3.  

 

Eighty devices have been fabricated in each substrate, divided into two main families, 

according to the gate/source spacing ΔGS (namely, the “A-family”, for ΔGS = 0.25 μm 

and the “B-family”, for ΔGS = 0.125 μm). Then, for each family, three groups of 

different devices have been made, each one showing specific values of the ΔGD width, 

as summarized in Table 3.3. In addition, a set of test-devices has also been fabricated on 

the substrate to help with the de-embedding procedures, including: “open”, “short” and 
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“thru” line patterns [149]. Micrographs of the above-mentioned test devices are reported 

in Fig. 3.12. 

 

       Parameter 

Group 
W L 

Gate 

Width 

Drain 

Width 

Gate 

Length 
ΔGS ΔGD 

A0 370 240 0.25 3 20 0.25 0.25 

A2 370 240 0.25 3 20 0.25 0.75 

A3 370 240 0.25 3 20 0.25 1 

B0 370 240 0.25 3 20 0.125 0.125 

B2 370 240 0.25 3 20 0.125 0.5 

B3 370 240 0.25 3 20 0.125 0.75 
 

Table 3.3 – Summary of the main transistors physical dimensions (in µm) employed during the FR #1. ΔGS and 

ΔGD refer to the gate/source and gate/drain spacings, respectively. 

 

 

Fig. 3.12 – Micrographs of the test-devices fabricated to facilitate the de-embedding procedure, including: (a) “open”, 

(b) “short” and (c) “thru” structures. 

 

3.2.3 - DC/Microwave characterization results 

 

The DC and small-signal AC characterization of the fabricated GFETs have been 

performed employing the DC/microwave configuration of the integrated measurement 

bench previously described (Fig. 3.9). Thanks to the purposely-developed control 

software, both DC and microwave measurements have been carried out at the same time 

for each bias point in the investigated range of operating conditions. This characteristic 

turns to be of fundamental importance in order to reduce as much as possible the 

hysteretic behavior affecting graphene-based devices [39]. Details on the specific 

time/bias sequences implemented by the control software are reported in Appendix B. 
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As to the DC characterization, static curves have been collected by sweeping the 

gate/source voltage (VGS) in the range [-1.25 V, 1.75 V], for the sapphire substrate, and 

[-0.75 V, 2.25 V] for the Si/SiO2 substrate, while the range [-1 V, 1.25 V] has been 

chosen for the drain/source voltage (VDS). These voltage ranges were selected to 

roughly center the transfer characteristics around each device-specific Dirac point. 

Simultaneously, S-parameters have also been collected in the frequency range [300 

kHz, 20.003 GHz, 401 points log-scaled] and in standard environmental conditions. 

Figure 3.13 compares both DC and high frequency (in terms of the Short-Circuit 

Current Gain, |h21|) responses of two representative devices fabricated in sapphire and 

Si/SiO2 substrates. In particular, measurements refer to devices belonging to the A2-

group although similar relative trend has been found for transistors belonging also to the 

other groups. Plots shown in Fig. 3.13a depict transfer characteristics, the incremental 

low-frequency transconductances (gm) and the output characteristics. 

 

Fig. 3.13 – (a) Transfer characteristics, incremental DC transconductance plots and output characteristics of two 

representative devices fabricated on sapphire and Si/SiO2 substrates, respectively. In (b) the related |h21| plots are 

shown. Graphs refer to de-embedded data. 

 

As it can be noticed, sapphire samples show a more effective drain current modulation 

through the gate voltage than Si/SiO2-based devices, as confirmed by the higher gm 

(almost double) and the broader fan-spread in the output characteristics. In a subsequent 

post-processing phase, the Short-Circuit Current Gain (|h21|) has also been extracted 

Si/SiO2 

-1 0 1.25 

VDS [V] 

-0.75 0 2.25 

VGS [V] 

Sapphire 

-1 0 1.25 

VDS [V] 

-1.25 0 1.75 

VGS [V] 

(a) 

(b) 

2.1 GHz  

3.7 GHz  



64 
 

from the measured S-parameters and the results, referring to de-embedded data, are 

reported in Fig. 3.13b. The |h21| plot confirms the better performance of sapphire-based 

devices which show an average cut-off frequency almost two times higher than GFETs 

fabricated on Si/SiO2. The improvement in the high-frequency performance is supposed 

to be related not only to a higher value of the static transconductance shown by sapphire 

samples but also to a lower parasitic capacitive contribution offered by the highly 

insulating sapphire substrate. This can be observed in Fig. 3.14a and b, where s11 and 

s22 of two representative GFETs, fabricated on both substrates, have been reported, 

showing an enhanced capacitive behavior of Si/SiO2 based devices. The same trend is 

confirmed in Fig. 3.14c, where measurements referring to “open” test structures, 

fabricated on both substrates, are reported. Notice that, in this case, raw (i.e., not de-

embedded) measurements are shown. 

 

                 

Fig. 3.14 – s11 and s22 parameters of two representative GFETs fabricated on (a) sapphire and (b) Si/SiO2 substrates, 

showing the lower capacitive contribution offered by sapphire-based devices. The same trend is confirmed in plot (c), 

depicting the s11 parameter of “open” test devices made on the above-mentioned substrates. Graphs refer to raw data. 

 

With reference to the investigation of the influence of device asymmetry, measurements 

refer to devices with different ΔGS and ΔGD spacings, fabricated on sapphire substrates 

only.  Figures 3.15 and 3.16 report DC characterization data for both the A- and the B-

families, with depicted measurements referring only to those devices showing the best 

high-frequency performance for each GFET group. In particular, Fig. 3.15a, b and c 

show the transfer characteristics, low-frequency transconductance and output 

characteristics for the A0, A2 and A3 group, respectively. The same measurements, 

performed for the B0, B2 and B3 groups, instead, have been sorted in Fig. 3.16a, b and 

c, respectively. A decrease in terms of both the maximum drain current and channel-

current modulability through the gate-source voltage is observed, for each GFET 

(a) (c) (b) 
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family, when the gate/source, gate/drain asymmetry is increased. This is clear looking at 

the higher values of gm and larger spread of the output characteristics of the symmetric 

structures (Figures 3.15a and 3.16a) with respect to the asymmetric ones (Figures 

3.15b,c and 3.16b, c). As reported in Fig. 3.17, cut-off frequencies follow the same 

trend, with the fT values decreasing with the increase of the layout asymmetry. This fact 

confirms that the physics of graphene-based FETs is somehow different from the 

standard ones, with the gate/drain spacing significantly influencing the device 

transconductance achievable for a given gate/source spacing. 

This phenomenon is observed in both GFETs families, with devices belonging to 

the B set exhibiting average higher fT values due to the narrower gate/source spacing.  

 

 

Fig. 3.15 - Transfer characteristics, incremental DC 

transconductance plots and output characteristics of 

the best devices belonging to the (a) A0 group, (b) 

A2 group and (c) A3 group. 

Fig. 3.16 - Transfer characteristics, incremental DC 

transconductance plots and output characteristics of 

the best devices belonging to the (a) B0 group, (b) 

B2 group and (c) B3 group. 
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Fig. 3.17 – |h21| plots for the best devices belonging to the (a) A-family and (b) B-family, respectively. Cut-off 

frequency values are highlighted.  

 

3.3 - GFETs Fabrication Run #2   

 

3.3.1 - Motivation 

 

Aim of Fabrication Run #2 (FR #2) is the study of the influence of the gate-isolation 

dielectric in graphene-based transistors considering both the DC/microwave 

characteristics and the optical response. It is to be pointed out that all the experimental 

activity concerning this specific study has been carried out in cooperation with M.A. 

Giambra, a former PhD student at the University of Palermo, who started working on 

graphene FETs one year before me [139].  

 As well-known from theory, the possibility of producing high performance, 

highly integrated transistors relies on several factors among which the gate dielectric 

can play a significant role, especially when dealing with high speed devices. In the last 

years, in fact, the rapid shrinking of transistors dimensions, aimed at improving devices 

performance, caused both the channel length and the gate dielectric thickness to 

decrease accordingly [150]. From CMOS technology indeed a reduction of the oxide 

capacitance (i.e., Cox) is desirable to increase the drive current and, consequently, 

decrease the average switching time [151]. Also, from conventional MOSFET, it is 

known that a higher value of the oxide capacitance helps increasing the 

transconductance and therefore the cut-off frequency too [93]. The most intuitive way 

of increasing the oxide capacitance is the thickness reduction but this choice is generally 
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avoided since it leads to an increase of the unwanted leakage current and can decrease 

devices reliability. For all these reasons, a great interest for the so-called high- 

dielectrics arose during the years, since their use may help designers to increase Cox 

without acting on the dielectric thickness [151], [152]. Of course additional tradeoffs 

need to be carefully considered, especially between the dielectric constant and the 

semiconductor/oxide band offset. A good dielectric, in fact, should guarantee a 

sufficiently high factor but also a high band offset  with the surrounding 

semiconducting material (to produce low leakage current). Moreover, it should not 

negatively affect the carrier transport properties of the target substrate and be “friendly” 

deposited on it. Of course not all these requirements can be met at the same time and a 

compromise needs to be found (Fig. 3.18a, b). Of course, these arguments can be 

extended to graphene-based transistors too. More precisely, in this case, additional 

issues arise from the intrinsic chemical inertness of pristine graphene with respect to the 

precursors employed for oxides deposition and the difficulties in preserving graphene 

electronic properties when interacting with other materials.  

Accordingly, in this part of the experimental activity, a study of the influence of 

the gate dielectric material on GFETs DC/microwave performance has been developed. 

Subsequently, the possible use of our devices as IR detectors has been investigated and 

the influence of the gate oxide experimentally observed. In particular, three different 

dielectric materials have been considered, namely: aluminum oxide (Al2O3), titanium 

oxide (TiO2) and hafnium oxide (HfO2). This choice relates to the highly different 

electric and thermal properties shown by the above-mentioned dielectric materials, as 

reported in Fig. 3.18c, and to the possibility they offer of being easily deposited through 

ALD systems.  
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Fig. 3.18 – (a) Dielectric constant vs. band gap for SiO2, Al2O3, HfO2 and TiO2. (b) Energy band diagram for a 

typical metal/oxide/p-type semiconductor structure showing the different semiconductor/oxide band-offsets (Φ) for 

the above-mentioned gate dielectrics. (c) Comparison between dielectric constants () and thermal conductivity 

values (KT) of Al2O3, HfO2 and TiO2 (data from [152]–[155]). 

 

3.3.2 - Chip design  

 

For FR #2, dual local bottom-gate GFETs have been fabricated on sapphire substrates 

[131]. Concerning the single device layout, the design previously described has been 

used, as reported in Fig. 3.19 for the sake of clarity. Also in this figure, the red-dotted 

region highlights the extrinsic part (including source metallizations and gate- and drain-

launchers) while the black dotted area comprises the intrinsic section with the transistor 

active region. The contact pads layout has been again chosen coherent with the one 

implemented in the 150 m pitch calibration ISS. Devices geometries employed are 

summarized in Fig. 3.19. Fifty-four active devices, subdivided into three groups 

according to the employed oxide (Al2O3, TiO2 HfO2, respectively), have been fabricated 

on the chip together with a complete set of test-devices, including: “open”, “short” and 

“thru” line patterns, as described in the previous section (Fig. 3.12). As for the 

electrodes and dielectrics depositions, the recipes summarized in Table 3.1, 3.2 have 

been used.  
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Fig. 3.19 - (a) GFET layout employed during FR #2. The black dotted region depicts a zoom of the intrinsic active 

device. In (b), a micrograph of the above-mentioned layout is reported. Transistor dimensions are summarized on the 

right side of the picture. ΔGS and ΔGD refer to the gate/source and gate/drain spacings, respectively.  

    

 

3.3.3 - DC/Microwave and optical characterizations results 

 

DC and microwave characterization has been performed employing the DC/microwave 

section of the measurement bench previously described (Fig. 3.9). Also in this case, the 

static and dynamic characterizations have been executed simultaneously, to guarantee 

the best possible data coherence and traceability, and reduce influence of hysteresis 

phenomena. Static curves have been obtained by sweeping the gate/source voltage 

(VGS) in the range [-1.5 V, 1.5 V] and the drain/source voltage (VDS) in the range [-1.25 

V, 1.25 V]. Transfer characteristics of a representative device for each oxide family are 

reported in Fig. 3.20a-c while the incremental low-frequency transconductance, 

gm = |∂ID ∂VGS⁄ |VDS=const, is reported in Fig. 3.20d-f. As it can be noticed from the 

position of the Dirac points, all these GFETs show a p-type behavior, while 

significantly different static characteristics are observed, depending on the gate 

dielectric employed. In particular, HfO2-based devices show a wider separation of the 

curves as a function of VDS as well as a more effective drain current control by VGS. 
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Fig. 3.20 – (a, b, c) Transfer characteristics, (d, e, f) incremental DC transconductance plots and (g, h, i) output 

characteristics of GFETs employing Al2O3, HfO2 and TiO2 as gate dielectric. 

     

As a consequence, HfO2-based transistors exhibit gm values almost three times higher 

than Al2O3-based devices and two times higher than TiO2-based devices. On the other 

hand, no significant improvement in terms of the ON/OFF ratio has been observed, with 

a maximum value just below 2 obtained in hafnia transistors. GFETs output 

characteristics are reported in Fig. 3.20g-i, revealing the typical linear behavior of 

graphene-based FETs for low drain/sources voltages, as discussed in the previous 

chapter. Again, wider broadening of the output characteristics has been obtained in 

HfO2-based devices, as expected from above results. It is to be pointed out that the 

experimental data obtained confirm that an increase in the gate oxide factor value 
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alone is not sufficient to guarantee a higher transconductance and, thus, better 

microwave performance. In fact, the highest values of gm measured have not been found 

in TiO2-based samples. When dealing with graphene, other aspects, mainly related to 

the quality of the graphene-dielectric material interface, need to be considered, as 

discussed later in this section. Together with DC measurements, S-parameters have also 

been collected, exploring the frequency range [300 kHz, 20.003 GHz, 401 points log-

scaled] in standard environmental conditions. From them, both the Short-Circuit 

Current Gain (|h21|) and the Maximum Available Gain (MAG) have been extracted for 

each device and the results compared. The computed average gains (referred to ten 

identical devices for each oxide group) are depicted in Fig. 3.21. Shown data refer to 

de-embedded measurements, obtained employing the approach suggested in [149], 

which makes use of the auxiliary test devices described in the previous section (Fig. 

3.12). Gain plots suggest that a significant improvement in terms of microwave 

performance can be obtained employing HfO2 as gate dielectric, as demonstrated by the 

higher values of the low frequency gains and by the higher values of both fT and fmax.          

 

 

Fig. 3.21 – Average short-circuit current gain (|h21|) and Maximum Available Gain (MAG) for GFETs employing 

different gate dielectrics. Maximum values of both the cut-off frequency (fT) and the maximum frequency of 

oscillation (fmax) are also reported. 

 

In particular, values of fT = 16.5 GHz and fmax = 13.2 GHz have been obtained for 

HfO2-based devices followed by Al2O3- and TiO2-based transistors, as summarized in 

Fig. 3.21. From DC data, the average contact resistance (RC) and the field effect 

mobility (μ) have also been extracted for the devices belonging to the three oxides 

groups. The results are reported in Fig. 3.22a, b.  
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Fig. 3.22 – (a) Average contact resistance and (b) field effect mobility for Al2O3, TiO2, and HfO2-based devices. In 

(c), ρμR, defined as the ratio between the field effect mobility and the average contact resistance, is depicted, proving 

the best high frequency performance of HfO2-based GFETs. 

 

As it can be noticed, Al2O3-based devices exhibit the highest contact resistance although 

showing the highest field effect mobility. The lowest value of contact resistance has 

been measured, instead, in HfO2-based transistors together with a mean value of 

mobility between the three oxides. Conversely, intermediate properties apply for TiO2-

based transistors. Clearly, since both low contact resistance and high field effect 

mobility are in principle requested, these data suggest that a trade-off needs to be found 

in the selection of the dielectric material/properties. To this purpose, a specific figure of 

merit (R), defined as the ratio between the field effect mobility and the contact 

resistance, can be introduced (Fig. 3.22c). Then, by plotting the above defined R as a 

function of the gate oxide, we can easily come to the conclusion that HfO2, although 

having a lower factor than TiO2, allows the designer to get the best compromise in 

terms of contact resistance and field effect mobility and, consequently, to obtain the best 

high-frequency performance.   

 Together with the study of the microwave response, the possibility of employing 

GFETs to sense infrared radiation has also been investigated. Although a lower 

responsivity was expected compared with graphene-based IR detectors described in 

literature [112], due to the specific microwave-oriented design employed, this approach 

gave the opportunity to exploit graphene multifunctionality. In particular, the aim of this 

study was to assess GFETs capabilities of both sensing an incoming 1.55 μm radiation 

and amplifying the generated electrical signal thus making these devices suitable for 
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telecom applications. At the same time, a study of the influence of the gate dielectric on 

the IR photoresponse has been performed. 

 Photoelectric measurements have been carried out employing the complete  set-

up previously described (Fig. 3.9), under standard environmental conditions, with the 

aim of finding the maximum GFETs IR responsivity, as function of both the transistor 

DC operating point and the gate oxide material. As to the bias ranges adopted for this 

combined electro-optical characterization, values typical of graphene-based high-

frequency transistors have been adopted. In particular, VDS has been varied in the range 

[0.06 V, 1 V] while VGS in the range [-1.5 V, 1.5 V], roughly bracketing the Dirac point. 

In a first measurement campaign, the dependence on VDS of the maximum drain/source 

photocurrent (Iph) generated under laser irradiation, and the one of the mean value of the 

lock-in current with no laser irradiation (referred as the noise current, In) has been 

evaluated. The results referring to Al2O3-based devices are reported in Fig. 3.23a. 

Subsequently, the ratio Iph/In has also been calculated, and its trend is reported in Fig. 

3.23b. As shown, an initial increase of the photocurrent (blue curve) as a function of 

VDS is found. Then, starting from VDS ≈ 0.5 V, a beginning of saturation can be noticed. 

On the other hand, concerning the noise contribution, an almost linear behavior is 

shown on the entire voltages interval swept. Consequently, a parabola-like curve is 

found for the Iph/In ratio with a maximum shown at VDS ≈ 0.4 V.  

               

 Fig. 3.23 - (a) Iph, In and (b) normalized Iph/In as function of VDS for Al2O3-based devices, at VGS = 0.7 V. 

An IR laser power of 7 mW was used to shine the sample. 

 

On the basis of this experimental result, the subsequent investigation of the IR response 

versus the injected laser power (in the range [0 mW, 7.6 mW]), was performed at this 

(a) (b) 
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specific drain/source voltage only. Notice that, also in this case, the dedicated bench 

automation software has permitted to perform simultaneous acquisition of both DC 

drain current (ID) and photocurrent (Iph), for each VGS value in the set. The measurement 

results obtained are reported in Fig. 3.24, where the static transconductance curve (gm), 

extracted from the transfer characteristic, is also shown. 

 

Fig. 3.24 – (a) ID, (b) gm and (c) Iph curves as a function of VGS for different values of the IR scan laser power. A 

drain/source voltage of 0.4 V has been used since the highest value of Iph/In is found in this bias conditions. 

 

From Fig. 3.24c, a monotonic increase of GFET photocurrent with the IR laser power 

shining on the sample is observed, as expected. More in detail, a maximum 

photocurrent value of ~ 0.5 nA has been measured under 7.6 mW laser irradiation for 

that bias voltage at which the transistor is found to show the maximum gm value. A shift 

of the photocurrent curves is observed (Fig. 3.24c), similarly to the static curves (Fig. 

3.24a,b). This behavior can be related to charge injection into the trap sites on the 

dielectric substrate, charge transfer from neighboring adsorbates and capacitive gating 

effects, which originate as a result of the alternating forward and backward gate-voltage 

sweepings [39]–[41], [156]. As for the photo-generation mechanism involved, the effect 

can be related to a first optical/electrical signal conversion followed by the 

amplification of the generated signal obtained through GFET transistor effect. No 

charge carriers are supposed to be provided by the substrate because of the high value of 

sapphire bandgap (7.3 eV) compared with the 0.8 eV impinging IR laser energy. The 

maximum photodetector responsivity (Rmax), defined as the ratio between the maximum 

photocurrent (Iph,max) and the optical power shining on the 40 μm
2 

graphene exposed 

area (i.e., not covered by the drain and source electrodes), has also been estimated. 
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Taking into account the Gaussian distribution of the beam intensity, Rmax has been 

obtained as: 

 

Rmax = 
Iph,max

OpticalPower
=

Iph,max

2P

πw2(∬ e
−2

x2+y2

w2 dxdyActive
Area

)

 ≅ 53
μA

W
 

 

where P is the maximum optical power impinging on the sample (7.6 mW) and w is the 

145 μm beam waist (1/e
2
 radius) on the sample. A value of Rmax ≅ 53μA/W has been 

found. As expected, measured responsivity is lower if compared to conventional 

graphene-based IR detectors due to the microwave-oriented design of our devices which 

was not optimized for radiation detection.   

 The same characterization has also been performed on TiO2- and HfO2-based 

devices, finding lower photocurrents and Iph/In ratios than those measured for Al2O3 

samples. In detail, Fig. 3.25 compares the photoresponse of GFETs employing the three 

different gate dielectrics, together with the corresponding static curves. Drain/source 

values have been chosen to maximize the Iph/In ratios. Optical measurements show that 

transistors employing Al2O3 exhibit the highest photocurrent value when VGS = 0.7 V, 

followed by TiO2-based devices. No photoresponse, instead, has been detected in 

samples with HfO2, independently on the DC operating point chosen. It has to be 

noticed that, in case of GFETs used as photo-detectors, a proper choice of the DC bias 

conditions has to be made to guarantee high sensitivity to the input optical signal. As to 

the photo-current generation mechanism involved in these photo-detecting devices, we 

notice a correlation between photocurrent and photo-induced shifts of static drain 

currents, which we believe to be in favor of photogating effect. The spatial distribution 

of surface or interfaces trap states, in fact, has been reported to cause the above-

mentioned horizontal shifts. Under laser irradiation, trap states can trap photo-generated 

carriers whose accumulation induces a gate electric field leading to a modulation of the 

channel conductance [156]. The analysis of both the static drain currents and the 

photoresponses of our devices allows us to conclude that different interface/trap states 

configurations are created after transferring graphene on top of the three dielectrics and 

that the use of Al2O3 as gate oxide gives rise to a more effective modulation of the 

channel conductance under laser irradiation and, consequently, to a higher photocurrent.   
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Fig. 3.25 - Static drain current (I
D
) and photocurrent (I

ph
) vs. gate-source voltage (V

GS
) for GFETs employing (a, b) 

Al2O3 (at VDS = 0.4V), (c, d) TiO2 (at VDS = 0.1V) and (e, f) HfO2 (at VDS = 0.2V) as gate oxide, with (red curves) and 

without (blue curves) laser power impinging on the samples at 7.6 mW. 

 

3.4 - GFETs Fabrication Run #3  

 

3.4.1 - Motivation and chip design 

 

Fabrication Run #3 (FR #3) has been dedicated to the development of a new GFET 

layout geometry aimed at improving transistors microwave performance. Following this 

new approach, the “U-shape” dual gate geometry previously employed has been 

compared with a “T-shape” dual gate layout with reduced access parasitics. In Fig. 

3.26a, b and Fig. 3.27a, b both GFET layouts have been reported to point out the 

differences. Figure 3.26c and Fig. 3.27c, instead, show a detail of the “U-shape” and 

“T-shape” gate geometry, respectively. As already anticipated previously, the single 

device layout consists of two separate sections in order to separate the intrinsic part 

(shown in the black dotted region of Fig. 3.26 and Fig. 3.27) by the extrinsic one 

(shown in the red dotted region of Fig. 3.26 and Fig. 3.27) which are the same for both 

the transistors and the test devices. The new layout has been specifically designed to 
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meet several requirements. From the fabrication point of view, the “T-shape” gate 

geometry allows to limit more effectively the influence of horizontal alignment errors, 

likely occurring during the various E-beam writing steps (as previously described), in 

the definition of gate/source and gate/drain spacings. In fact, by looking at the intrinsic 

device layout shown in Fig. 3.27a, an unexpected horizontal shift arising during sources 

and drain exposures would not affect the gate/source and gate/drain spacings, as it could 

happen, on the other hand, by using the “U-shape” geometry (Fig. 3.26a). The “T-

shape” layout allows also to reduce the gate and source parasitic elements, thus 

decreasing their negative influence on the device performance, and, at the same time, 

simplifies and makes more accurate the identification of the intrinsic transistor in the 

subsequent measurements de-embedding phase. For the same reason, the drain 

geometry has been conceived to mimic a 50 Ω coplanar waveguide structure (up to the 

very beginning of the transistor intrinsic region) employing a layout identical to the one 

pertaining the standard substrates used for the VNA calibration. Due to both the new 

source/drain geometries and the longer gate structure, better microwave performance is 

expected from GFETs made according to the new design. 

Transistors pertaining to both layouts have been fabricated on the same sapphire 

chip to perform a meaningful comparison of the geometries by employing the same 

processing conditions. This aspect has proved to be of great importance because of an 

unexpected failure in the E-beam evaporator during devices fabrication which, being 

non-recoverable in the allotted time window, prevented the deposition of the source and 

drain electrodes in Cr/Pd and forced to employ Ti/Al instead. For the same reasons, no 

deposition of the additional 300 nm Pd films, usually grown on contacting pads to 

reduce parasitic resistance and improve RF-probing reliability, was possible. This fact 

significantly influenced the output resistance of devices made during this fabrication run 

and, consequently, their DC/microwave performance, which is intrinsically inferior to 

the one obtained in the previous fabrication runs.  However, the comparison between 

the “U-shape” transistors (in the following called “A-family”) and “T-shape” transistors 

(in the following called “X-family”) is still meaningful, being the two families 

fabricated simultaneously and on the same chip. 

As a matter of fact, two sets of devices for each family (in the following called 

“Groups”) have been fabricated, each one showing specific values of both the 
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gate/source (ΔGS) and the gate/drain (ΔGD) distances. A summary of the geometries 

employed is reported in Table 3.4.  

 

                   

Fig. 3.26 – (a) GFET employing an “U-shape” gate layout fabricated during FR #3. The black dotted region depicts a 

zoom of the intrinsic active device. In (b), a micrograph of the above-mentioned layout is reported. In (c) a SEM 

picture shows a detail of the “U-shape” gate. All the transistor dimensions are summarized in Table 3.4. 

 

                

Fig. 3.27 - (a) GFET employing a “T-shape” gate layout fabricated during FR #3. The black dotted region depicts a 

zoom of the intrinsic active device. In (b), a micrograph of the above-mentioned layout is reported. In (c) a SEM 

picture shows a detail of the “T-shape” gate. All the transistor dimensions are summarized in Table 3.4.  
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       Parameter 

Group 
W L 

Gate 

Width 

Drain 

Width 

Gate 

Length 
ΔGS ΔGD 

AB 370 240 0.4 3.5 20 0.2 0.6 

AC 370 240 0.4 3.5 20 0.2 1 

XB 370 240 0.4 7 70 0.2 0.6 

XC 370 240 0.4 7 70 0.2 1 

 

Table 3.4 - Summary of the main transistors physical dimensions (in µm) employed during the FR #3. ΔGS and ΔGD 

refer to the gate/source and gate/drain spacings, respectively. 

In particular, eight transistors have been fabricated for both the AB and the AC group 

while three devices have been made for the XB and XC group respectively. In the 

following, all the measurement data refer to the devices showing the best microwave 

performance for each transistor group. Additional devices belonging to the A-family 

pertaining to other ΔGS and ΔGD geometries have also been fabricated on the chip but 

they have not been reported here since they do not evidence better performance. 

Transistors fabrication has been carried out according to the steps previously reported. 

In particular, for electrodes and oxide depositions, the recipes reported in Table 3.1 and 

Table 3.2 have been used. In addition to the transistors, two sets of test-devices have 

also been made on the substrate to facilitate the de-embedding procedure. For the A-

family, the same set of test-devices employed for FR #1 and 2 (Fig. 3.12) has been used.  

On the other hand, in addition to the old set, a new group of test-devices has been 

designed specifically for the X-family. In particular, two kinds of “short” structures and 

an “open-gate” launcher structure have been fabricated, as shown in Fig. 3.28.  

 

Fig. 3.28 - Additional test devices fabricated during the FR #3 to facilitate the de-embedding procedure, including 

two “short” structures (a, b) and an “open-gate” launcher structure (c).  

(a) (b) (c) 
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The layout of these test-devices has been specifically designed to make the 

identification of the parasitic components of GFET belonging to the X-family easier. 

Differently from what made for all the devices fabricated previously, for which de-

embedding has been performed according to a standard network [149], for all the 

transistors belonging to FR #3 an ad-hoc embedding network has been synthesized 

starting from RF measurements performed on the test-devices. In particular, two 

different embedding equivalent circuits have been extracted for the A- and the X-

family, respectively, due to their different layouts. Considering the relatively low 

microwave frequency range to be investigated, simplified models with lumped elements 

have been adopted. The schematics of both networks are shown in Fig. 3.29a (for the A-

family) and Fig. 3.29b (for the X-family). In Fig. 3.29c a summary of the passive 

elements employed in each circuit is also reported.  

 

       

 

Parameter 

Family 

R1 

[Ω] 

L1 

[pH] 

Ce1 

[fF] 

R2 

[Ω] 

L2 

[pH] 

Ce2 

[fF] 

R0 

[Ω] 

L0 

[pH] 

Ci1 

[fF] 

A 3.6 38 10 3.6 38 10 0.7 4 - 

X 3.6 38 10 4.3 34 12 0.6 6 25 

 
Fig. 3.29 – Equivalent circuit diagrams used for the de-embedding of transistors belonging to the (a) A-family and to 

the (b) X-family. In (c), a summary of the passive elements employed in each circuit is also reported.  

 

3.4.2 - DC/Microwave characterization results 

 

DC and microwave measurements have been carried out using the automated 

microwave bench previously described. In this case, static curves have been obtained 

first by sweeping VGS in the range [-1.8 V, 0.7 V] and VDS in the range [-2 V, -1.4 V] 

Ce1 Ce2 

R1 L1 L2 R2 

R0 

L0 

Ce1 Ce2 

R1 L1 

R0 

L0 

L2 R2 

Ci1 

(a) (b) 

(c) 
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and then by changing VGS in the range [-0.2 V, 1.8 V] and VDS in the range [1.4 V, 2 V]. 

This choice allowed to perform, without increasing too much the measurement time, 

high-resolution scans (in both inverting and non-inverting gain regions) centered around 

those VGS and VDS values where a higher incremental DC transconductance (gm) is 

expected. The transfer characteristics and the gm curves of the best device for each 

transistor group are reported in Fig. 3.30. Simultaneously to DC measurements, the 

microwave characterization was also performed by collecting the S-parameters in the 

frequency range [300 kHz, 20.003 GHz, 801 points log-scaled] in standard 

environmental conditions.  

 

Fig. 3.30 - Transfer characteristics and incremental DC transconductance plots for the devices showing the highest 

values of transconductance. 

 

To complete the planned GFETs experimental characterization procedure, the small-

signal equivalent circuits for each transistor group have also been identified, by 

employing computer-aided techniques to fit the simulated data and the measurements. 

Two different circuit topologies have been obtained, due to the different layouts 

employed for the A- and the X-families. In Fig. 3.31a and 3.31b both small-signal 

equivalent circuits are shown. Figure 3.31c, instead, reports the measured (blue curves) 

and the simulated (red curves) S-parameters for each transistor group, confirming the 

good quality of the fitting achieved. The models parameters values are summarized in  

(a) (b) 

(c) (d) 

AB - Group XB - Group 

AC - Group XC - Group 
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Fig. 3.31 - Small-signal equivalent circuits of GFETs belonging to the A-family (a) and to the B-family (b). In (c), a 

comparison between simulated (red curves) and measured (blue curves) GFETs S-parameters for the devices 

belonging to each group and showing the best high-frequency performance is reported. Data show the good fitting 

achieved and confirm the models validities. 

 

Cgsx 

Rg 
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Cgd 

Cgdx 

Rds Cds 
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Rds Cds 

AB - Group 

AC - Group 

XB - Group 
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Table 3.5. Then, microwave GFETs performance, in terms of both the short circuit 

current gain (|h21|) and the cut-off frequency (fT), has been analyzed, by comparing 

transistors with same ΔGS and ΔGD spacings but pertaining to different layouts (i.e., the 

best transistor of the AB-group has been compared with the best transistor of the XB-

group while the best device belonging to the AC-group has been compared with the best 

one of the XC-group, respectively).  

 

    Param. 

Group 

Rg 

[Ω] 

Rgs 

[Ω] 

Rds 

[Ω] 

Rd 

[Ω] 

Cgsx 

[fF] 

Cgs 

[fF] 

Cgd 

[fF] 

Cds 

[fF] 

Cgdx 

[fF] 

Lg 

[pH] 

gm 

[mS] 

AB 162 - 575 13.7 7.1 24.6 14.8 13.7 2.7 - 0.4 

AC 150 - 362 15.6 17.3 25.8 22.9 7.96 2.7 - 1.1 

XB 267 1082 665 - - 11.9 13.1 10.2 - 670 0.5 

XC 174 219 403 - - 25.5 23.8 5.5 - 415 1.1 

 

Table 3.5 – Summary of the circuit models parameters shown in Fig. 3.31. 

 

The results, referred to de-embedded data, are reported in Fig. 3.32. Both gain plots 

suggest that an improvement in terms of the cut-off frequency has been obtained 

employing the new layout, as expected due to the use of a longer gate structure and the 

particular shape employed for the source/drain electrodes.    

                  

Fig. 3.32 – Comparison of |h21| plots for GFETs belonging to the (a) AB and XB groups and (b) AC and XC groups, 

respectively. Plots confirm the improvement in terms of cut-off frequency obtained with the new layout. All Data 

refer to devices showing the best high-frequency performance for each group. 

 

(a) (b) 

fT  = 1.4 GHz 

fT  = 3.8 GHz 

fT  = 2.6 GHz 

fT  = 4.2 GHz 
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In particular, an average doubling of the fT values has been obtained (more precisely, an 

increase of a factor ~ 2.7 has been obtained by the XB-group while an increase of a 

factor ~ 1.6 has been reached with the XC-group). In terms of low-frequency maximum 

gain, instead, an increase of ~ 7 dB and ~ 3 dB has been obtained employing the XB-

group and the XC-group, respectively.   

As a final step, some preliminary temperature-controlled measurements have 

eventually been performed in the range [10 °C, 70 °C] by adding to the bench a Peltier 

cell unit, attached to the wafer probe-station chuck (Fig.3.33a) and computer-controlled 

with the help of a fiber-optic digital thermometer. Several cooling and heating cycles 

have been performed collecting, for each temperature, the S-parameters. In terms of the 

short circuit current gain, a worsening in terms of both the low frequency maximum 

gain and the cut-off frequency has been observed when increasing the substrate 

temperature from 10 °C to 70 °C. In Fig. 3.33b, a typical variation of both the low 

frequency maximum short circuit current gain and the cut-off frequency is reported. 

Additional measurements aimed at a more in-depth investigation of the influence of 

temperature on GFETs performance are currently underway. 

     

             

Fig. 3.33 – (a) Detail of the Peltier Cell and of the optical-fiber thermometer employed for preliminary temperature-

controlled measurements. (b) Typical variations of the low frequency maximum short circuit current gain (Δh21) and 

of the cut-off frequency (ΔfT) as a function of the GFET substrate temperature. 

 

 

 

(a) 

(b) 
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3.5 - Diamond X-ray detectors with reduced graphene 

oxide contacts 

 

As already anticipated in Chapter 2, graphene peculiarities make it an ideal candidate 

also for transparent conductors fabrication. In this last part of the experimental section, 

it will be shown how these characteristics have been exploited to develop a novel kind 

of X-ray detector based on polycrystalline grade diamond substrate and Reduced 

Graphene Oxide (RGO) contacts [157].  

 In particular, the main goal of this study was to find a sequence of processing 

steps that allows the fabrication of X-ray detectors on diamonds without employing 

expensive noble metals as electrodes material. The well-known low resistivity, high 

chemical stability and mechanical strength, in fact, suggest the incorporation of 

graphene as electrode in electronic devices. By exploiting its work function (4.7 – 4.9 

eV), which is similar to that of gold (5.1 eV), graphene can potentially lead to ohmic 

injection also in diamonds substrates. Moreover, thanks not only to their thickness but 

also to their low atomic number (Z), graphene electrodes are basically X-ray 

transparent, thus introducing an almost negligible perturbation of the incoming beam. 

These characteristics, together with the high resistivity, high mobility, radiation 

hardness and high thermal conductivity shown by diamond substrates, make the 

RGO/diamond detector a very promising solution for in situ beam monitoring. Compact 

linear beam monitors can, in principle, be obtained employing solid-state detectors. 

Nevertheless, exploiting the low Z of carbon of both the sensing material (i.e., diamond) 

and the electrodes, it is possible to fabricate highly transmissive detectors with several 

possible geometries directly in the beam path. Such detectors are particularly suitable 

for X-ray beam monitors where the intensity and the position of the photon beam need 

to be measured with minimal effect on the beam itself. Moreover, electrical 

characteristics of both graphene and diamond have been shown to be mostly unaffected 

by X-ray beam exposure [158], [159], thus suggesting the permanent use of the 

RGO/diamond detector into an X-ray beam (i.e., as a solid-state, position-sensitive 

“ionization chamber”). It is important to point out here that RGO has been chosen as 

electrode material, rather than pristine graphene, due to its lower cost and easiness to be 
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deposited even on large substrates, being the starting material (i.e., the Graphene Oxide, 

GO) in the form of aqueous solution. Clearly, in this contest, the reduction methods play 

a role of primary importance, since they can lead to a final product that resemble 

pristine graphene very closely in terms of electrical, thermal and mechanical properties. 

As widely discussed in Chapter 1, most of the reduction methods are based on 

chemicals or thermal treatments (in furnaces or by using alternative eating sources like 

flash light, e-beam, laser, etc.). However, they generally require very long and 

controlled cycles and, among them, a good compromise in terms of safety of the 

process, film quality and  reduction time is hardly found (see Chapter 1 for additional 

details on this topic). For these reasons, the possibility of employing Rapid Thermal 

Annealing (RTA) systems to reduce GO and obtain patterned electrodes on 

polycrystalline diamond substrates has been investigated. RTA systems allow, in fact, to 

combine the good properties typical of all thermal treatments (e.g., no need of toxic 

agents and the possibility of performing the reduction reaction parallel on more GO-

coated substrates) with an unequalled reduction speed and without worsening the film 

quality.    

  

3.5.1 - Outline of detector fabrication  

 

CVD polycrystalline diamond substrates employed for detectors fabrication have been 

supplied by Element Six, world-leader company in synthetic diamond research and 

production [160]. They belong to the thermal grade diamond group, which identifies 

the plates specifically designed to exploit the excellent thermal properties of diamond. 

Such substrates are not the most suitable for radiation detection, due to their worse 

performance in terms of electronic properties and defects concentration, if compared 

with single crystal plates. Nevertheless, their low cost suggests their use, at least as case 

study, in the outlook of a simple and economical X-ray detectors fabrication. In 

particular, TM180 diamond plates have been used; a complete list of their specifications 

can be found in [161]. The outline of detectors fabrication is described below. I specify 

that detectors preparation has been performed at the Stanford Nanofabrication Facility 

(SNF) and at the Stanford Nano Center (SNC), part of the Stanford Nano Shared 

Facilities, while first X-ray tests have been carried out at the SLAC National 
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Accelerator Laboratory. Detectors fabrication starts with a first substrate cleaning 

procedure (Fig. 3.34a). It has been proved that this step can play a fundamental role in 

defining the behavior of the final sample, since it can strongly influence diamond 

substrate termination. In fact, almost every step of the post-processing phases of CVD 

diamond growth introduces some surface contaminants like oxygen species and 

hydrocarbons [162] or graphitic phases (caused by the laser cutting of the plates). 

Sometimes diamond surfaces are also exposed to hydrogen plasma after the growth 

process to etch the damaged layers and remove the polishing-induced defects [163]. 

These treatments, together with the predominance of H-species during the CVD growth 

[164], [165], cause diamond surface to be hydrogen terminated, that is known to be p-

type conductive in ambient condition [166]. Both the graphitic phases and the H-

termination are responsible of a decrease of diamond surface resistivity, which is highly 

undesired causing surface leakage currents. Conversely, if an oxygen-termination is 

induced, a desired high insulating behavior can be obtained [167], thus helping particle 

detectors operation, in which low values of current (nA) are normally involved.    

 

 

Fig. 3.34 – Outline of X-ray detector fabrication. The detail in (e) shows a micrograph of a RGO contact.  
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Therefore, a combination of both dry and wet cleaning procedures has been chosen 

before GO coating to remove surface contaminants and oxidize the substrates. In 

particular, the following recipe has been used: 

 

 5 H2O + 1 H2O2 + 1 NH4OH at 50 °C for 10 min. (to remove organic 

impurities and perform a first mild oxidation); 

 Rinse in deionized water; 

 5 H2O + 1 H2O2 + 1 HCl at 70 °C for 10 min. (to remove the metallic 

impurities and perform a second mild oxidation); 

 Rinse in deionized water; 

 9 H2SO4 + 1 H2O2 at 120 °C for 20 min. (to strongly oxidize the substrate); 

 Rinse in deionized water; 

 Drying with N2 gas; 

 Oxygen plasma at 100 sccm, 700 mTorr and 500 W for 10 min (immediately 

before GO deposition to remove residual impurities and give a final surface 

oxidation). 

 

Although more aggressive chemical oxidizing solutions can be found in literature, the 

above-mentioned choice has been made as a compromise between having a sufficient 

oxidizing action and the respect of SNF safety standards.  

 Storage of cleaned substrates has been performed inside the cleanroom in 

polystyrene plastic boxes with polyurethane membranes. In order to limit surface 

contaminations, metal deposition was never performed more than 24 hours after 

cleaning.   

 After the substrate cleaning, GO film has been deposited (Fig. 3.34b) by using a 

manual spin coater and a commercial high concentration solution [168]. Then, the film 

has been dried in N2 inert atmosphere at 130 °C for 4 hours employing the thermal cycle 

reported in Fig. 3.35, panel A. As discussed in Chapter 1, this temperature is not 

sufficient to start a reduction reaction, but helps to improve the film adhesion and 

uniformity. Then, the reduction process by RTA follows (Fig. 3.34c). Two different 

cycles in Ar atmosphere, the first one at 550 °C for two minutes and the second one at 

650 °C for two minutes, have been performed. Details on the thermal and Ar-flow 
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cycles employed are summarized in Fig. 3.35, panel B. In Fig. 3.35, panel C, 

micrographs of the deposited film immediately after the coating (I), after the first drying 

cycle (II) and after the reduction process via RTA (III) are also depicted. 

                

Fig. 3.35 – Panel A shows the GO drying cycle employed. In panel B, the RTA reduction recipe, in terms of both the 

chamber temperature and the gas flow, is reported. Panel C depicts three micrographs of the deposited GO film 

immediately after the coating (I), after the first drying cycle (II) and after the reduction process via RTA (III). 

 

Once reduced, the RGO electrodes can be patterned using O2 plasma etching and a 

shadow mask (Fig. 3.34d). In Fig. 3.34e, a micrograph showing a detail of the RGO 

film electrode patterned on the diamond substrate is also reported.   

 

3.5.2 - RGO film characterization and preliminary X-ray tests 

 

Preliminary investigation of the reduction process of GO through RTA has been 

performed by conductivity measurements employing a standard four-point-probe 

approach, through a Prometrix OmniMap RS35c. A sheet resistance of ~ 2.3 kΩ/□ has 
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been obtained for a ~ 90 nm thickness film, which is comparable with typical sheet 

resistances of films reduced by applying different thermal processes [70], [79]. Then, 

additional analysis concerning film quality have been performed via X-ray 

Photoelectron Spectroscopy (XPS). In fact, both optical and electrical properties of 

carbon–based materials are strongly related to π-electrons. This causes the sp
2 

carbon 

fraction to represent one of the most important parameters to characterize the degree of 

oxidation in graphene films [169]. In Fig. 3.36a-d, an example of the evolution of the 

C1s spectra of GO film after 20, 90 and 260 minutes of thermal reduction is reported 

[170]. As it can be noticed, as the reduction reaction proceeds, a decrease in the C-O, 

C=O and C(O)OH lines is observed. In Fig. 3.36e, instead, the C1s spectrum of the 

RGO film obtained via RTA is reported, showing a well-defined C-C sp2 bonding line 

at 284.5 eV and a significant removal of oxygenated groups. This confirms the quality 

of the developed reduction reaction, despite having considerably decreased the duration 

of the reduction procedure (few minutes vs. hours). 

 

 

 

Fig. 3.36 – (a, d) Example of the evolution of the C1s spectra of a GO film after 20,  90 and 260 minutes of thermal 

reduction [170]. In (e), the C1s spectrum of RGO obtained with RTA is reported, showing the effectiveness of the 

developed reduction procedure despite the decreased reaction duration. 

 

Preliminary X-ray tests have also been performed employing a sealed radioactive source 

(
241

Am) and a Keithley 4200 SCS probe station, as shown in Fig. 3.37a. In Fig. 3.37b, a 

detail of the patterned RGO contacts on diamond substrate is also depicted. The X-ray 

source could be mechanically moved towards (at a distance of ~ 2 cm) and away from 
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the detector, biased at 100 V, and the values of current have been measured as a 

function of time. A schematic of the set-up employed is shown in Fig. 3.37b. X-ray tests 

show a change of detector photocurrent of ~ 17 pA (for Event 1) and 11 pA (for Event 

2) when the source is “turned on” (i.e., put closer to the detector), thus showing X-ray 

detection capability of the device.         

 

 

Fig. 3.37 – (a) Diamond detector connected to the probe station and detail of the patterned RGO contacts. (b) X-ray 

measurement setup and (c) first tests using 241Am.  
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Appendix A 

Additional notes of Microwave Electronics 

A1 - Scattering parameters and microwave figures of 

merit 

 

Most of the experimental activity carried out in this work has been dedicated to 

fabrication and characterization of graphene-based microwave transistors through 

Scattering parameters (S-parameters) measurements. Then, GFETs amplification 

characteristics have been described in terms of current and power gains. For these 

reasons, in this section, an overview on the above-mentioned parameters will be given.  

 S-parameters are a parameters set that relates to the travelling waves scattered or 

reflected when an n-port is inserted into a transmission line [171], [172]. From a 

physical point of view, among all the network parameters set, the S-parameters are the 

most suitable to describe the operation of a microwave circuit, in which voltages and 

currents are not directly measurable. Conversely, it is always possible to measure 

amplitude and phase of the waves travelling to and from the microwave circuit. S-

parameters derivation is related to a new set of variables (ai, bi) which are defined as the 

normalized complex voltage waves incident on and reflected from the i
th

 port of the 

network, respectively. In particular, considering a 2-ports network, the S-parameters can 

be written as [172]:    

𝑠11 =
𝑏1

𝑎1
|
𝑎2=0

; 𝑠12 =
𝑏1

𝑎2
|
𝑎1=0

; 𝑠21 =
𝑏2

𝑎1
|
𝑎2=0

; 𝑠22 =
𝑏2

𝑎2
|
𝑎1=0

 (A1) 

where: 

𝑎𝑖 =
𝑉𝑖+𝑍𝑖𝐼𝑖

2√|𝑅𝑒𝑍𝑖|
;  𝑏𝑖 =

𝑉𝑖−𝑍𝑖
∗𝐼𝑖

2√|𝑅𝑒𝑍𝑖|
 (A2) 

and Vi and Ii refer to the terminal voltage and current of the i
th

 port of the network, while 

Zi is an arbitrary reference impedance. 
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Then, transistor gains can also be defined [93]. Among them, the short-circuit current 

gain (h21) and the available power gain (GA) are widely employed to describe and 

compare transistors microwave performance. Their expressions, in terms of the S-

parameters, are reported below:  

 ℎ21 =
𝐼2

𝐼1
|
𝑉2=0

=−
2𝑠21

(1−𝑠11)(1+𝑠22)+𝑠12𝑠21
 (A3) 

 𝐺𝐴 =
𝑃𝑜𝑤𝑒𝑟𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒𝑓𝑟𝑜𝑚𝑛𝑒𝑡𝑤𝑜𝑟𝑘

𝑃𝑜𝑤𝑒𝑟𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒𝑓𝑟𝑜𝑚𝑠𝑜𝑢𝑟𝑐𝑒
=

|𝑠21|
2(1−|Γ𝑠|

2)

(1−|s22|
2)+|Γ𝑠|

2(|s11|
2−|𝐷|2)−2𝑅𝑒(Γ𝑠𝑀)

    (A4) 

where Γs is the source reflection coefficient, D = s11s22 – s12s21 and M = s11 – Ds22*. 

Another useful parameter used to evaluate the high frequency performance of transistors 

is the Maximum Available power Gain (MAG or GA,max), whose expression, under 

simultaneous conjugate match conditions, can be written as: 

𝐺𝐴,𝑚𝑎𝑥 =
|𝑠21|

|𝑠12|
(𝐾 −√𝐾2 − 1) (A5) 

where 𝐾 =
1+|𝐷|2−|𝑠11|

2−|𝑠22|
2

2|𝑠12𝑠21|
 is the network stability factor, whose value needs to be 

greater than 1 in order to properly define GA,max (i.e., to guarantee that the GA,max value 

remains finite). Closely related to the above-mentioned current and power gains are the 

two most widely used figures of merit of RF transistors, namely the cut-off frequency 

(fT) and the maximum frequency of oscillation (fmax). In particular, fT is defined as the 

frequency at which the magnitude of h21 approximates unity (i.e., 0 dB) while fmax 

corresponds to that particular frequency at which GA,max is equal to 1 [93]. Their 

importance relates to the observation that they actually represent the upper frequency 

limits beyond which transistors lose their ability to amplify. Considering a typical 

small-signal equivalent circuit of a FET (Fig. A1), the cut-off frequency and the 

maximum frequency of oscillation for both the intrinsic and the extrinsic model of the 

transistor are found to be [22]: 

 𝑓𝑇−𝑖𝑛𝑡 =
𝑔𝑚

2𝜋(𝐶𝑔𝑠+𝐶𝑔𝑑)
 (A6) 

 𝑓𝑚𝑎𝑥−𝑖𝑛𝑡 =
𝑔𝑚

4𝜋𝐶𝑔𝑠
∙ 

1

√𝑔𝑑𝑠𝑅𝑖
 (A7) 
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 𝑓𝑇 =
𝑔𝑚

2𝜋(𝐶𝑔𝑠+𝐶𝑔𝑑)
∙

1

1+𝑔𝑑𝑠(𝑅𝑆+𝑅𝐷)+
𝐶𝑔𝑑𝑔𝑚(𝑅𝑠+𝑅𝐷)

𝐶𝑔𝑠+𝐶𝑔𝑑

 (A8) 

 𝑓𝑚𝑎𝑥 =
𝑔𝑚

4𝜋𝐶𝑔𝑠
∙

1

[𝑔𝑑𝑠(𝑅𝑖+𝑅𝑆+𝑅𝐺)+𝑔𝑚𝑅𝐺

𝐶𝑔𝑑

𝐶𝑔𝑠
]
1 2⁄  (A9) 

 

                            

 

Fig. A1 – Typical small-signal equivalent circuit of analog/RF FETs (adapted from [22]). 

 

From the previous frequency expressions, we can infer that high fT and fmax values can 

be obtained by trying to increase transistor transconductance and limiting as much as 

possible all other elements of the equivalent circuit. Furthermore, both fT and fmax are 

quite sensitive to DC bias conditions. In fact, from (A8) and (A9), we can conclude that, 

at low VDS (that is, when transistors operate in the so called linear regime) the small gm 

value and large gds lead to small gain and limit the cut-off frequency and, even more, the 

maximum frequency of oscillation. This observation suggests the importance of driving 

transistors into saturation to improve RF performance, a condition that is not easy 

reachable when dealing with graphene-based transistors due to their typical weak 

saturation regime, as already discussed in Chapter 1 [22].  

 

A2 - Vector Network Analyzer calibration 

 

High measurement accuracy is a generic target required for every kind of device 

characterization. Nevertheless, when dealing with RF and microwave measurements, 

achieving this goal can become even more critical due to the additional difficulties 
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arising with high frequencies. As widely described in the experimental section, the most 

common task in microwave characterization concerns the analysis of a device through 

the use of S-parameters, performed via a Vector Network Analyzer (VNA). This means 

that high VNA accuracy is required to obtain reliable results and this can be obtained 

only by calibrating the test system using a mathematical technique called vector error 

correction [173]. Through this technique, a set of error terms can be identified using 

known standard (e.g., open, short, load/match, thru, line, reflect, etc. [174]) and, then, 

removed from actual measurements [174]. In other words, a VNA calibration allows the 

final user to mathematically remove systematic errors from the system caused by a not 

perfect test and VNA hardware. In Fig. A2 a typical eight-terms error model is reported 

in which the systematic errors associated to the VNA are modeled by error port adapters 

(X and Y, respectively) while the VNA itself is assumed to be ideal (error-free) [175].  

 

                     

Fig. A.2 – The widely used eight-terms error model for a VNA and the associated block diagram. The systematic 

errors associated to the VNA are modeled by error port adapters ( X and Y, respectively), each one connected to the 

device under test and to the VNA, which is assumed to be error-free (adapted from [175]). 

 

During the years, different calibration types (that is, which ports are connected and to 

which level) and algorithms (that is, how the correction is performed) have been 

proposed and their choice is generally made on the basis of the available calibration 

standards and the required trade-off between time consumption and accuracy [176]. An 

overview of the various calibration types and algorithms is reported in Table A1 and A2 

respectively. 

  Ideal 
VNA Port 

Ideal 
VNA Port 
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Type Parameters calibrated Uses 

Full 2-port s11, s12, s21 and s22 Most complete calibration 

Full 1-port s11 or s22 or s11 and s22 Reflection only 

1-path 2-port s11 and s21 or s22 and s12 1-port reflection and simple 

transmission (fast, low transmission 

accuracy unless DUT loss) 

Frequency response Any parameter (or pairs of 

symmetric parameters) 

Normalization only  

(fast, low accuracy) 

Table A1 - Main VNA calibration types [176]. 

 

Algorithm Description Advantages Disadvantages 

SOLT (Short-Open-Load-Thru) Coaxial Simple, 

redundant 

standards.  

Not band 

limited 

Very well-defined 

standards 

required, poor on-

wafer, lower 

accuracy at high 

frequency 

SSLT (Short-Short-Load-Thru) shorts 

with different offset 

lengths 

Waveguide Same as SOLT Same as SOLT 

and band limited 

SSST (Short-Short-Short-Thru) 

all shorts with different 

offset lengths 

Waveguide or 

high freq. coaxial 

Same as SOLT 

but better 

accuracy at high 

frequency 

Very well-defined 

standards 

required, poor on-

wafer, band 

limited 

SOLR/SSLR/SSSR, like the previous 

ones  

but with ‘reciprocal’ instead 

of ‘thru’ 

Like the previous 

ones but when a 

good thru is not 

available 

Well-defined 

thru not 

required 

Some accuracy 

degradation, but 

slightly less 

definition, other 

disadvantages of 

parent calibration 

LRL (Line-Reflect-Line) or  

TRL (Thru-Reflect-Line) 

High performance 

coaxial, 

waveguide or on-

wafer 

Highest 

accuracy, 

minimal 

standard 

definition 

Requires very 

good transmission 

lines, 

less redundancy, 

band-limited 

LRM (Line-Reflect-Match) or  

TRM (Thru-Reflect-Match) 

Relatively high 

performance 

High accuracy, 

only one line 

length (easier to 

fixture and on-

wafer). Usually 

not band-limited 

Requires load 

definition. Reflect 

standard setup 

may require 

care depending on 

load model used 

LRRM (Line-Reflect-Reflect-Match) High performance Same as LRM 

but only one 

match standard 

(partially 

unknown) 

required  

Requires load 

definition. 

Table A2 - Main VNA calibration algorithms (adapted from [176]). 
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Several vendors provide different calibration kits for every specific algorithm (e.g., 

SOLT kits, LRL kits, microstrip and coplanar waveguide kits, etc.). Among them, 

several calibration-standard substrates or Impedance-Standard Substrates (ISS), 

containing opens, shorts, loads, transmission lines, are also available for on-wafer 

calibrations. In this work, a Full 2-port, on-wafer, eight-terms, Line-Reflect-Reflect-

Match (LRRM) calibration algorithm has been employed [175], [177], achieved using a 

Cascade 101-190 ISS [178]. Some pictures showing the four standards employed during 

the VNA calibration procedure are reported in Fig. A3. For the purpose of the high-

frequency characterizations performed in this work, the reference planes have been 

chosen at the probe tips. 

 

 

Fig. A.3 – The four standards employed in this work to perform the LRRM VNA calibration, including: (a) “Thru” 

(i.e., “line”), (b) “short” (i.e., first “reflect”), (c) “open” (i.e., second “reflect”), (d) 50 Ω load (i.e., “match”).  

     

A3 - De-embedding 

 

As already concisely described in the previous section, the first step before performing 

high-frequency measurements is the VNA calibration. In the case of on-wafer 

characterizations, this is done by defining a reference plane for the S-parameters 

measurements at the probe tips and by employing a standard calibration technique. 

Then, additional on-chip parasitics (e.g., contacting pads, coplanar waveguides 

connecting the probes to the DUT, etc.) need also to be characterized in order to remove 

them from the measurements and obtain the actual (intrinsic) transistor two-port 

parameters. This is the so-called de-embedding procedure. As it happened for the 

calibration procedures, several approaches have been developed in the past years to 

tackle the de-embedding problem [149], [179], [180]. In the case of on-wafer de-

embedding, two main techniques can be found in literature, namely the equivalent 

(a) (b) (c) (d) 
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circuit model-based de-embedding and the direct use of “in-situ” standard elements, 

which is basically an extension of the S-parameters probe-tip calibration technique 

applied to the intrinsic device planes [180]. In the first approach, the DUT is modeled 

by an equivalent circuit model (representing the extrinsic parasitic components) 

surrounding (i.e., “embedding”) the active device. Hence, the intrinsic transistor S-

parameters are extracted from raw measurements on the DUT simply by removing 

(numerically, in a computer-aided post-processing phase) the network parameters of the 

embedding circuit, once available. In particular, their identification task can be 

accomplished employing additional measurements on auxiliary test devices, whose 

number, in general, relates to the complexity of the parasitic circuit model adopted 

[180]. A widely employed simplified approach to this task, owing to its sufficient 

accuracy below 30 GHz, makes use of two shells to model the parasitic network 

surrounding the transistor (see Fig. A.4a). The identification of the six one-ports there 

appearing can be carried out by a two-step systematic error-correction approach with 

the help of only two auxiliary test devices, namely, a “short” and an “open”, 

theoretically ideal [149]. Their real world implementation, if appropriately made, 

usually introduces only additional uncertainty in the low-microwave range.     

 

 

Fig. A.4 – (a) Equivalent circuit diagram employed for the two-steps correction method reported in [149]. (b) and (c) 

show the equivalent circuit diagram of the open and short patterns needed in the above-mentioned de-embedding 

algorithm (pictures from [180]). 
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Figure A.4b, c, show the equivalent circuit diagrams of the open and short patterns used 

to identify (separately) the “parallel” and the “series” parasitics, respectively. As it can 

be noticed from the previous picture, parasitic components are represented in terms of 

their impedance (Zij) and admittance (Yij) parameters, without assuming any specific 

circuit-topology form them. In the schematic of Fig. A.4a, the different circuit elements 

have the following roles [149], [180]: Yp3 takes into account the cross talk between the 

input and output network ports due to substrate coupling and fringing capacitance, Yp1 

and Yp2 model the parasitic capacitances between bond pads and ground, ZL1 and ZL2 

measure the series parasitic of metal lines while ZL3 models the dangling ground lead 

parasitic. Once the raw measurements on the DUT (i.e., YDUT) and on the test devices 

have been obtained (i.e., YOPEN and YSHORT, respectively), the intrinsic device admittance 

matrix can be extracted according to the following: 

 

𝑌𝐷𝐸𝑉 = [(𝑌𝐷𝑈𝑇 −𝑌𝑂𝑃𝐸𝑁)
−1 −(𝑌𝑆𝐻𝑂𝑅𝑇 −𝑌𝑂𝑃𝐸𝑁)

−1]−1 (A10) 

 

Then, S-parameters can be obtained through mathematical manipulation of the YDEV 

matrix [93].  

In alternative to the above two-tier de-embedding approach, more complex 

parasitic network topologies can be adopted even at low-microwave frequencies, either 

made of explicit (lumped or distributed) elements or Z/Y numerically characterized n-

ports. For their identification, additional test-device are in this case needed, e.g., a 

“thru”, matched, transmission line. 

On the other hand, when much higher frequency (or high-precision) 

characterizations are required, the general (five-ports) parasitic embedding network 

identification demands for an actual in-situ calibration at the intrinsic device reference 

planes, and then the on-chip implementation of a complete set of metrology-grade 

standards. 

In the de-embedding procedures carried out on the fabricated GFETs, the above-

mentioned in-situ calibration approach could not be applied due to the lack of a load 

standard fabricated on chip. On the other hand, available “open”, “short” and “thru” 

structures, have been differently used, depending on the specific fabrication run. 
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In particular, for both FR #1 and FR #2, the “open” and “short” test devices have been 

employed to perform the two step de-embedding approach proposed by [149] while the 

50 Ω “thru” transmission line has been used to carry out a subsequent check of the de-

embedding quality. In FR #3, instead, a multi-measure approach has been adopted in 

which “open”, “short” and “thru” test devices, together with an additional set of 

auxiliary passive elements specifically designed for the “T-shape transistors” (see 

Chapter 3 for additional details), have been employed to synthesize two ad hoc 

embedding networks, each one for a specific transistors family. Then, de-embedding 

procedure has been performed by numerically “subtracting”, in a computer-aided post-

processing phase, the network parameters of the embedding circuits to the raw 

measurements.  This choice allowed to carry out a higher-precision characterization, if 

compared with the approach previously adopted, and to perform, at the same time, a 

more meaningful comparison of the two transistor families. 

 

A4 - Ring resonators 

 

The ring resonator method, originally proposed by [181], is one of the most successful 

experimental procedures developed for the evaluation of the effective permittivity of a 

transmission line (e.g., microstrip line, coplanar lines, coupled lines, etc.) in a wide 

range of frequencies, from low RF to high millimeter-waves [182]. In this work, a set of 

ring resonators has been purposely fabricated in order to validate, in the frequency 

range of interest, the value of the substrate dielectric constant (εR) provided by the 

vendor and subsequently employed in the circuit/electromagnetic simulations performed 

to appropriately size all active and passive devices electrodes. In particular, to extract 

such εR values, two differently sized ring resonators have been fabricated on the same 

sapphire substrate used for GFETs and characterized in microwave regime. Then, a 3D 

electromagnetic (EM) model has been developed and simulated (Fig. A5a), by 

employing the Analyst
TM

 3D finite element method EM software included in the NI-

AWR Design Environment [183]. After a proper setting of the 3D EM simulator 

parameters for the specific layout at hand, the microwave response of the ring 

resonators has been simulated for different values of the substrate dielectric constant 
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until a good matching of the resonance frequencies between the fabricated and the EM-

simulated resonators was reached (Fig. A5b). Such best fitting has been found at εR = 

9.7, slightly different from εR = 9.39 provided by the vendor [148]. 

   

     

Fig. A.5 – (a) Layout of the ring resonator employed to experimentally evaluate the substrate dielectric constant. A 

detail of the input/output transmission lines is also reported. (b) Comparison between simulated and measured ring 

resonator data. A good matching of resonance frequencies has been obtained for εR = 9.7. 
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Appendix B 

Bench automation software 

 

During the experimental activity carried out in this work, great attention has been paid 

to the development of a reliable and “user friendly” bench automation software. As 

described in Chapter 3, several different types of GFETs characterizations have been 

performed, including DC/microwave, optical and thermoelectric ones, all requiring 

many parameters to be set and producing large amount of measurement data. In order to 

automate the characterization procedure and facilitate the system configuration required 

before the beginning of each measurement campaign, an IEEE-488 bus controlled by a  

PC-based master station unit has been adopted and a complete set of HTBasic software 

modules implemented [184]. As said, this choice helps to reduce significantly the time 

required for the system configuration and the subsequent measures acquisition, 

improving also data reliability. All these aspects, of course generally desirable, turn out 

to be of fundamental importance when dealing with GFETs due to the additional 

difficulties (hysteresis, great sensitivity to DC bias conditions, rapid degradation, etc.) 

which specifically affect prototype (e.g., non-passivated) graphene-based devices and 

that can make the measurement process quite tricky. In the next pages, a brief overview 

of the main HTBasic software programs, specifically developed for GFETs 

characterizations, will be given together with the pertaining “high-level” flowcharts, 

thus helping the reader in understanding the main target of each software module.   

 

B1 - Software Module #1 

 

Software Module #1 (SM #1) has been specifically implemented to provide the user 

with a versatile tool to perform DC resistance measurements of two-port resistive 

networks of the general type illustrated in the red dashed rectangle shown in Fig. B.1. In 

particular, the program has been specifically adopted to measure, first, the parasitic 

resistances associated to the bias-tee nets and the coaxial cable/probe assemblies (for 

each VNA port) and, then, to perform an error-corrected resistance measurement of the 
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“Thru” and “Shunt” (i.e., “short-short”, “open-open”, “load-load”) type of devices 

employed for both the calibration and the on-chip verification/de-embedding. A 

simplified circuit schematic of the measurement bench when considering only the DC 

characterization mode handled by SM #1 is depicted in Fig. B.1.  

 

                         
Fig. B.1 – Simplified diagram of the measurement bench when considering only the DC characterization mode 

handled by SM #1. RSi and RPi refer to the parasitic resistances associated to the bias-tee networks and the coaxial 

cable/probe system connected to the ith VNA port. The “Thru” and “Shunt” networks illustrate the simplification of 

the general resistive DUT equivalent circuit applied when dealing with the measurement of the Cascade ISS 

calibration elements or the on-chip auxiliary test circuits. 

 

In Fig. B.1, the set of resistors {RPi, RSi} models the parasitic resistances associated to 

the bias-tee and the coaxial cable/probe system connected to the i
th

 VNA port while the 

“Thru” and “Shunt” networks sketch the two simplified circuit topologies that we 

usually deal with. The flowchart associated with SM #1 is reported in Fig. B.2. Once 

initialized the instruments and entered the main measurement parameters, the user has 

the possibility of performing a preliminary parasitic resistances measurement (i.e., 

identifying the {RPi, RSi} set) or loading the - previously measured - values from 

memory, or entering them manually. Then, he can select the specific test circuit to be 

characterized (“Thru” or “Shunt” network type, in our case) and start the 

characterization procedure. All the resistance measurement cycles are performed in the 

same way: once the voltage is set, a control loop is executed until the desired regime 

(stable steady state, after instrumentation/thermal transients are died) is reached. Then, a 

number of simultaneous voltage and current acquisitions (equal to the preset Nacq value) 

are performed and, on this basis, each DUT equivalent model resistance value is 

eventually computed as the average of the set of acquisitions performed in the various 

measurement cycles.   

“Thru” “Shunt” 

RS1 RS2 

RP1 RP2 SMU1 SMU2 

PN1 PN2 
Gen. DUT 
eq. circuit 

RThru 
RShunt1 RShunt2 
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Fig. B.2 – Flowchart describing SM #1 operating mode. 
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B2 - Software Module #2 

 

Software Module #2 (SM #2) manages the DC characterization of GFETs, including 

also the control of the laser source employed for the electro/optical tests. A simplified 

block diagram of the measurement bench illustrating the operation mode pertaining to 

SM #2 is depicted in Fig. B.3, where PN1 and PN2 refer to the parasitic resistive 

networks (bias-tees/coaxial cables/probes) described in the previous section. 

                                               

Fig. B.3 - Simplified diagram of the measurement bench referring to the operation mode handled by SM #2. PN1 and 

PN2 refer to the parasitic resistive networks (bias-tees/coaxial cables/probes) described in Fig. B.1. 

 

The simplified flowchart of SM #2 is reported in Fig. B.4. The software program allows 

the user to choose between three different DC-characterization operating modes, 

namely: single point; sweep VG / step VD (i.e., sweep gate voltage / step drain voltage) 

and sweep VD / step VG (i.e., sweep drain voltage / step gate voltage). In the single point 

operating mode, the user provides the system with the gate and drain voltages (VGG and 

VDD, respectively) required for the desired GFET bias, as well as the nominal laser 

power to shine on the chip, if applicable. Then, the system sets the SMUs at the desired 

voltages and, after the regime check, simultaneously acquires the gate and drain 

voltages (VG and VD, respectively) and the associated currents (IG and ID, respectively). 

A so-called “Time domain” operation is also available. In this operating mode the user 

can acquire DC data for a predefined time interval (tx in Fig. B.4) and at specific time 

steps (tstep in Fig. B.4) and observe GFETs bias transients (measurement- or thermal-

SMU1 SMU2 

Laser 

DUT 

  PN1 PN2 



106 
 

related). The sweep/step represents the main operating mode, employed for the GFETs 

combined DC/microwave characterization, as it will be described later.  

 

 

Fig. B.4 - Flowchart describing SM #2 operating mode. The inset sketches the forward (FWD) and reverse (REV) 

directions of the sweeping voltage (VGG or VDD, depending on the specific mode selected) performed for each 

measurement cycle. 
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In this case, the user is required to provide the system with the minimum and maximum 

values of both the gate and drain voltages (VGGmin, max and VDDmin, max, respectively) and 

the number of points for each voltage (NDX and NGX, respectively). In addition, the laser 

power to be applied in each cycle can also be chosen together with the number of 

repeated (subsequent) measurement cycles (Ncx) to be executed for each step. A more 

detailed flowchart referring to the above-mentioned operating modes can be found in 

the green dotted region of Fig. B.5. If the sweep VG / step VD mode is selected, the 

system, for each VD value, performs a gate-voltage sweep with a voltage step computed 

on the basis of the VGGmin, max and NGX values set by the user. In particular, each gate-

voltage sweep consists of two single measurement runs: the first one, is executed from 

VGGmin to VGGmax, i.e., in the forward (FWD) direction, while the second one is 

performed from VGGmax to VGGmin, i.e., in the reverse (REV) direction, as schematically 

depicted in the inset of Fig. B.4. This choice has been made to provide the user with a 

flexible operating mode allowing a more in-depth investigation of the hysteresis 

phenomena affecting graphene-based devices. As previously described, a checking of 

the regime condition of the swept variable is always performed as well as an averaging 

of the DC data acquired. As for the sweep VD / step VG option, measurements are 

executed following the same approach but, in this case, the voltage sweepings pertain 

the drain voltage, each one performed for a specific gate voltage. 

 

B3 - Software Modules #3 and #4 

 

Software Module #3 (SM #3) is the program specifically implemented to perform DC 

and microwave characterizations simultaneously. The corresponding flowchart is 

depicted in Fig. B.5 for the sweep VG / step VD mode that operates as described in the 

previous section. In addition, specific software routines handle the VNA settings and 

the RF data acquisition.  

Software Module #4 (SM #4), on the other hand, manages photoelectric 

measurements required for the electro/optical GFETs characterization. As evident from 

the associated flowchart, reported in Fig. B.6, the main loop follows the same 

acquisition logic pertaining both SM #2 and SM #3. In addition, specific routines have 

been implemented to perform photovoltage measurements, in terms of both “in-phase” 
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(X in Fig. B.6) and “quadrature” (Y in Fig. B.6) voltage components, from the dual-

phase lock-in amplifier employed.  
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Fig. B.5 -  Flowchart describing SM #3 operating mode. 

Start 

Init. Instruments 

Enter Meas. Params. (NDX, NGX, VGGmin, VGGmax, 

VDDmin, VDDmax, Ncycles) 

Set VDD 

Set VGG 

Regime 
Reached 

Y 

N 

Acquire VG, VD, IG, ID 

Store 

 

Compute Average DC Data  

𝑅 ∞Digitarel'equazionequi

Acquire 
RF 

Y 

N 

Acquire RF 

 

 

 

SMUs OFF 

Show Meas. 

Plot DC 

Curves   

Save Data   

End 

For NG=1 to NGx 
(Fwd & Rev) 

 

For NC=1 to NCx 

For ND=1 to NDx 

For N=1 to Nacq 

Sweep/Step 
DC Mode 



110 
 

                                     

Fig. B.6 - Flowchart describing SM #4 operating mode. 
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