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Abstract. In the last twenty years, robotics have been applied in many
heterogeneous contexts. Among them, the use of humanoid robots during
musical concerts have been proposed and investigated by many authors.
In this paper, we propose a contribution in the area of robotics appli-
cation in music, consisting of a system for conveying audience emotions
during a live musical exhibition, by means of a humanoid robot. In par-
ticular, we provide all spectators with a mobile app, by means of which
they can select a specific color while listening to a piece of music (act).
Each color is mapped to an emotion, and the audience preferences are
then processed in order to select the next act to be played. This decision,
based on the overall emotion felt by the audience, is then communicated
by the robot through body gestures to the orchestra. Our first results
show that spectators enjoy such kind of interactive musical performance,
and are encouraging for further investigations.
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1 Introduction

In the last decade, we have witnessed a growing interest towards the use of
intelligent humanoid robots during common human activities, because of their
very “human” aspect and consequent human-like motion capabilities. This gives
them the ability to convey emotions during the interactions with humans, and
this is the main reason that boosted up the development of humanoid robots
and their consequent availability for common-life applications. There are a lot
of robots that are specifically designed to convey emotions, and their shape is
often fine-tuned even on the specific emotional field they are intended for.

For example, Emotional Humanoids robot are used to sustain natural em-
pathic conversations with elderly people [20]; or to express emotion and person-
ality [6]; or to aid people with cognitive disorders [1]; or also to support people
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with serious disabilities such as “ALS” patients [21]. Furthermore, gestures may
be suitably used both by humans for the live control of humanoid robots [9], and
by humanoid robots to communicate in a “human” way [10].

In the field of the musical performance, we propose that Human-humanoid
interaction (HHI ) allows for designing natural-like settings in which human users
and a robotic agent coordinate behaviours and emotions [2] and communicate on
the basis of shared phenomenal features in a common environment [19]. Our goal
is to build a bond between the two entities giving to a robot the capability to
exhibit affective-expressive movements as an emotional mediator of the feelings
of the human audience during the musical performance of an orchestra. In this
paper, we present a system for conveying audience emotions during a live musical
show, using a humanoid robot (namely, a NAO by Aldebaran Robotics) as an
orchestra leader. In particular, we provide all spectators with a mobile app,
by means of which they can select a specific color (which corresponds to an
emotion) during a live performance. Then, audience feelings are used by the
robot to address the musicians to play a piece of music with a specific emotional
meaning according with the musical composition. The robot directs the orchestra
using preset body gestures.

The rest of the paper is arranged as follows. Section 2 presents a brief review
of the state of the art in terms of emotion representation and the use of robotics in
music; Section 3 includes a detailed overview of the whole system; Section 4 shows
the first results of an evaluation study conducted during an actual deployment
of our proposal; finally, Section 5 concludes the paper, with some ideas for future
works.

2 Related Works

Before describing our system in details, in this section we focus on two crucial
aspects addressed in this paper: emotion representation and robotics applications
in musical context. The first subsection is aimed at describing which frameworks
have been studied and implemented in literature in order to quantitatively model
emotions. The second one includes some solutions based on the use of robots in
musical contexts.

2.1 Emotion Representation

Emotions can be described as the human response to adapt himself to the con-
stant environmental stimuli deriving from one’s circumstances, mood, or rela-
tionships with others. Emotions are the results of complex psychological and
physiological systems activated by the perception of significant environmental
events. Many researches have been conducted in order to investigate how to
represent emotions and how it is possible recognize them, as shown in [11] or
[15]. Among the many approaches illustrated in psychology, the one based on
“emotional categories” is one of the most often used [7] in literature, having fo-
cus to modelling emotions in according to different and discrete emotion classes
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Fig. 1. The circumflex model for emotion representation, along with color labeling and
its use in the mobile application.

and labels. One of the most used approaches has been developed and described
by Paul Ekman in [8]. In his work, Ekman claimed that all the emotions can
be mapped into a six-dimensional space defined by six basic emotions, namely
anger, disgust, fear, joy, sadness and surprise. Using this model it is possible
representing a human emotion felt as a balance of the six basic emotions. This
advantage, however, may also represent the main drawback of such approach,
since non-expert users may consider it overcomplicated to model their feelings.
A two-dimensional, alternative to the Ekman’s model, has been described by
Russell et al. in [17], and the further extended by Posner et al. in [16]. In these
works, authors defined a “circumflex model of affect”, aimed to accurately de-
scribe every possible emotion. In particular, authors suggest a two-dimensional
structure in which an emotional event may vary quantitatively along two inde-
pendent dimensional variables. One dimension (valence) describes the degree of
pleasantness or unpleasantness, whilst the other dimension (arousal) indicates
the intensity in terms of physiological activation. The combination of these two
dimensions generates the subjective emotional feeling. By means of this model,
every emotion can be defined as the combination of two different levels of arousal
and valence. The emotional categories may be ordered along the aforementioned
circumflex, as shown in Figure 1.

In this work, we opted for the circumflex model to describe the audience
emotional responses, as well as the emotional content of the pieces of music of
the composition. This allows us for discretizing the whole spectrum of emotions
in four “areas”, one for each quadrant of the circumflex. Each of these areas was
associated with a different color: from the first to the fourth quadrant, happiness
(yellow), anger (red), sadness (blue) and serenity (green). These colors have been
chosen for being associated with the correspondent emotions [3] [22].
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Fig. 2. System Architecture.

2.2 Robotics in Music

There are several relevant works in the field of Robotics in musical applications.
Among them, Hoffman et al. have defined the sense and outcomes of sharing an
experience with a robot and this concept has been proposed as Robotic Experi-
ence Companionship (REC) [12]. Lim et al. proposed a unifying framework to
generate emotions across voice, gesture, and music, by representing emotional
states as a 4-parameter tuple of speed, intensity, regularity, and extent [13]. Mc-
Callum et al. stated that improvised musical interaction are able to provide an
improvement of social presence and engagement during long term Human Robot
Interaction (HRI) [14]. Burger et al. developed a simple robot with the goal to
display its emotions by performing expressive movements during musical perfor-
mances [5]. Brown et al. derived a framework for implementing happy and sad
gestures on a humanoid robotic platform to measure user’s predominant per-
ceived emotions to enhances the social interaction [4]. This short list show the
broad interest of the scientific community towards the use of (humanoid) robots
to convey emotions both from and to people in a musical context.

3 System Description

In this Section, we describe the main building blocks of our system architecture,
depicted in Figure 2.

There are three main actors that produce inputs or receive outputs: the
orchestra, the audience and the setlist. The first one is made up of an electronic
ensemble (i.e. a group of electronic acoustic speakers controlled by a computer)
and an instrumental ensemble that produces music with acoustic instruments.
The orchestra’s role is to receive the system output in terms of gestures from
the robot, and to play according to them.
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The second actor of this system is the audience, i.e. spectators of the concert
who are equipped with a mobile application (namely NaoMusic). As explained
further in the following Sections, spectators are able to select their preferred
colors according to the emotions felt during the musical performance.

The last actor is the setlist, i.e. a collection of audio files that together com-
pose the musical structure of the concert. In particular, these musical tracks
will be played by the electronic ensemble, acting as the base for the acoustic
performance by the instrumental ensemble.

The system architecture is made up of five modules:

– Emotion Recognizer : a machine learning module to extract the emotional
content from a song;

– Emotional Mobile Interface: a mobile app (i.e. the aforementioned NaoMu-
sic) that allows users to submit their preferred color, according to the emo-
tions experienced during the concert;

– Database: a web-located database that stores all the users’ choices;
– AI Director : central component that realizes the decision-making process,

guiding the evolution of the musical performance;
– Robotic Controller : translates the instructions of the AI Director module

into behaviours for the robot.

Before describing the modules in more details, in the following subsection we
present a high-level use case, in order to better clarify how the system works.

3.1 Use Case

The concert is preceded by a preparation phase aimed at generating the music
to be played by the orchestra. In particular, some musicians compose a few short
pieces, which is then processed by a software in order to produce a series of new,
original tracks. All the new computer-generated songs, along with the initial
ones, are included in the setlist used for the concert

All these tracks are thus sent to the Emotion Recognizer module, which
extracts (as explained later) their emotional content in terms of arousal and
valence, from here on called song arousal and song valence. The output of this
functional block is thus a collection of 〈song arousal, song valence〉 pairs, one
per track in the setlist. This concludes the preparation phase, and the system is
now ready for being used in an actual concert.

During the concert, the orchestra starts by playing the introductory music,
while the audience is able to express its emotions using the Emotional Mobile
Interface (i.e. NaoMusic). All the data sent by this application are continuously
stored in a remote Database. When the musical act is close to its conclusion,
the AI Director queries the Database to fetch the entries gathered during the
current act. Those data are then processed in order to estimate the overall emo-
tional state of the spectators, in terms of a 〈song arousal, song valence〉 pair.
By using this information, along with the emotional content of the tracks in the
setlist, the system selects the song whose emotional content best fits the course
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of the performance, communicating its choice to the Robotic Controller. This
module translates the choice into a behaviour for the robot, which will inform
the orchestra about the next song to be played.

In the following we describe each module in more details.

3.2 Emotion Recognizer

Fig. 3. Emotion Recognizer module architecture.

This module implements a method for allowing identification and extraction
of 〈arousal, valence〉 pairs from a musical track. The emotion recognition capabil-
ities have been implemented through Support Vector Machines (SVMs), trained
with the dataset described in [18]. It includes approximately 1000 CC-licensed
songs that have been listened and subsequently annotated with their values of
arousal and valence through crowdsourcing. The training process uses 34 mu-
sical features extracted from each audio track of the aforementioned dataset,
which constitute the training set inputs (see [18] for more details). Obviously,
the corresponding arousal and valence annotations are used as outputs. More
specifically, two models are created: one for arousal recognition, and the other
for valence recognition.

After the training stage, the setlist is processed to extract the aforementioned
musical features from each track. These features are then inputted into the two
SVMs to obtain the estimated 〈arousal, valence〉 pairs.
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3.3 Emotional Mobile Interface

This module plays a fundamental role in the proposed system, as it represents
the interaction point between the audience and the entire system. It consists
in a simple and user-friendly mobile application, whose interface is shown in
Figure 1.

Fig. 4. Emotional Mobile Interface architecture.

Figure 4 describes the mobile application architecture. The main goal is to
create an interface that allows spectators from the audience for expressing their
emotional state while listening to the concert. All the votes recorded by all users
at the end of each musical act will be used in order to compute the emotion that
more faithfully represents the global emotional state of the audience, and that
will be used by the AI Director module to decide which song should be played
next.

On startup, the mobile devices can receive push notifications by the AI Di-
rector module through the Google Cloud Messaging (GCM) infrastructure. Once
logged in, the application will move its user into a welcome screen that will per-
sist until a notification will report the beginning of the concert. At this point,
the user will be led in the voting screen, where s/he will be able to send the
emotion to a remote webserver. This interface will synchronize with the musical
act progression, thanks to the notification system, to be able to store the votes
correctly. This screen resembles Russel’s Circumplex Model of Emotions, hav-
ing four colored tiles that resemble the four emotional categories described in
Section 2.
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Fig. 5. AI Director architecture.

It is worth noting that nor before neither during the concert users have been
advised on the meaning of the colors: they were only asked to interact with the
app as they wish, in order to avoid biases and to stimulate a more instinctive
and less reasoned response.

3.4 Database

The Database module consists in a simple HTTP server, able to receive GET and
POST requests aimed at storing votes to a local MySQL database management
system. More precisely, all the votes are firstly sent from the mobile application
to a server via GCM, and then stored to the database using REST API. The data
are then used from the AI Director module (described in the next subsection),
or for further offline analysis.

3.5 AI Director

This module is the core component, as it contains the artificial intelligence that
deals with the real-time management of the concert, taking decisions on the next
song to be played. This module accepts as input the 〈song arousal, song valence〉
pair produced by the Emotion Recognizer module.

In order to understand how this module works, it is important to explain the
concert structure. It consists in a tree data structure, whose depth represents the
number of musical acts, and whose nodes are all the possible songs that can be
played in every act (see Figure 9). The goal of this module is to find an optimal
path from the first to the last node, in order to produce the most engaging effect
for the spectators based on their emotional response.

At the beginning of the show, the robot will perform an introductory wel-
come animation and subsequently it will turn towards the musicians in order to
communicate via a body gesture the beginning of the first musical act.
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For every such acts, the AI Director sends a synchronization notification to
the Emotional Mobile interface, then it remains in a waiting state, giving time
to the electronic and orchestral ensembles to perform their executions. Shortly
before the end of the act, the system will wake up and query the Database to
retrieve the spectators’ votes collected during the act. This information is used
to calculate the audience’s predominant emotion. Combining this information
with the emotional content of the candidate songs eligible to be performed on
the next act, a heuristic search algorithm can be used in order to choose the song
that most likely would induce an emotional shift in the audience, while avoiding
stalls on the same emotions and abrupt changes. For instance, considering the
〈song arousal, song valence〉 pair as a point on the circumflex shown in Figure 1,
its mirrored point (with respect to the main diagonal) represents the opposite
emotion, which can be selected for obtaining the highest emotional variability.

3.6 Robotic Controller

Fig. 6. Robotic Controller architecture.

Once the AI Director chooses the next song (as explained before), the Robotic
Controller module will convey this information to the robot, and through it to
the performants. This chain of operations is executed in loop for every musical
act, until the end of the show.

The purpose of this module, whose architecture is shown in Figure 6, is to
model the robotic behaviors that will enable a NAO robot to interact through
body gestures with people involved in the show, both spectators and performers.

The robot plays two main roles: it serves both as an announcer, gesticulating
and speaking to the audience, and as a musical director, performing movements
to instruct the musicians on the next song they should play. The gestures used
for communicating emotions are shown in Figure 7, and have been designed to
be non-ambiguous. These four movements are the robotic embodiments of the
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outputs from the AI Director module, and each of them is interpreted as one of
the four songs that can be played in the next musical act. Each song belongs to
an emotional category, which in turn is associated to a color. Thus, the robot
will modify the color of his LEDs accordingly, to give a continuous reference to
the music players even after the gesture movement is over.

Fig. 7. The four robot directional gestures.

4 Evaluation

After some preliminary tests, aimed at fixing bugs and tuning some parameters,
we tested our system during an actual concert, opened to an audience made by
118 spectators (63 males and 55 females). As explained before, each spectator
was given with a mobile application, by means of which they were able to select
a color during the concert. At the end of the concert, we have also asked them to
fill a questionnaire consisting of 9 questions to be answered with 3-points Likert
scales:

1. How frequently do you listen to symphonic music?

2. Do you consider yourself an expert in informatics?

3. Which was the predominant emotion you felt during the concert?

4. Did the robot correctly fulfil the task?

5. Do you believe that the presence of a person instead of the robot might
change the effectiveness of the concert?

6. Before the concert, did you expect an emotional involvement from the per-
formance?

7. Did the robot meet your expectations?

8. Did the presence of the robot affect your emotional state?

9. Did you enjoy the concert?
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Fig. 8. Users’ answers to questions 4, 7 and 9.

Most of the questions produced answers with mean and median values next to
the neutral one. However, it is worth noting that questions 4, 7 and 9 revealed
interesting aspects of users’ opinions. As shown in Figure 8, the majority of
users enjoyed the concert, and no relations were noted between neither the level
of expertise in informatics nor the users’ habits in attending to such kind of
concerts. Moreover, most of the users felt like the robot correctly fulfil the task,
and that its behavior meets users’ expectations.

During the concert, the predominant emotion recorded was Serenity (i.e.
most of the users chose green). Furthermore, the analysis of users’ responses
in terms of the chosen colors (see Figure 9) shows that they do not always
select the emotions corresponding to the songs played by the orchestra. Indeed,
according to the output of the emotion recognizer module, the songs played by
the orchestra should elicit a specific emotion. The observed differences in users’
choices may be due to external factors, including the presence of the robot.
While this consideration needs to be further investigated, this preliminary result
is encouraging for future works.

Fig. 9. Comparison between concert tree and users’ votes.
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5 Conclusion and Future Works

In this paper we presented a system for conveying audience emotions to orchestra
musicians through a humanoid robot, and we described its architecture along
with a brief overview of the algorithms we used. We have also discussed the
first results collected after the deployment of our system in a real scenario, in
particular by evaluating users’ opinions during and after a live musical exhibition.

The results are encouraging for further studies. In particular, we noted that
most of the users enjoyed the concert, and noted that the robot may have influ-
enced their opinions. While this observation seems encouraging, further investi-
gations are required to strengthen this hypothesis. To this end, we are planning
to deploy our system in another live musical exhibition, and to compare it with
other solutions, in order to understand the differences between humanoid robots
and other kind of hardware in terms of their ability to convey emotions.
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Emotions and Personality in Personalized Systems, pp. 3–11. Springer Interna-
tional Publishing, Cham (2016)


