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Abstract

In this thesis, a digital device for fault and on line partial discharge location is
presented. The device employs the traveling wave method for two or multiple ends.
The designed prototype shows interesting features connected to the low cost and
to the possibility to collect data from different locations thus providing additional
functionalities deriving from pre-fault and data analysis, relating the existence of
defects to the subsequent fault event. The device also enables the acquisition of the
temperature on the cable section where the sensor is installed.
Such installation can also support DSO and TSO for carrying out both on-event
and condition based maintenance, discovering the causality between pre-fault con-
dition and fault condition, thus strongly reducing costs and increasing the quality
of supplied service.
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Introduction

With the increasing growth in complexity and size of power transmission and dis-
tributions networks, electric utilities must put efforts into handling failure related
problems. When a failure in the electric network occurs, the cause of the fault shall
be understood and the faulty part localized and disconnected from the rest of the
grid. In fact, generally a set of protection relays and switches automatically isolate
the faulty section of line and safely restore its functionality. The utility should also
locate the position of the fault along the line in order to minimize the outage time
thus avoiding to negatively affect service reliability. At the same time, effective ways
for estimating the health status of the power system before a defect may eventually
become a permanent fault already exist. Condition based maintenance allows to
asses the power system via a set of indicators which suggest the corrective actions
to be performed. Those indicator can be extracted by performing specific measure-
ments on the system. One of the more consolidated methods for assessing power
accessories consists in performing partial discharges measurements.
In this thesis, a digital device for fault and on line partial discharge location is
presented. The device employs the traveling wave method for two or multiple ends.
The designed prototype shows interesting features connected to the low cost and
to the possibility to collect data from different locations thus providing additional
functionalities deriving from pre-fault and data analysis, relating the existence of
defects to the subsequent fault event. The device also enables the acquisition of the
temperature on the cable section where the sensor is installed.
Such installation can also support DSO and TSO for carrying out both on-event
and condition based maintenance, discovering the causality between pre-fault con-
dition and fault condition, thus strongly reducing costs and increasing the quality
of supplied service.
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(a)

(b)

(c)

Figure 1: Block diagram (a), rendering (b) and final realization (c) of the presented
device.



Chapter 1

Fault-location techniques

A big difference exists between FL devices and protective relays in terms of their
main functionality. In the first case, the aim is to provide an exact point of the
fault, while in the second case, the aim is to provide safe operation for people and
for apparatus connected to the network.
Fault Location, FL, devices have different requirements compared to fault detection
ones [1, 2], in fact:

• a few milliseconds are requested to protective relays for detecting the fault and
tripping, while FL devices do not have so strict time requirements and may
use more accurate and slower algorithms for performing their task;

• in FL devices, digital filtering on the acquired voltage and current may be
used; on the contrary this would add undesired delay on fault detection relays
operation;

• FL devices should be as accurate as possible in order to give precise information
to the utility for finding the right line section to carry out the reparation, while
protective relays must roughly determine if the fault is in a certain zone and,
if required, interrupt its supply accordingly to the selectivity of the protection
system;

• with FL devices, data can be transmitted to centralized servers for a better
analysis of the fault condition and a better estimation of its location.

It should be noted that in some cases, microprocessor fault detection devices also
include fault location functionalities. Extensive reviews regarding FL methods are
available in the literature such as in [3, 4, 2].

13



CHAPTER 1. FAULT-LOCATION TECHNIQUES 14

1.1 Fault location methods classification

FL devices process voltage and current waveforms in order to obtain an accurate
estimation of the fault position along the line. This process is usually automatically
performed by the FL system. The main methodologies for performing this task are:

1. impedance-based techniques;

2. traveling-wave techniques;

Depending from the point of the line at which the line voltage and current waveforms
are acquired, FL methods may be categorized in:

1. one-end (single-end) methods;

2. two-end (double-end) methods;

3. multi-end and wide area methods.

Indeed, with one-end methods, only data from one terminal of the electric line
are available, while with double-end methods data from both sides of the line are
used. In the multi-end case, data is acquired in multiple points of the transmission
or distribution line [3, 5, 6]. Synchronized or unsynchronized samples or phasor
measurements can be used for double and multi-end techniques.
Furthermore, it is important to distinguish between FL methods designed for trans-
mission and those dedicated to distribution lines; the differences of the two types of
networks usually do not allow to use the method without important changes to the
FL method.

1.2 Impedance-based methods

These methods use fundamental-frequency voltage and current waveforms acquired
at the line ends during the fault and calculate the impedance of the faulted-line seg-
ment to obtain the position of the fault. Essentially, impedance-based methods rely
on measurements of post-fault line impedance as time-domain samples or phasors
[3, 6, 7, 8, 9].
Impedance-based methods also require lumped parameters model of the line [4].
These methods are in some cases simple and economical and may be integrated into
some protective relays. The position of the fault is usually estimated with respect
of the total impedance of the line, under the assumption that the electric line is
homogeneous (generally true for transmission lines).
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1.2.1 One-end methods

Simple reactance method

This FL method is introduced with respect to the simplified case of a single-phase
line with power source connected at one end only. In Fig. 1.1, the schematic of
such line is shown. In the specific, the single-phase line A-B has a power source
in A. Lumped-line model without considering shunt capacitances is used in this
discussion.

Figure 1.1: Analysis of impedance-based FL method for a single-phase line with
source only at one end.

The distance between where the fault locator is installed (A) and the fault point
(F) is unknown (d). To simplify the analysis, the charging current is neglected, so
the current at the A end IA is equal to the current at the fault IF . Under this
assumption, one can calculate the impedance seen from the FL terminal ZFL by the
formula:

ZFL = UA

IA
= dZL +RF (1.1)

where:
UA is the voltage at A terminal;
RF is the fault resistance;
ZL is the impedance per unit of length of the line.
The unknown distance to the fault is obtained by taking the imaginary part from
(1.1):

d = ={ZFL}
={ZL}
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We assumed here that the fault impedance is a pure resistance. Actually, depending
on the currents at the ends A and B, the fault impedance can be seen as pure resis-
tance or as resistive and capacitive reactance or as resistive and inductive reactance.
In the the last two cases, the contribution of the reactance of the fault impedance
creates the reactance effect [1, 10, 6].

Takagi method

Figure 1.2: Analysis of impedance-based FL method for a single-phase line with two
sources.

In the less simple case in which the line is fed by the two ends A and B (Fig. 1.2),
in general IA 6= IF since the source in B provides a current IB, hence IF = IA + IB.
The FL system installed in A sees an impedance with a not-null reactance part, and
so reactance error arises (Fig. 1.3).



CHAPTER 1. FAULT-LOCATION TECHNIQUES 17

Figure 1.3: Reactance error.

In such cases, a two-end FL technique avoids the reactance error by acquiring also
the required unknown current values (IB). On the other hand, it is advantageous
to have simpler devices which do not require other communication link from the
two ends of the line. In a classic work of the literature [11], Takagi et al separated
the circuit shown in Fig. 1.2 into two equivalent circuits: the pre-fault network and
the pure-fault network (Fig. 1.4). The idea is that the superimposition of the two
networks generates the original starting one of the single phase circuit with a fault.
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Figure 1.4: Equivalent circuit (top) during the fault which may be obtained by
superimposition of pre-fault network (center) and pure fault equivalent network
(bottom).

By following the mathematical discussion in [2] and [11], the distance d may be
given by:

d = ={U∆I∗
A}

={ZLIA∆I∗
A}

(1.2)

where:

∆IA = IA − I
PRE
A = kF IF (1.3)

is the incremental current (in (1.2) appears as conjugate), obtained by the difference
of the current in A, when the fault occurs, and the value of the pre-fault current in
A. It is assumed that the load current is approximately the same before and during
the fault.

kF = −dZL + ZL + ZB

ZA + ZL + ZB

(1.4)
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is the fault current distribution factor [1, 12, 13].
In (1.2) it was made the simplification that kF is a real number, relying on the
assumption that the impedances shown in (1.4) have approximately the same phases.
The error in (1.2) depends on the degree of non-homogeneity of the line [8].

Modified Takagi method

When the pre-fault current is unknown, a modified Takagi method can be adopted
for estimating the fault distance. In this method, the zero-sequence current IA0 is
used in place of ∆IA, considering the system load in a single line-to-ground fault
[8, 14, 15]. In fact, in a ground fault, IG0 is close to ∆IG and virtually equal to zero
(I

G0 = 0) in balanced operating conditions. The distance d is thus given by:

d = ={UA3I∗
G0}

={ZLIA3I∗
G0}

(1.5)

while the current distribution factor is:

ks = |ks| e−jγ = ZG0 + ZL0 + ZB0

(1− d)ZL0 + ZB0
(1.6)

where γ is the degree of non-homogeneity. Applying e−jβ to 1.5 improves the ac-
curacy of the estimation, by forcing the system to be homogeneous. The modified
Takagi method first calculates d through 1.5 and then this value is used for obtaining
γ in the 1.6. The final expression of the fault distance takes into account load and
system non-homogeneity:

d = ={UA3I∗
G0e

−jβ}
={ZLIA3I∗

G0e
−jβ}

(1.7)

This method can be very accurate as long the source impedance parameters are well
known. An estimation of the zero-sequence impedance of the local source can be
calculated as ZA = −UA0

IA0
, but ZB must be known.

1.3 Traveling-wave methods

Traveling-wave (TW) methods have the high advantage, compared to impedance
based FL methods, to be generally insensitive with respect to load conditions, high
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ground resistance, fault resistance, fault type, fault inception phase angle and power
system source configuration; at the same time they provide very high accuracy
in the FL estimation [16]. Recently, the interest on TW fault-location methods
has increased due to improvements in smart electronic devices for data acquisition,
relatively cheap time synchronization techniques and availability of effective data
communication systems [17, 18, 19, 20, 21, 22, 23].
TW FL systems make use of transient signals in power lines. Those transient sig-
nals can actually be generated by different causes such as electrical faults, partial
discharges, switching relays, lightning or external noise induced into the power sys-
tem. The abrupt variation of the voltage in a certain point of the power line, where
the fault insists, creates a high frequency pulse which travels in the two directions,
upstream and downstream the fault point [24, 25]. The speed of the traveling wave
depends on the line’s features and may be very close to the speed of light for trans-
mission lines and about the half (around 150m/µs) for distribution lines. The fault
point is derived by precisely time-tagging the TW pulse captured by the FL de-
vice(s) and performing the comparison between the time difference of two acquired
pulses and the total propagation time of the line.
Traveling wave technique may also be integrated in protective relays. The greatest
part of relays currently available on the market are mostly based on voltage and
current phasors, that is they operate based on steady-state fault signals. This means
that at least one line cycle is required by such devices in order to precisely measure
the phasors. By adopting TW methods for protecting the power system, shorter
time to achieve the power system protection can be expected [26].

1.3.1 Accuracy

The accuracy of the fault position estimation depends on many factors:

1. the precision and accuracy of the time-tagging of the pulses;

2. detection of the rising edge of the fault pulse;

3. analog-to-digital conversion.

System clocks in all the FL devices should be precisely synchronized in order to
have an effective FL system. Different ways exist for synchronizing a certain number
of devices such as a synchronization cable bus, fiber optic, radio, Global Position
System (GPS).
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Another source of inaccuracy is related to how the HF pulse arrives at the input
of the sensor of the FL system. The TW moves along the line and will be subject
to attenuation because of the losses (both resistive and radiated), distortion due
to dispersion phenomena and low-pass filtering of the transmission line itself. The
combined effects of these phenomena deteriorate the pulse shape of the TW, in
particular the rising-edge of the pulse may be significantly affected by degradation, so
that the FL system may be inaccurate about the interpretation of the time at which
the pulse is detected. In order to reduce such effects, the maximum distance between
two FL devices (for two- or multi-end methods) should be chosen accordingly.
Many TWs techniques uses analog to digital converter (ADC) in order to sample the
phase current or voltage. It is worth noting that the sampling rate determines the
accuracy of the FL. In fact, in order to properly locate the fault it is important to
precisely discriminate the start of the fault condition. The higher the sampling rate,
the lower the time interval between two consecutive current or voltage samples. This
means that, at higher sampling rates, the arrival of the traveling wave generated by
the fault condition can be found with a much higher precision. For instance, in order
to have a theoretical precision of 1 meter in the FL estimation, on a transmission
line where the propagation speed vp is close to c = 3 ·108m/s, the sampling rate has
to be at least:

fs =
(

1m
3 · 108m/s

)−1

= 300Mhz

ADCs with such high sampling rate are usually expensive and difficult to handle by
cheap microcontrollers, so often Field Programmable Gate Array (FPGA) must be
used to control the acquisition process and buffer the acquired samples. In fact, the
use of high sampling rate ADCs produces a big amount of data which need to be
quickly saved on the device memory and processed.
The acquired data contains both the fundamental frequency components and the
transients associated with the fault, hence the data need to be high-pass filtered in
order to eliminate the 50/60 Hz components, not useful for the FL.

1.3.2 Travelling-wave theory

In this section, the theory behind traveling waves in three-phase power lines is
discussed [27, 17]. The equivalent circuit of a transmission line of infinitesimal length
is shown in Fig. 1.5, where R, L and G respectively are resistance, inductance and
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conductance per unit of length. By applying Kirchhoff’s laws to this circuit we have:

v(x, t)− v(x+ ∆x, t) = R ·∆x · i(x, t) + L ·∆x∂i(x, t)
∂t

(1.8)

i(x, t)− i(x+ ∆x, t) = G ·∆x · v(x+ ∆x, t) + C ·∆x∂v(x+ ∆x, t)
∂t

(1.9)

Figure 1.5: Equivalent circuit for a segment of transmission line made of two con-
ductors.

By assuming infinitesimal ∆x and by dividing (1.8) and (1.9) for this quantity, the
derivatives of the two electrical quantities with respect to the position are obtained.
The results are the following equations:

∂v(x, t)
∂x

= −R · i(x, t)− L∂i(x, t)
∂t

(1.10)

∂i(x, t)
∂x

= −G · v(x, t)− C∂v(x, t)
∂t

(1.11)

Equations (1.10) and (1.11) represent voltage and current in a two-conductor trans-
mission line as a function of position x and time t. The presence of the minus
sign in (1.10) and (1.11) is explained by the fact that as we proceed along the line
(increasing x), the amplitudes of the two waves decrease.
Now we move to the Laplace domain by substitution [28]:

s = ∂

∂t

∂v(x, s)
∂x

= −Z · i(x, s) (1.12)

∂i(x, s)
∂x

= −Y · v(x, s) (1.13)
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where Z = (R + sL) and Y = (G+ sC).
We take the derivative with respect to the position of (1.12) and (1.13):

∂2v(x, s)
∂2x

= −Z · ∂i(x, s)
∂x

(1.14)

∂2i(x, s)
∂2x

= −Y · ∂v(x, s)
∂x

(1.15)

By substituting (1.12) and (1.13) in (1.14) and (1.15), we obtain the voltage and
current wave equations in which only one quantity, voltage or current, appears.

∂2v(x, s)
∂2x

= γ2 · v(x, s) (1.16)

∂2i(x, s)
∂2x

= γ2 · i(x, s) (1.17)

where γ =
√
Z · Y is the propagation constant.

Traveling waves are hence described in the Laplace domain by (1.16) and (1.17),
whose solutions are given by:

v(x, t) = vIe
−γx + vRe

γx (1.18)

i(x, t) = iIe
−γx + iRe

γx (1.19)

The first components of (1.18) and (1.19) are referred to as incident voltage and
current waves (vIe−γx and iIe

−γx), while the latter components are the reflected
waves (vReγx and iReγx).
For a given position of the transmission line, it is possible to calculate the line
characteristic impedance as the ratio of the voltage and current for both incident
and reflected waves:

ZC = vI
iI

= −vR
iR

=
√
Z

Y
(1.20)

hence we can obtain an equation for i(x, t) in terms of vI , vR and ZC :

i(x, t) = 1
ZC

(vIe−γx − vReγx) (1.21)

As we said, a traveling wave is composed of a voltage component and of a current
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component, these two being linked by the characteristic impedance of the line as
expressed by (1.20).
Let’s assume to have a traveling wave which travels on a line with ZC characteristic
impedance (Fig. 1.6).

Figure 1.6: Example of incident (ii), transmitted (iT) and reflected (iR) wave.

The incident voltage vI and current iI of the traveling wave will reach one of the
terminals of the line, where a certain part will be transmitted as vT and iT , while an-
other portion will be reflected as vR and iR. If ZT is the line characteristic impedance
after the terminal, the amount of energy transmitted and reflected depends from ZC

and ZT . At the transition we have:

v

i
= vI + VR

iI + iR
= ZT (1.22)

By using (1.20) and (1.22) we obtain:

vR = ZT − ZC
ZT + ZC

vI = ρvvI (1.23)

ρv = ZT − ZC
ZT + ZC

(1.24)

with ρv the voltage reflection coefficient.
At the same way, the current reflection coefficient may be expressed as:

ρI = ZC − ZT
ZC + ZT

(1.25)

We hence obtained useful relationships between incident and reflected waves. In
particular, if:

1. ZC = ZT , there is no energy reflected back hence vI = vT and iI = iT .

2. ZT = 0, we have vI = −vR and iI = iR.

3. ZT =∞, we have iI = −iR and vI = vR.

In the latter two cases, all the energy is reflected back, none is transmitted.
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1.3.3 Modal Analysis

The phase current and voltage signals may be decoupled as different independent
propagation modes by using modal transformation. This involves a linear trans-
formation which simplifies the analysis by making use of some specific relations
involving the phase signals on the three-phase system. One of the most used trans-
formations applied to current and voltage phasors are the symmetrical components,
which are used in fault analysis and in general in power system analysis. While
symmetrical components cannot be applied to instantaneous values, which is the
case of traveling waves, Clarke transformation may be used [29]. The modes are
usually referred to as zero 0, alpha α and beta β.


Iα

Iβ

I0

 = Tαβ0


IA

IB

IC

 = 1
3


2 −1 −1
0
√

3 −
√

3
1 1 1



IA

IB

IC

 (1.26)

Equation (1.26) represents the Clarke components of the phase current for Phase A.
It can be noted that if the whole current flows through conductor A and half returns
through B and C, this will excite the alpha mode only, so Iα = 1

3(2 · IA − IB − IC)
(first row of the matrix). The current flowing trough B and returning from C excites
the beta mode only, hence Iβ = 1

3(
√

3IB −
√

3IC) (second row only of the matrix).
If the same current flows trough conductors A, B and C and returns to earth, the
only mode that will be excited is the zero mode, that is I0 = 1

3(IA + IB + IC) (third
row of the matrix).
Three sets of Clarke components, for A, B and C conductors, must be used for
covering all fault types. In fact, (1.26) only works fine for Phase A to ground fault
or Phase B to Phase C faults [17]. The three transformation matrices for phases A,
B and C are:

TAαβ0 = 1
3


2 −1 −1
0
√

3 −
√

3
1 1 1

 (1.27)

TBαβ0 = 1
3


−1 2 −1
√

3 0 −
√

3
1 1 1

 (1.28)

TCαβ0 = 1
3


−1 −1 2
−
√

3
√

3 0
1 1 1

 (1.29)
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Single line-to-ground (SLG) faults are the natural application of alpha components,
while, for line-to-line (LL) faults, beta components are more appropriate.
The characteristic impedances, as well as attenuation and dispersion, are not the
same for modes αβ0. The selection of the more appropriate mode for traveling
wave FL depends mainly on propagation speed, dispersion and attenuation. For
instance, the 0 mode is not well suited for traveling wave FL due to more important
attenuation and dispersion than α and β modes. This is related to the higher losses
of the earth, compared to the losses on the conductors.
In [17] it is reported that alpha components are in many cases the best selection for
working with traveling waves associated with faults, when data from the electrical
system is sampled and acquired. Beta components provide slightly higher amplitudes
for some particular cases of LL faults.

1.3.3.1 Attenuation and dispersion

In general, the wave propagation constant of each mode m can be expressed in a
real part (α), which represents the attenuation constant, and an imaginary part (β),
which represents the phase constant1.

γm = αm + jβm (1.30)

This means that each mode can have its own attenuation and propagation speed,
that may be different for other modes. A non-zero value of αm means that the line
has losses due to resistance and conductance of the line, R and G. In other words,
the traveling wave will attenuate its amplitude as it travels along the line.
A non-zero value of βm means that we have dispersion or distortion, i.e. the propa-
gation speed vm of mode m depends on the frequency ω:

vm = ω

βm
(1.31)

In case of lines without any losses (αm = 0), the propagation speed depends on L
and C of the line.
An ideal step signal applied as input of the line (or a very sharp and fast fault
signal) is composed ideally by an infinite number of frequency components, which
will travel at different propagation speed as per (1.31). The original waveform will

1Please note that α and β in this context do no refer to alpha and beta modes previously
introduced, but the way adopted in the literature to express the real and imaginary part of the
wave propagation constant.
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be distorted while the TW moves along the line. By virtually looking at the signal
at increasing position x of the line, the wave will look more and more “slow”, with
smoother rising-edge and consequently reduced frequency contents.

1.3.4 Classification of traveling-wave methods

Traditionally the TW method have been classified in five types: A, B, C, D, E [1].

1.3.4.1 Type A

In this type the FL system calculates the time difference of the first captured TW
and its reflection (single-end method). The estimated fault distance is given by:

d = vp ·
∆t
2

where:
∆t is the difference between the arrival of the first TW and the reflection;
vp is the propagation speed of the TW in the line.
The beauty of this method is that a remote unit is not necessary. Hence, there is
not critical time synchronization between two devices at the two ends of the line
and neither a data communication link between them. On the other side, from the
lattice diagram it is clear how reflection can be hard to be distinguished (i.e. the
reflection from the other terminal may arrive first). When the fault is exactly in the
middle of the line, the traveling wave will reach the two ends at the same time and,
in this case, the time difference between the arrival times is ideally zero.
In Fig. 1.7, the fault, section F, is imagined not in the middle of the line, i.e.
m < l −m. For this reason, the traveling wave will reach the L end first and then
the R one. In L, part of the energy will be transmitted to the left side of section L,
part will be reflected back and part will be absorbed. Same considerations can be
made for R.
The problems arises when the device is misled by the other reflected pulses arriving
one after the other. For instance, if at certain distance on the left of section L there
is another line (B end), which is closer to L so that BL < LF , the TW reflected from
B will reach L before the reflected wave from the fault section reaches L tL2. This
incorrect result could be avoided if the direction of the TW pulse can be detected by
the instrument, e.g, by using two sensors per side, it could be possible to discriminate
which sensor is “hit” first, thus understanding the propagation direction.
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Figure 1.7: Lattice diagram showing incident, transmitted and reflected travelling-
waves.

1.3.4.2 Type B

This type of TW fault locator is dual-ended, thus it measures the time difference
between the arrival of the first TW at one end and the arrival of the other TW at
the other end of the line, in this case the FL devices are installed at the two ends
[30]. The two units are supposed to have a communication link between them since
the arrival of the first pulse at one end starts a counter that is then stopped by the
other device when it receives the second pulse. The fault position is hence given by:

d = L

2 + vp ·∆t
2

where:
L is the distance between the two FL units;
∆t is the time difference between the arrival of the TW at the first and the second
end;
vp is the propagation speed of the TW along the line.

1.3.4.3 Type C

Type C differentiate from the previous two methods being an active method. In
particular, type C is a single-end method where an impulse is generated and injected
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into the line after a fault is detected. This is probably one of the most common
TW method for fault-location and it is also known as Time Domain Reflectometry
(TDR). The fault distance is given by:

d = vp ·
∆t
2

where ∆t is the time difference between the injecting time of the impulse and the
detection of the reflected TW from the fault point.

1.3.4.4 Type D

In type D, different TW fault-locator devices have very accurate time synchroniza-
tion and time-tagging capabilities [1]. They also are provided with a data link to a
central site where all the time-tagged pulses are collected. The fault point distance
can be calculated in different ways depending on the approach used.
One possibility is to calculate the time difference between the time-tags of two FL
devices installed on the same section of the line. The device installed in L knows the
arrival time tL of the traveling wave generated in the the fault point F, neglecting
any further reflections. The same applies to R, where the arrival time of the TW is
tR. The two devices will communicate tL and tR respectively and the algorithm at
the central remote side calculates the estimate of the FL. The formula for calculating
d in this simple case could be similar to the one of Type B.

1.3.4.5 Type E

Type E uses the transients generated after the line is re-energized, in consequence of
a fault, from one terminal only [2]. By supplying voltage to the system, the faulty
component will cause again the trip of the line, so that a new fault pulse will be
generated from the defect, which will travel along the line. The advantage of this
method is that multiple reenergizations may be performed, thus more data can be
collected and average algorithms calculated, thing that will increase the accuracy of
the estimated fault distance. A similar approach is often used for FL in underground
cables, especially in power distribution, for the search of the fault point.
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Partial Discharges theory

2.1 Introduction

Partial discharges are localized electrical discharges that only partially bridge the
insulation between conductors and which can or cannot occur adjacent to a conduc-
tor [31]. PD induces pulses featured by a fast rising time and appearing as short
bursts in the cable main conductor and shield. The use of specialized sensors and
instruments allows to acquire and process these pulses. PD measurement can be
considered one of the most valuable non-destructive means for assessing the qual-
ity and the integrity of HV and MV power apparatus and cables. The diagnosis
allows to assess the overall state of the system, thus providing an indication about
the probability of developing weak points. The time between PD ignition and final
breakdown depends on the discharge type and the point where PDs take place. A
PD event is a complex phenomenon which has a stochastic nature and its features
can give information about defect type.
Many faults can be prevented by exploiting partial discharge diagnostic. Most of
these failures can be caused by manufacturing imperfections, such as voids and con-
taminants in the insulation, or poor workmanship during installations, such as cuts
or and missing components. Clearly, not all the possible failures can be prevented
by PD analysis, such as the case of cable cuts by ground excavators during civil
works.
Partial discharges can occur mainly:

• In cavities

• On the insulation surface

• In gases surrounding metallic protrusions

30
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(a) (b)

Figure 2.1: Effects of partial discharge activity prior to fault.

Gaseous regions have generally a lower dielectric permittivity than solid insulation.
A local electric field increase favors PD inception and leads to a degradation process.
PDs can be accompanied by emission of UV light, sound, heat and electromagnetic
fields.
The components generally affected by PD are:

• Switchgear buses

• Cable joints

• Bus duct Cables

• Cable terminations

• Transformers

• Insulators

• Rotating machines
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(a) (b)

(c) (d)

Figure 2.2: Irregularities on cable semi-conductive layer.

It should be said that defects in the insulation can be detected also from other
indicators. For instance, dissolved gas analysis (DGA) is a consolidated method for
understanding the actual working status of transformers [32].
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(a) (b)

(c) (d)

Figure 2.3: Failures.

2.2 Partial Discharge Physics

In order to clarify how partial discharges take place on real electrical components, a
short analysis of physical mechanisms can be useful [33]. In this section, the incep-
tion process of a discharge in embedded gas cavities and the inception conditions
under AC voltage will be explained [34]. Townsend and Streamer theories, described
shortly below, suggest to distinguish between three different kind of discharge.

2.2.1 Townsend discharge

The inception of a Townsend discharge is based on the “Townsend avalanche” con-
cept [35], referred to a gas embedded cavity inside a dielectric layer between two
electrodes (anode and cathode), under well-defined pressure condition, shape and
dimension. If a starting electron is accelerated toward the anode by the electric field
inside the cavity, a collision between the electron and a gas molecule can occurs and a
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new electron/positive ion couple is created [36]. The number of collisions generated
by the first one is elevated and this process leads to a self-sustaining discharge.
Discharge features are listed below:

• High rise time and decay time

• Low frequency content

• Low amplitude.

(a)

(b)

Figure 2.4: Townsend discharge: (a) principle and typical pulse shape (b).

2.2.2 Streamer discharge

The Townsend theory preserves its validity only under certain pressure conditions
and cavity dimension [35]. For values of the product p · d lower than 300kPa ·mm,
the streamer theory can better explain the phenomenon. The electrons accelerated
toward the anode (primary avalanche) leave behind a positive space charge region
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and secondary electronic avalanches can head towards this region under the attrac-
tion force. If this process continues, the ionizing channel reaches the cathode and
leads to the short circuit of the cavity [37].
Discharge features:

• Low rise time and decay time (fast discharge)

• High frequency content

• High amplitude

(a)

(b)

Figure 2.5: Streamer discharge: (a) principle and typical pulse shape (b).

2.2.3 Pitting discharge

Pitting discharges take place in correspondence to crystals on the cavity surface,
caused by the accumulation of charged particles during the Townsend process. The
waveform looks like a sequence of two Townsend discharges.
Discharge features:
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• Low rise time and high decay time

• Low frequency content

• Low amplitude

Figure 2.6: Pitting discharge: typical pulse shape.

2.2.4 Conditions for discharge inception in cavities

A discharge can take place only if two starting conditions are satisfied.

1. Deterministic conditions: the field inside the cavity exceed the inception field.
The breakdown field value (Inception Field) depends on pressure condition and
cavity geometry. It can be obtained by means of the Paschen law, which gives
the voltage for starting a breakdown arc between two electrodes in a gas in
dependence of pressure and gap distance. In fact, inception field is a function
of the product p·d, where p is pressure and d is the distance between two plane
electrodes at different potential. Each curve has a minimum: for air this value
is about 327 V at 0.756Pa · m. A streamer discharge can be self-sustaining
only if the working point on the curve is in the right side with respect to the
minimum. Paschen curves [35] are shown in Fig. (2.7) for different type of
gas.

2. Stochastic conditions: free electron available for starting the electronic avalanche.
The availability of a starting free electron has a stochastic nature and depends
on:

• Presence of background ionizing radiations.

• Schottky emission of electrons from metal electrodes and/or dielectric
surface.
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The applied electric field must allow free electron to acquire enough kinetic
energy for the collisions with gas molecules. The ionizing process can start
only in this condition.

Figure 2.7: Paschen curves for different gases.

2.2.5 Inception mechanism under AC voltages

The inception mechanism of PDs inside a cavity under sinusoidal voltages can be
clarified by observing Fig. 2.8.
where symbols meaning is:

• E0: portion of the external field applied to the cavity;

• Eq: local field due to charges separation;

• Ei: resulting internal field (Ei = E0 − Eq).
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(a)

(b)

Figure 2.8: Inception mechanism under sinusoidal voltage.

The presence of E0 causes the separation between opposite charges inside the cavity.
The resulting internal field Ei is equal to the difference between the field applied
to the cavity E0 and the local field due to charges separation Eq. Referring to the
first half-period, in correspondence of each discharge, Eq increases very quickly, Ei
decreases under extinction field and the discharge extinguishes. After a discharge
the local field decreases because of the recombination phenomenon of positive and
negative accumulated charges, or due to drifting on the cavity surface. If Ei increases
over inception field and a free electron is available, another partial discharges can
occur.
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Figure 2.9: Charges recombination and drifting.

It is possible to note that PDs occur randomly after Ei exceeds the inception field
value (positive or negative). The stochastic nature of a free electron availability
results in a time delay between the crossing of the inception field value and the
discharge inception, so PDs occur with different amplitudes. Due to this stochastic
delay it is impossible to measure the true PD inception voltage (PDIV). For this
reason the conventional definition of PDIV is defined according to standard IEC
60270 [31]:
“Applied voltage at which repetitive PD are first observed in the test object when the
voltage applied to the object is gradually increased from a lower value at which no
PD are observed”.

Similarly, the PD extinction voltage (PDEV) definition is :
“Applied voltage at which repetitive PD cease to occur in the test object when the
voltage applied to the object is gradually decreased from a higher value at which PD
are observed”.

During the first discharge on each semi-period, E0 becomes negative (or positive)
and Ei and Eq have the same polarity. In this condition, available starting electrons
are in smaller number because of the recombination process during the idle time.
Moreover, Ei polarity does not facilitate the charge separation. This phenomenon is
called “polarity inversion”. It results in a larger stochastic delay time and in a partial
discharge with a larger amplitude. The effect is the well-known pattern shape called
“rabbit ears” shown in Fig. 2.10. The concept of “phase resolved PD pattern” will
be clarified in the next section.
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Figure 2.10: Typical internal partial discharge pattern with rabbit ears shape.

2.3 Phase Resolved Partial Discharge Pattern

The most common and effective way for evaluating the presence of dangerous partial
discharge activities on power systems is through the analysis of the Phase Resolved
PD pattern (PRPD). In this representation, the amplitude of the pulses acquired
by the sensing device is graphed in the vertical axis of the plot; in the horizontal
axis the phase angle at which the PD pulse occurs is represented. Each dot in a
PRPD pattern (shortly referred as PD pattern) thus represents a PD pulse and its
occurrence phase angle [38]. It is clear that the PD pattern can be generated only
if the measurement system is correctly synchronized with the voltage frequency.
Usually synchronization is provided via specialized sensors (e.g, rogowski coil or
current clamp). In some cases, the sensor used for acquiring the PD pulses also
offers the synchronization signal. There are cases where it is not easy or possible to
get a reliable synchronization. For such cases, an innovative method is presented in
Appendix A.
Different kinds of defects usually show different specific PD patterns. The correct
understanding of these patterns can indeed help TSO and DSO’s engineers under-
standing the health status of the electrical system. The analysis of PD measurements
further relies on parameters such as partial discharge amplitude, inception voltage
and phase angle of the discharge [39].
The colors of the dots depend on the number of PD occurrences at the same mag-
nitude and phase. The analysis of a PD pattern can give information about the
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observed phenomenon and about the defect type on the component under test [40].
In this way it is possible to associate with each pulse the following information:

• Occurrence phase: defined as the phase value, with respect to applied voltage,
where a discharge incepts.

• Pulse amplitude: defined as the peak value of a partial discharge pulse wave-
form.

Figure 2.11: Build-up of a phase resolved PD pattern.

2.4 PDs analysis and classification

Partial discharges can be classified in four different categories:

• Internal discharges

• Surface discharges
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• Corona discharges

• Floating mass discharges

In order to investigate an insulation degradation process and eventually recognize
the presence of a defect on an electric component, it is very important to distinguish
between different discharge phenomena [41]. This investigation can be carried out
through the analysis of:

• PD pattern, as discussed in section 2.3;

• waveform of each PD pulse: critical pulses are often associated with higher
rise-time;

• frequency content (FFT) of the PD pulses;

• amplitude of the pulses;

• type of component under test (e.g. joint, termination, cable, transformer, etc);

• load configuration (e.g. loaded circuit or no load with just capacitive current);

• environmental condition: humidity, rain, etc...;

PD signals waveforms and patterns shape can be different for the same phenomenon
type, depending on the kind of defect, and may could change during time due
to aging processes induced by the discharges, i.e., physical/chemical/geometrical
modifications of the discharge site [42, 43].

2.4.1 Internal PDs

Internal discharges take place in defects consisting in gas cavities surrounded by a
solid dielectric. The presence of a steady phenomenon can cause the formation
of an electrical tree that starts from the cavity and leads to the breakdown of
insulation. This kind of discharges can be considered the most critical PD activity
in an electrical component. One important behavior of internal PDs is that the PD
pattern will usually incept before zero-crossing. This leading phase angle always
increases when the voltage feeding the circuit increases (i.e. the PD pattern shifts
to the left). In fact, when it is possible to change the voltage supplying a circuit
under test where suspicious PDs are detected, if the PD pattern shifts to the left
then it is certain the presence of internal PDs. The simplified typical PD pattern is
shown in Fig. 2.13. In Fig. 2.12 a real case of internal PD is shown. It should be
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noted the phase shift in Fig. 2.12b compared to Fig. 2.12a because of the higher
voltage. The representative PD pulse and its FFT is shown in Fig. 2.12c and d.
Features of internal PDs:

• Fast pulses: low decay time.

• Frequency spectrum up to 80 MHz.

• PDs mainly occur in a phase range around the zero-crossings of the applied
voltage and markedly incept before zero-crossing as the voltage increases.

(a) 215kV (b) 283kV

(c) (d)

Figure 2.12: Example of Internal PDs in a joint: (a) PD pattern at 215kV and
284kV (b), (c) representative pulse shape in the time-domain and FFT (d).

Figure 2.13: Simplified pattern of internal PDs.
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2.4.2 Surface PDs

Surface PDs may be distinguished between critical and no critical surface PDs. The
latter ones take place on the external dielectric surface of an electrical component
and show a low frequency spectrum content, with a high decay time (slow surface
discharges). The inception of this phenomenon can be favored by the presence
of humidity in air or by the accumulation of dust or dirt, especially on outdoor
components. Deposited particles on the surface can create a conductive path and
lead to a flash-over. This event can be avoided by performing an accurate cleaning
and maintenance of the component. In the other cases surface PDs are usually not
usually critical. Fig. 2.14 shows a real example of low frequency surface PDs.
Features of low frequency surface PDs:

• Slow pulses: high decay time;

• Frequency spectrum lower than 20-30 MHz;

• PDs mainly occur in correspondence of zero-crossings of the applied voltage.

(a)

(b) (c)

Figure 2.14: Example of slow surface PDs in a 220kV outdoor termination: (a) PD
pattern, (b) representative pulse shape in the time-domain and FFT (c).



CHAPTER 2. PARTIAL DISCHARGES THEORY 45

Figure 2.15: Simplified pattern of internal PDs.

Critical surface PDs can occur in correspondence of the separation surface between
a conductor material and the adjacent dielectric or semi-conductive layer, generally
in correspondence of mechanical defects. These discharges are often similar to an
internal discharges, with a high frequency spectrum (fast surface discharges). Fig.
2.15 shows the simplified PD pattern which is valid for both slow and fast surface
PDs. Fig. 2.15 shows a real example of high frequency surface PDs.
Features of high frequency surface PDs:

• Relatively fast pulses: low decay time;

• Frequency spectrum up to 40-50 MHz;

• PDs mainly occur in correspondence of zero-crossings of the applied voltage.
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(a)

(b) (c)

Figure 2.16: Example of fast surface PDs in a 220kV outdoor termination: (a) PD
pattern, (b) representative pulse shape in the time-domain and FFT (c).

2.4.3 Corona PDs

Corona discharges take place in correspondence of exposed metallic protrusions,
where the electric field is locally deformed and stronger. This condition causes the
ionization of air molecules near the protrusion and the inception of partial discharges.
The entity of the phenomenon depends on voltage level and environmental condi-
tions. Corona discharges are not a dangerous phenomenon but their presence can
hide other critical phenomenon and disturb the measurements activities. Therefore
the presence of corona PDs must be limited as much as possible.
Features of corona PDs:

• Features: Middle-fast discharges
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• Frequency spectrum usually lower than 40 MHz

• PDs occur in correspondence of the maximum value of the applied voltage. In
particular:

– Negative peak if the protrusion is under voltage (Fig. 2.17a)

– Positive peak if the protrusion is connected to ground (Fig. 2.17b).

• Discharges generally cluster in an amplitude range over the trigger level.

Fig. 2.18 shows a real case of corona discharges, where both kinds of corona are
present.

(a)

(b)

Figure 2.17: Simplified pattern of corona PDs.
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(a)

(b) (c)

Figure 2.18: Example of corona on a 220kV outdoor termination: (a) PD pattern,
(b) representative pulse shape in the time-domain and FFT (c).

2.5 Floating mass discharges

This kind of discharges take place in correspondence of metallic protrusions or ob-
jects not connected to a voltage source and isolated from ground; the electrical
potential of a floating mass depends on the electric field distribution in space. Un-
der the action of this field a charge distribution may appear on the object surface;
inception is favored when voltage gradient dv/dt is maximum and discharges occurs
in correspondence of zero crossings, when applied voltage changes its polarity. This
phenomenon is not critical but it can disturb measurement activities. The simplified
pattern is shown in Fig. 2.19, where the polarity of the pulses can be in the reality
also all positive or negative.
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Features of floating mass PDs:

• Features: Middle-fast discharges

• Frequency spectrum usually lower than 40 MHz

• PDs are clustered, similarly to corona discharges, in a brick-like pattern, but
occur in a phase range around the zero crossings.

Figure 2.19: Simplified pattern of floating mass PDs: the polarity can be different.

(a)

(b) (c)

Figure 2.20: Example of floating mass on a 20kV switchgear: (a) PD pattern, (b)
representative pulse shape in the time-domain and FFT (c).
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2.6 PD measurement

The measurement setup required for PD detection activities includes:

• HV test source;

• Sensor for PDs detection;

• A PD acquisition system or oscilloscope for pulses visualization.

Measurement activities can be performed:

• In on-line conditions: the component under test is energized at normal oper-
ating conditions. In this case the HV voltage source is the main electrical grid
and the test voltage is the component rated voltage.

• In off-line conditions: the component under test is energized by means of a
specific HV voltage source (HV test transformers) or with resonant generators
for measurements with frequencies different from 50/60 Hz. Very low frequency
(VLF) voltage generators are in some cases used for offline PD test.

The most common PD sensors are described in the following paragraphs.

2.6.1 High Frequency Current Transformers (HFCT)

Partial discharge activities in the insulation induce very small high frequency cur-
rent pulses that propagate along the connections of the system under test. These
currents can be detected by using high frequency current transformers, designed
with a bandwidth generally ranging from hundreds of kHz to 50 MHz. A HFCT is
composed of a ring-like magnetic circuit and a winding [44] (Fig. 2.21). The sensor
must be clumped around an earth cable and not around a power cables, where the
currents produce a magnetic field that saturates the ferromagnetic core. The high
frequency currents, induced by discharges, generate a high frequency magnetic field
in space that is concatenated to the magnetic circuit. Therefore, the instrument
output signal is an induced electromotive force related to the PD pulses current.
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Figure 2.21: Internal structure of a HFCT.

2.6.2 Capacitive coupler

A capacitive coupler is a capacitor that works as a high-pass filter and provides to
create a low-impedance path for partial discharges pulses. This capacitor must be
connected in parallel with the object under test (Fig. 2.22), so this kind of PD
detection cannot be adopted for on line measurements on real systems and is more
suitable for experimental measurements carried out in the laboratory. Capacitive
couplers are designed to stop 50/60 Hz frequencies and generally allow only high
frequencies up to 0.5 MHz. These capacitors are often connected in series with
a measurement impedance, generally a 50 Ω resistor. The voltage drop on this
impedance represent the signal for the phase resolved pattern build up.

Figure 2.22: Laboratory capacitive divider.
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2.6.3 Capacitive sensor

A capacitive sensor is a metallic electrode that allows to obtain a capacitive coupling
effect by placing the sensor closer to the external surface of a cable. The coupling
takes place between the electrode and the metallic shield of the cable. In this case
the output signal of the sensor is related to PDs electrical charge.

2.6.4 Electromagnetic field sensor

When a partial discharge activity takes place in an insulation defect, a part of the
pulses energy is irradiated in space through the propagation of an electromagnetic
field generated by impulsive charge recombination currents associated to PDs. This
field can be detected by using an antenna geometrically designed in order to obtain
the optimal bandwidth for PD detection. This kind of sensors allows to perform
more safely PD measurements, without galvanic connections with the system under
test, but is subjected to the action of disturbing external electromagnetic noise.

2.6.5 Prysmian Pry-Cam Wings

The Pry-Cam Wings is an electromagnetic PD sensor designed to sense the electro-
magnetic radiation generated by PD phenomena. The sensor is composed by two
metallic plane electrodes: the first one allows to obtain a capacitive coupling with
the cable shield, the second one - placed above the first one - detects the background
noise. The active circuit embedded on the sensor allows to overcome the problems
related to the degradation of the detected signal due to a) the attenuation effect
depending on the connecting cable length and b) the reflection phenomena that
cause the distortion of the real PD pulse waveform. The frequency bandwidth is
from 5kHz to 50 MHz. The sensor provides also the synchronization signal and the
temperature of the component where it is installed.
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System design and implementation

In this chapter, a custom electronic board implementing a fault-location technique
and partial discharge detection is presented. The prototype henceforth will be named
“Volo”.
Volo is a microcontroller-based system implementing a dual-end or multi-end TW
fault and PD location method and at the same time enabling to acquire a standard
PD pattern. These capabilities combined in a single instrument are novel to the
author’s knowledge. Furthermore, also the local temperature of the point where the
sensor is attached is registered.
The instrument was designed to work on both HV and MV cable lines. Even if the
presented prototype can be seen as a proof-of-concept, much attention was paid in
order to keep the total cost of the whole system reasonably low. The reason mainly
relies on the desire to target also the distribution line market. In fact, medium-
voltage utilities deal with a huge number of lines, hence many monitoring devices
should be bought and installed in the grid. Even without performing a detailed
cost-benefit analysis associated with the adoption of the presented asset monitoring
tool, it is clear that a fault-location system should be not only effective, but also
sustainable. Other similar system are reported in the literature such as in [45, 46].
The design of the proposed device is described in this section and the block diagram
is shown in Fig. 3.1 and will be detailed in the next paragraphs.

53
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Figure 3.1: Block diagram of the proposed device.

Figure 3.2: Rendering of the proposed device.

Figure 3.3: The prototype realized for the tests.
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3.1 Sensor

Similar systems in the market make use of high frequency current transformers
(HFCT), capacitive coupled sensors or current and voltage transformers (TA and
TV). Volo has been designed to sense both PDs and fault pulses by using Wings
sensors developed by Prysmian [47]. Wings sensors have wide bandwidth (500kHz-
50MHz), good sensitivity (below 1pC for PDs) and a built-in digital temperature
sensor. Volo has also an auxiliary input so it can be connected to other sensors
without requiring, in many cases, further signal conditioning.
While Wings are generally used as partial discharge sensors, in this case, they will
be used also for sensing traveling wave pulses associated to faults. In fact, fault
pulses and partial discharges pulses observe similar behavior while propagating in
transmission lines. When a fault occurs on a line, a fast transient is generated,
which travels along the line and can be sensed by Wings sensors.
One big difference between PD and fault pulses is related to the signal amplitude,
usually much higher for fault pulses. In fact, the way Volo discriminates between the
two different pulses is based on the fact that a fault pulse will be perceived as higher
amplitude pulse compared to the average amplitude of the PD pulses continuously
acquired by the instrument. Of course, fault pulses which are generated far from the
monitoring point will be attenuated by the line and could be mislead as PD pulses.
However, this phenomenon will not be significant for lower distances between two
Volo devices, in the normal scenario equal to maximum 1000 meters. Anyway,
after a fault pulse, the intervention of the protection relays of the line will occur
interrupting the power supply, hence the 50Hz (or 60Hz) synchronization signal will
be lost and the fault pulses can be undoubtedly individuated.
Disturbances can generate other pulses which will be sensed as possible PDs as well.
In this cases, the PD pattern representation can help the engineer to understand
the nature of the pulses.

3.2 Analog front-end

The analog front-end designed for the Volo will be discussed from the point of view
of each functional sub-part. As it can be seen from the signal conditioning block
diagram in Fig. 3.1, the first stage of the chain is common for both PD and fault
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parts. This stage converts the differential signal to single-end signal by means of a
HF transformer as well as providing a small ×2 additional gain to the input signal.
In fact, the signal coupled to the Wing sensor is internally amplified by the active
circuit of the sensor itself, so a high gain stage in the Volo is not needed. A final
CLC pi-network provides a low-pass filter with a cut-off frequency of 30MHz.
The signal goes to the next conditioning stage directly or by passing through an
inverting amplifier, by acting on a dual-pole single-throw analog switch driven by
the MCU (inv_pulse signal). In this way both positive and negative pulses can be
acquired. The resulting bandwidth of the first stage is 1-30Mhz.

Figure 3.4: First stage of the analog chain.

Figure 3.5: Inverting amplifier and analog switch.
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3.2.1 PD pattern

Partial discharges pulses are processed by a peak detector. This stage consists in the
proper peak detector cascaded with a buffer (Fig. 3.6). In Fig. 3.7 the screenshots
acquired with the oscilloscope are shown. For testing this stage, a 200mV and
100ns-wide pulse was applied at the input of the peak detector stage (yellow line).
It can be noted a settling-time of less than 150ns, while the value is kept for 50us
(or 100us with some attenuation). The circuit can be reset by the microcontroller
by activating the DISCHARGE signal, connected to an analog switch. In this way, the
next input pulse can be quickly acquired. The MCU will in fact acquire via the
12bit ADC the hold value of the peak detector and discharge it. This operation is
continuously performed every 1us, which for a 50Hz supplying voltage corresponds
to a phase resolution of:

PHR = 360°
20ms × 1us = 0.018°

This means that a PD pattern can be acquired with a 12 bit vertical resolution with
phase resolution of 0.018° by using a relatively low-end hardware. Furthermore,
at each supplying voltage cycle (e.g. 20ms), the input signal is inverted so both
positive and negative pulses are acquired. In Fig. 3.8 it is shown an injected positive
pulse acquired at the direct and inverted output of the first stage.

Figure 3.6: Schematic of the peak-detector stage.
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(a)

(b)

Figure 3.7: Peak-detector for PD pulses: (a) time-division at 100ns and (b) 10µs,
the input pulse is depicted in blue while the output peak is the yellow line.

(a)

Figure 3.8: An injected positive pulse acquired at the direct and inverted output of
the first stage.
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3.2.2 Synchronization

As it is known, the phase resolved partial discharge pattern is basically a chart
where the amplitude of each acquired pulse is plotted with respect to the phase
angle at which the pulse was detected by the instrument. It is clear that a reliable
phase synchronization is needed. Wings sensor is able to detect the phase angle of
the voltage applied to the equipment where the sensor is placed. The 50/60Hz (or
whatever the supplying frequency is) is sensed by the Wings, conditioned and given
to the output as a square wave. In fact, the synch output of the Wing sensor is
given as input to a GPIO of the MCU and thus used for drawing the pattern. Each
pulse amplitude digitized by the ADC is saved in memory together with the phase
angle.

3.2.3 Fault and PD pulses location

The signal conditioning of the fault pulses is performed by the first stage, already
discussed above, cascaded with a analog comparator (Fig. 3.9). The threshold of
the comparator is set by the DAC output of the MCU. In the current Volo imple-
mentation, threshold can be software configured via the UART interface depending
by the noise level. When an input signal reaches the threshold level, the comparator
provides a high output which is sensed by a GPIO input pin of the MCU, which
triggers an interrupt routine. It can be noted that it was chosen not to acquire the
pulse shape of the fault pulse. In fact, the approach followed for this FL method
does not require any processing of the time-domain signal associated to the fault.
The rising-edge of the fault pulse is detected by the comparator and the absolute
time-stamp is taken. When two fault pulses are detected by two Volos installed at
the two ends of the line and sent to the central server, the position of the fault is
there calculated as in a Type D dual-end or multi-end TW FL method described
in 1.3.4.4 on page 29.
This approach clearly simplifies the signal processing and the required hardware. A
high-performance analog-to-digital converter is not requested since the rising-edge is
detected with a threshold method as described in [48] (as well as other methods for
estimating the time-of-arrival of PD pulses). At the same time, the high-resolution
of the time-reference enables high-accuracy estimation of FL.
If the threshold of the comparator is set to a lower value also the PD pulses can
be located. The threshold is decided in consideration of the noise level, in the way
that it is as low as the noise level permits in order to have the minimum number of
false triggers. This localization must be made in a certain phase angle range, i.e. if



CHAPTER 3. SYSTEM DESIGN AND IMPLEMENTATION 60

PDs are detected from both Volos at the two ends of the line and on the same phase
range, thus, per each phase value, the difference of the time-stamps of those pulses
can be calculated and thus the estimation of the defect locations can be found. The
accuracy can be significantly higher as compared to the localization of the fault,
because PDs are a repetitive phenomenon so the average on multiple measurements
can be successfully performed. In fault events up to three measurements could be
performed, namely 1) the actual fault event, 2) reenergization of the line to seek for
temporary fault and 3) final reenergization with consequent trip.

Figure 3.9: Fault-pulse stage.

3.3 Time-reference

As discussed, the proposed FL method does not involve high sampling rate/resolution
ADC. On the other side, Volo achieves high performances by precisely time-stamping
the arrival time of the fault pulse. Two important issues need to be discussed at
this stage.
The first is how to synchronize two (or many) devices placed in relative far positions.
One possibility is distributing a synchronization signal by using for instance a fiber
optic link. Another possibility is having a very precise local clock on each device so,
after a calibration in fab, they will keep the time with the certain level of precision
needed by the particular application. Chip scale atomic clock (CSAC) are nowadays
available on the market at reasonable prices for a military UAV, but unfortunately
these prices are not as reasonably low for the distribution networks application.
The easiest way to keep devices synchronized is undoubtedly by taking advantage of
GPS satellites. Modern GPS receivers can also use the signal of the Russian satellite
navigation system, GLONASS. Many are already compatible with the future Euro-
pean system GALILEO. Most of the receivers, once the fixing process is established
with a minimum number of satellites, can output a precise 1Hz PPS signal. These
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pulses can be used by a MCU as reset for an internal timer. For instance, in the
Volo, a GPS/GLONASS/GALILEO receiver is adopted with a PPS time accuracy
of 15ns in the worst case.The PPS is used for resetting an internal timer that is con-
figured to run at 64MHz. When a fault pulse is received, the interruption freezes
the timer and locally saves the current time-stamp. This is formed by last date
and time received by the GPS plus the timer value. The result is a theoretical time
resolution of 15.625ns.

3.4 Communication

Devices like the Volo can be thought as the current implementation of the Internet-
of-Things (IoT) applied to the industry - the so called Industry 4.0. Many Volo
devices should be installed in different point of the HV or MV network and report
critical information for the network asset management. Clearly, a suitable way
for establishing the communication between a certain number of devices and the
central site of the utility needs to be provided. In this paragraph, some possibilities
are briefly discussed.

3.4.1 Local link

The microcontroller unit has two universal asynchronous serial receiver and trans-
mitter (UART) units. One is internally used for communicating with the internal
GPS receiver, while another is used as link to the external world. In particular,
when the instrument is used as a standalone instrument, a PC can be connected
directly to the device via a common USB-to-UART interface readily available on the
market. A custom application, described in 3.6, has been developed for interfacing
a Volo unit to the operator. This direct link to the operator PC is clearly extremely
useful for calibration and testing, while, since the instruments are supposed to be
installed in not safely accessible sites and should communicate between each other,
other more suitable communication links are provided.

3.4.2 Bluetooth

Another possibility is offered by Bluetooth. A UART-to-Bluetooth interface was
built (see Fig. 3.10) in order to be attached to the Volo and use the device without
being directly connected to it. This could be useful for safety reason in case a test
with high voltage is performed and a direct link to the device should be avoided.
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The selected module is a relatively cheap Microchip RN4677 which supports both
Bluetooth classic and Bluetooth Low Energy. When used in classic mode with
a laptop, the operative system create a virtual COM port so the same software,
described in section 3.6, could be used also with a Bluetooth link without any
modifications.

Figure 3.10: The Bluetooth module used for testing.

The Bluetooth link is still a kind of local link, only useful for testing purposes due
to the very low range of its signal.

3.4.3 GSM/3G/4G

Volo units need a communication link toward a remote central site where the in-
formation coming by many (at least two) Volos are collected and analyzed. The
fault-location minimum data which need to be sent to the central site, after a fault
is detected, is actually quite small (i.e. down to 10 bytes), so even just an SMS
could be enough for transferring the information. GSM/GPRS modem are available
on the market and can be interfaced even to the cheapest microcontroller.
A more versatile communication link is offered by 3G/4G modems. These kinds of
modems are usually more difficult to be handled by low-end MCUs. More advance
embedded boards are requested for this task that, even if not very expensive in
absolute terms, they can increase significantly the total cost of a single Volo unit.
The advantages of using mobile network for transferring information are listed here:

• wide signal coverage;

• a dedicated infrastructure is not requested;

• many modems available on the market from different supplier;

• use of the standard TCP/IP protocol.
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The disadvantages are also reported:

• each unit requires a SIM card from the mobile operator;

• a suitable data plan is needed, thus increasing the total cost of ownership;

• coverage is not always reliable in rural areas;

• relatively high power consumption for battery operated devices.

3.4.4 WiFi

WiFi is probably the most widespread wireless communication link. Recently, cheap
WiFi transceivers have became available on the market, allowing embedded designers
to adopt WiFi communication easily. For this reason, also Volo can benefit of a WiFi
link to the world. This solution has of course limitations. A WiFi access point (AP)
should be available on site where Volo is installed. Nowadays public institutional
WiFi access points (i.e. offered by the city for free) are spreading especially in
cities down-towns. For devices installed in central zones covered by a public WiFi
network, this could be probably a feasible option. However the reliability of such
network is usually low as well as its security.
A more realistic infrastructure could be made by a specialized private network of
WiFi access-points installed by the utility. This WiFi network could serve the many
devices installed around the city. In the specific, this meshed WiFi network could
be a sort of utility’s local network or there could be at least one gateway to the
internet. Rural areas, in the particular, could be very challenging to be covered
following this method. In this case, special WiFi-to-3G/4G gateways should be
adopted. Unfortunately the low coverage of standard WiFi APs makes this option
difficult to be achieved, since many APs should be installed. It is worth noting that
another limit consists in the maximum number of devices that can be handled by
an AP: this is not actually a big problem since units do not need to be constantly
connected, but they only require to be connected when it is needed sending data.

3.4.5 LoRa

LoRa® is a novel adopted wireless modulation technique perfectly suited when com-
munication links with three characteristics are needed: low power, low bit-rate and
long range. LoRa is based on a “Fractional-n synthesized chirp generator” [49], con-
sisting in a frequency modulated (FM) chirp, which performs widely extended cover
area range. An important note is that LoRa runs on unlicensed frequencies.
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A single gateway provides coverage of several kilometers of radius. In an experiment
performed by the author in Palermo, Italy, up to four kilometers of coverage was
experienced in an urban environment. In another experiment in a rural area, up
to ten kilometers of coverage was experienced. These examples simply confirm
the claims of the LoRa Alliance of 2-5 km in urban environment and up to 10-20
km in rural. An entire region can be effectively covered with minimal amount of
infrastructure.

Figure 3.11: The LoRa-to-UART (and USB) interface used for testing the coverage.

LoRa is in particular a physical layer (PHY- OSI Layer 1). On top on this layer, an
OSI Layer 2 and above functions should be adopted in order to deploy a functioning
wireless network system. LoRaWAN and Symphony Link are two standards built
on top of LoRa.
In particular, LoRaWAN specifies a Low Power Wide Area Network (LPWAN)
specification and system architecture based on open standards. It was created in
2015 by the non-profit LoRa Alliance, which is run by more than 190 companies,
e.g. Semtech, IBM, Cisco, HP, Schneider, Bosch.
The features offered by LoRaWAN enable many applications in particular on smart
grids [50]. LoRa, and in particular LoRaWAN, is a very attractive communication
technique for implementing a large distributed network of asset monitoring devices,
especially for the distribution network.
Volo was designed to operate with a LoRa transmitter, in particular the Microchip
RN2483. This integrated module can be configured to work at 433 or 868 MHz and
it is certified for the LoRa technology. The module already includes the LoRaWAN
Class A protocol, thus it can operate in an existing LoRaWAN network.
It is also possible to disable the MAC and only use the LoRa physical layer. This
feature was in fact used in this work for implementing a simplified communication
protocol, due to the fact that there are not existing LoRaWAN networks easily
available by the author and, at the same time, the complexity of the LoRaWAN
protocol are not needed in this demonstrative application. It can be imagined that
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the MV utility deploys its own LoRaWAN network or join the existing networks
which may be active in some cities, in order to interconnect the many monitoring
units installed on MV assets.
In order to test this principles, a simplified case was explored, in which two Volo
units, each equipped with a LoRa module, communicate with a PC. The PC, in
turn, has another LoRa module. Three USB/Uart-to-LoRa boards were designed
in order to be connected to the Volo units and to the PC. One of the three units
used during these test is shown in Fig. 3.11. The chosen frequency is the unlicensed
868MHz. The MAC was paused (mac pause command) so the LoRaWAN was not
used. The two LoRa modules of the Volos were configured as transmitters while the
PC one as receiver. The communication was stable in a range of 4km across the
city.

3.5 Firmware

Here the firmware written for the microcontroller ATXMEGA16E5 is described.
Most of the required tasks are performed by the interruption subroutines, while the
main loop handles the communications and parses the commands received by the
UART.

3.5.1 Initialization

Fist all the required peripherals are initialized and configured. The flow diagram is
shown in Fig. 3.12 and briefly discussed.
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Figure 3.12: Flow diagram of initializations.

1. Clock init: this configuration is quite delicate and is shown in the flow diagram
in Fig. 3.13. The 8Mhz external oscillator is used as input for the internal PLL.
The multiplication factor was set to 8, hence a clock of 64 MHz was obtained.
This frequency is actually above the clock limit of the microcontroller but even
with this overclock the device was stable.

2. GPIO init: here the input and output pins are configured, as well as the
interrupt source (PPS and Fault pulse).

3. UART1 init: the UART used for the GPS receiver is configured and a six-level
buffer implemented. The configuration of the UART1 and UART2 is described
in Table 3.1.
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Baudrate 115200
Start bits 1
Stop bits 1
Data bits 8

Flow control none
Parity disabled

Table 3.1: UART1 and UART2 parameters.

4. UART2 init: the second UART is used for connecting the PC via a USB-to-
UART interface, as well as the other optional modules:

• Bluetooth module (custom made) shown in Fig. 3.10;

• LoRa module (custom made) shown in Fig. 3.11;

• Wifi module based on ESP8266.

5. 10kHz timer init: one timer was set in the way to have an interrupt every 100
us for the acquisition of the PD pattern.

6. High resolution timer init: the second timer was set at the maximum speed,
that is the one of the CPU (64MHz). As discussed, higher is the frequency of
the timer, the higher is the accuracy of the time stamp of the detected PD or
fault pulse.

7. ADC init: the analog to digital converter of the microcontroller was set to
12bit of resolution and using the external 2.5V voltage reference. Gain of the
internal amplifier was set at 1x and can be further changed by firmware.

8. DAC init: the digital to analog converter is used for setting the threshold for
the comparator which detects the fault pulse. Also in this case, the external
analog reference is used.

9. Interrupt init: the interrupt of all the levels are enabled (the global enable
is then given inside the main loop). UART1 interrupt has medium priority,
while UART2 has low priority. PPS and fault_pulse have highest priority.

10. GPS init: the GPS is configured to send a PPS pulse only after the proper
satellites fix has been obtained.
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Figure 3.13: Flow diagram of clock initialization.

3.5.2 Main loop

After the initialization of all the peripherals, the main loop begins. The flow diagram
is shown in Fig. 3.14. If the fault_pulse flag was set by the interrupt routine of the
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high resolution timer, the time-stamp of the fault together with the counter value at
the last PPS is sent via UART. Data, if any, received from the GPS receiver is then
parsed for extracting the current date and time, fix status and number of satellites.
Lastly, if a command was sent from the UART2 link, the parses routine implements
the action requested by the user.

Figure 3.14: Flow diagram of main loop.

3.5.3 UART2 command parser

The flow diagram of the parser is shown in Fig. 3.15. The supported commands
are:

• HI: the device responds with its name. This command is useful to see if the
device responds and to check the firmware version.
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– REC: the device switches to PD pattern mode, acquiring 256 pulses and
then sending the resulting array via UART. Each pulse value is transmit-
ted together with its relative phase angle value. For drawing a proper PD
pattern, many REC commands will be needed. The application described
in the next section implements this action.

Figure 3.15: Flow diagram of the UART command parser routine.
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3.5.4 10kHz Timer interrupt routine

The flow diagram is shown in Fig. 3.16. Every 100 us an interrupt request is
triggered by the counter running at 1MHz and counting up to 100. The phase
software counter is here first incremented. Then it is checked if the SYNC signal
(coming from the sync pin of the Wings sensor) is active AND it was not during the
last interrupt routine (prevSYNC variable). In this case, it means a new supplying
voltage period was starting, so the period is calculated from the actual counter
values: period = phase · 100× 10−6. Also, the phase variable is cleared.
If the PD_REC flag has been set by the UART1 command parser, following a REC
request by the user, 256 samples are taken from the ADC. Between two samples, the
capacitance of the peak detector is discharged for 10us. After all the sample have
been taken, the PD_REC flag is cleared so the main loop sends data via UART.



CHAPTER 3. SYSTEM DESIGN AND IMPLEMENTATION 72

Figure 3.16: Flow diagram of the 10kHz timer interrupt routine.

3.5.5 High resolution timer interrupt routine

The flow diagram of this simple interrupt routine is shown in Fig. 3.17. The
role of the high resolution (HR) timer is to provide the less significant (but most
important) part of the time-stamp. The GPS sends a PPS every second and between
two PPS pulses the high resolution timer running at 64MHz overflows many times
due to its size (16bit). At each overflow, this interrupt routine increments a software
counter, so that when a fault pulse is detected, the final time-stamp results from
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the summation of the data/time obtained by the GPS NMEA messages plus the
software counter (counting the overflows) plus the very value of the high resolution
counter.

Figure 3.17: Flow diagram of the 64Mhz timer interrupt routine.

3.5.6 PPS and Fault interrupts

This interrupt may be triggered by the PPS of fault_pulse signal. Flow diagram in
Fig. 3.18. The HR counter value is saved in a variable “timer_value” as first thing
and then the software timer is summed up as well. Then, if the PPS signal is active,
meaning that the interrupt was triggered by the PPS and not by the fault_pulse
pin, the timer_value is associated to the PPS_value variable, used for correcting
the counter value via the formula (4.1).
If PPS was not active, thus a fault_pulse was detected and the relative flag is set.
At this point the main loop at the subsequent iteration sees the fault_pulse flag ON
and will outputs the data via UART2.
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Figure 3.18: Flow diagram of PPS and Fault pulse interrupt routine.

3.6 Software

An application was developed for acquiring and drawing the PD pattern. The
application was developed in Processing 3 (Fig. 3.19), an IDE based on Java which
provides high level libraries and enables fast prototyping.
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Figure 3.19: Processing 3 IDE.

The application is composed of three methods. The setup() method opens the serial
port, sets the background of the window and send the first “REC” command to the
Volo.
The serialEvent() method is triggered when data is received from the serial port:
in this method, data composed by 256 couples of values (PD amplitude and phase
angle) is read and saved to an array and another REC request is sent.
The draw() method splits the string (obtained by the serialEvent() method) after
each tab character (’\t’). Each sub-string is then converted to float and a point is
drawn per each coordinate (phase_angle, PD_amplitude). The flow diagram of the
three methods is shown in Fig. 3.20, 3.21a and 3.21b.
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Figure 3.20: Flow diagram of setup method.
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(a)

(b)

Figure 3.21: Flow diagram of SerialEvent() (a) and draw() method (b).



Chapter 4

Experimental results

In order to validate the system, different tests on the prototypes have been per-
formed. Some simple tests could be performed in the electronics laboratory, while
other advanced tests were performed in Prysmian R&D Energy laboratories in Mi-
lan. The first tests allow to prove the working principles on which the Volo is based
and to make considerations about the accuracy.

4.1 Characterization of the device

The first tests involved the use of only one prototype. A single Volo was used without
the GPS receiver, which was temporarily disabled. The PPS signal of the GPS was
simulated by using an external arbitrary voltage signal generator; in particular a
pulse signal with the parameters shown in Table 4.1 was selected. At the same
time, an external PD-like pulse was injected to the input of the prototype. The
parameters of the signal generator for the PD input, taken by the second output
channel of the instrument, were similar to the PPS ones, with amplitude, phase and
frequency changed during the tests.

Parameter Value
Amplitude 3.3V

Offset 1.65V
Frequency 1Hz

Pulse duration 1us
Rise-time 20ns

Table 4.1: Parameters of the simulated PPS signal.

The prototype was powered and an UART-to-USB interface was used to connect
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the unit to the PC (Fig. 4.1). The Volo provided at each PD-like pulse the value
of the internal counter via the UART link. At the beginning, the frequency of the
two generated signals was set at the same value so the Volo gave a null value of
the counter, as expected. Then the phase of the two signals was changed and the
value of the counter correctly represented the time difference between the two pulses
generated at the CH1 and CH2 of the signal generator.

Figure 4.1: The prototype during the preliminary tests.

A second test, was carried out using two Volo units with the same applied signal.
Also in this case, the GPS was disabled and the PPS supplied externally. The
aim of this test was to see if two units provided the same counter output under
the same conditions. As it was expected, there were significant differences on the
two output values of the prototypes. Together with the value of the counter in
correspondence of the fault-like signal, it was also provided, via the UART link, the
value of the counter at the PPS, before resetting the counter. The result was that
each prototype counted a different number of cycles between two PPS. This was
expected since the nominal 8 Mhz quartz feeding the 32 MHz clock (multiplied via
the PLL) has clearly a certain degree of tolerance, so the oscillating frequency can
be slightly different from the nominal value. As it is known, also the temperature
impacts on the oscillator frequency. The trending of the counter values at each PPS
pulse was registered for 4 minutes and it is shown in Fig. 4.2. The counter values
were converted in seconds.
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Figure 4.2: Counter value at each PPS pulse for 4 minutes.

These differences can be accounted and corrected by the following equation:

CNTc = CNT · CNTnom
CNTPPS

(4.1)

where:
CNT is the value of the counter when the fault pulse is detected;
CNTnom is the theoretical nominal value of the counter for a perfectly calibrated
oscillator (32000000 per 32Mhz or 64000000 per 64Mhz);
CNTPPS is the value of the counter at the PPS signal, before resetting the counter.
An example is provided in Table 4.2. ∆TC is given by multiplying the difference
between the two CNTC by the increment period of the counter (1/TCLOCK) that in
this example is 32MHz. For the spatial error it is supposed a propagation speed of
160m/us.

Unit 1
CNT CNTPPS CNTC

20657363 32000313 20657160.9
Unit 2

CNT CNTPPS CNTC
20657229 32000106 20657160.5

Difference
∆CNTC ∆TC Spatial error

0.4 12.5 ns 2 m

Table 4.2: Example of corrected counter values for two Volo units.
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4.2 Testing localization on a coaxial cable

A drum of coaxial cable, shown in Fig. 4.3, was used for evaluating the effectiveness
of the proposed method. The coax cable was manually measured as 124.6 meter.
A cut was made at x=84.6 m and the two sides jointed, enabling the possibility to
inject an external signal from this position.

Figure 4.3: Coaxial cable drum.

4.2.1 Calibration

First of all the propagation speed was found. The two ends of the cable drum were
connected to the oscilloscope (Tektronix DPO 2024 200MHz 1GS/s) and a pulse
applied to one end of the cable. The external signal was supplied by the signal
generator and, in the specific, a 1 us-width pulse was selected with an amplitude of
10V. The resulting acquisition of the oscilloscope is shown in Fig. 4.4. The yellow
line represents the signal acquired at the first end of the cable drum (x=0 m),
while the blue line is the signal taken from the second end (x=124.6 m). The time
difference between the two peaks measured at the first and second end was 634 ns.
The propagation speed estimation can be calculated as:

vp = 124.6m
634ns = 196.5m/us
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Figure 4.4: Scope acquisition for the calculation of the coax cable propagation speed.

By the knowledge of the propagation speed of this cable drum, the same pulse
was injected from the “defect” of the cable (x=84.6 m). The acquisition of the
oscilloscope is shown in Fig. 4.5. The time difference of the two acquired pulses was
228.4 ns. The defect location can be calculated by the expression used for Type D
traveling wave localization approaches in Section 1.3.4.4.

xF = L

2 + 1
2vp∆t = 124.6 + 196.5× 106 · 228× 10−9

2 = 84.7m

By using the oscilloscope method, the estimation of the defect location is very pre-
cise, provided that the cursors (i.e. the two vertical lines in blue in Fig. 4.5) used
for measuring the time interval are set accurately.

Figure 4.5: Scope acquisition for the calculation of the coax cable propagation speed.

Two Volo units were used, each connected directly to the two ends of the cable
drum, that is xA = 0m and xB = 124.6m. The Wings sensors have not been used
in this test, so the the two ends of the cable were connected to the input of the two
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prototypes, as shown in Fig. 4.6. The GPS receiver were not used initially so the
PPS signal was also supplied by the second channel of the signal generator.

Figure 4.6: Two Volo units during test on the coaxial cable drum.

Initially, the clock frequency of the prototypes was set to 32 MHz and the normal-
ization of the counter values was performed using the (4.1). The time difference
obtained by combining the two Volo units was 204.4 ns, eventually providing a fault
distance:

xF = L

2 + 1
2vp∆t = 124.6 + 196.5× 106 · 208.6× 10−9

2 = 82.8m

Unit 1
CNT CNTPPS CNTC

24981530 32000361 24981248.2
Unit 2

CNT CNTPPS CNTC
24981496 32000326 24981241.5

Difference
∆CNTC ∆TC Distance

6,7 208.6 ns 82.8 m

Table 4.3: Example of corrected counter values for two Volo units.

The result shown in Table 4.3 is approximately 2 meters less than the real defect
position.
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The test was repeated by setting the internal CPU clock at 64MHz. In this case the
time difference was 224.7 ns, corresponding to:

xF = L

2 + 1
2vp∆t = 124.6 + 196.5× 106 · 225.5× 10−9

2 = 84.5m

Unit 1
CNT CNTPPS CNTC

49913536 64000646 49913032.2
Unit 2

CNT CNTPPS CNTC
49913226 64000228 49913046.6

Difference
∆CNTC ∆TC Distance
14.4 225.5 ns 84.5 m

Table 4.4: Example of corrected counter values for two Volo units.

As it is expected, the resolution of the timer mainly determines the precision of the
measurements, hence higher counter frequency enables better distance estimation
accuracy. Table 4.4 lists the results.

4.3 Test on a MV cable

A second tests session was performed inside Prysmian R&D HV laboratories in
Milan. Here a MV cable drum was provided for testing the prototype on a typical
cable for the distribution network. The cable length was measured in 240 m. The
propagation speed was also calculated by means of a TDR instrument, the Intereng
Interflex 130. Since the length of the cable was known, the propagation speed
was adjusted until the exact cable length was measured. The obtained value was
approximately 160 m/us. Fig. 4.7 shows both the cable drum and the TDR device.
This MV cable drum has a “defect” at 95 m from the first end. This defect was
made by inserting a screw deep into the cable to touch the conductor and another
screw till the screen, as shown in Fig. 4.8. In this way it was possible to inject a
signal from that position.
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Figure 4.7: MV cable drum and TDR instrument.

Figure 4.8: Screws inserted inside the cable to the screen (top) and to the conductor
(bottom).
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4.3.1 Localization of the defect with injected PD pulses

Two Wings sensor were attached to the two ends of the cable drum and each sensor
was connected to the respective Volo unit. Even if the test was performed inside
the R&D hangar, the GPS antennas were put outside so the GPS receivers could be
enabled.

(a) (b)

Figure 4.9: Wings sensors attached to the two sides (a) and (b) of the cable drum.

A signal generator was used for injecting PD-like pulses from the “defect” of the
cable, with an amplitude of 10V and 1Hz frequency. On each Volo unit the threshold
for discriminating the fault pulse was set in order to sense the artificial injected pulse.
The two Volos were connected to the same laptop PC and the measurements logged
in different files. By using the propagation speed found thanks to the TDR device,
the location of the defect was estimated as 92.9 m, that is 2.1 m different than the
actual location.

xPD = L

2 + 1
2vp∆t = 240 + 160× 106 · 338.8× 10−9

2 = 92.9m

The time-difference used for computing the location of the defect was obtained by
performing the average of multiple measurements, since the injected pulses were
applied to the cable for about 2 minutes.
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Unit 1
CNT CNTPPS CNTC

20211012 64000940 10105357.6
Unit 2

CNT CNTPPS CNTC
20210860 64000390 10105368.4

Difference
∆CNTC ∆TC Distance
21.7 338.8 ns 92.9 m

Table 4.5: Example of corrected counter values for two Volo units.

4.3.2 Localization of the fault section: test with DC voltage

Unfortunately, it was not possible to test the prototypes at typical voltages of dis-
tribution networks. However, the MV cable drum was feeded with 30V DC with
an external power supply. At the defect position, the two screws connected the
main conductor and to sheath, respectively, were shorted by a switch at different
intervals. The resulting pulses were sensed by the two Volo units and the resulting
time-stamps sent to the laptop by means of the UART link. The distance to the
fault was found to be 94.6 m.

xF = L

2 + 1
2vp∆t = 240 + 160× 106 · 294.3× 10−9

2 = 96.46m

Unit 1
CNT CNTPPS CNTC

41372804 64000936 41372198.9
Unit 2

CNT CNTPPS CNTC
41372466 64000384 41372217.8

Difference
∆CNTC ∆TC Distance
18.8 294.3 ns 96.46 m

Table 4.6: Example of corrected counter values for two Volo units.

Also in this case, the time-difference used for the calculation was taken by averaging
multiple measurements. The presence of noise could in fact impact the measured
time-difference if a single sample from both the Volos is used. When just a single
couple of samples is used for calculating the fault location, the error increased up
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to 10 meters. As it was previously stated, also in case of faults, more than one
measurement could be performed. In fact, different attempts of reenergizations are
usually performed by the DSO/TSO, thus improving the distance estimation as in
a two-ends Type E FL method.

4.4 Acquisition of PD patterns

As discussed, the Volo is capable of acquiring a PD pattern. The PD pattern is
acquired on background and transmitted via UART, which can be in turn connected
to a USB-UART, WiFi or LoRa interface. If a fault pulse is detected, this event has
higher priority on the PD pattern acquisition.
In order to test the PD pattern acquisition, a standard PD calibrator was used. In
particular tests were performed with an Omicron CAL 542. Different amplitudes
were selected and the prototype was able to see down to 1pC. In Fig. 4.10 it is shown
the PD pattern acquired by the Volo for 1pC and 10pC amplitude pulses. As it can
be noted, the Omicron calibrator generates six pulses per cycle. The calibrator was
synchronized by means of light source, while the Volo took the synchronization from
the Wings sensor itself (the low voltage AC cable feeding the desktop lamp was put
close to sensor).

(a) (b)

Figure 4.10: Pattern acquired with a PD calibrator at 1pC (a) and 10pC (b).

A further test was performed by creating an artificial corona effect on a small 20kV
cable loop. The test loop is shown in Fig. 4.11 where the sensor was circled in red.
The corona effect was generated by connecting a short copper wire with a metal
needle attached to the first end of the cable termination, where the generator was
connected. The Wings sensor was attached to the cable near the termination and
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connected to the Volo, which was put outside the test fence. Voltage was applied
and at 5kV AC the resulting pattern is shown in Fig. 4.12.

(a) (b)

Figure 4.11: Test setup for the acquisition of the corona effect: the cable loop with
the sensor highlighted in red (a) and the needle in green (b).

Figure 4.12: Corona generated on a 20kV cable.



Chapter 5

Conclusions

In this thesis, it was discussed the thematic of fault localization and condition based
maintenance. Partial discharges measurements can be indeed exploited for locating
defects on the cable system even before they become a fault. The major number
of faults are in general related to a previous emission of partial discharge pulses
from the defective point. These pulses travel on the line on the two directions at a
certain propagation speed of the cable. At the same way, the fault event generates
an abrupt voltage and current variation which in turn produces a fast traveling
pulse. It was discussed how these two kind of pulses have similar characteristics,
thus can be sensed by the same sensor and processed by the device proposed in the
thesis, the Volo.
The traveling wave based methodology for localizing the defect or fault on the cable
system proposed in this work requires at least two Volos installed on the same line.
PD or fault generated pulses trigger the two devices at their arrival, producing
precise time-stamps which can be used for computing the defect or fault location.
One particular feature of the device is that the pulse shape must not be acquired.
On the contrary, a comparator threshold-based method is used for discriminating
when a fault or PD pulse occurs and the precise time-stamp is provided by a high
resolution timer. The time and date synchronization of the devices is enabled by
GPS, which is used in turn for correcting the clock differences of the Volos.
Together with the estimation of the location of the defect or fault section, Volo is
also capable to acquire the phase resolved partial discharge pattern, which is useful
to understand the kind of defect insisting on the accessory of the power cable system,
before it turns to a fault. All the principal PD patterns were introduced and their
main features thoroughly discussed.
Furthermore, the temperature of the cable where the sensor is installed can be also
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acquired by the Volo. This information can be thus correlated to the evolution of
the PD pattern as well as the estimated location of defective part of the line.
All these capabilities are combined in a single device which was designed keeping
the “low cost” as an important bullet of the specifications list. In fact, the idea
is having a relative wide number of smart Volo devices installed in the MV/HV
grid, as in the new paradigm of Industry 4.0. Those devices will provide “big data”
which may be collected by a centralized monitoring server. Specialized algorithms
can extract information relative to, as discussed, fault events and their location on
the line, location of PDs source, PD patterns and temperature of the portion of the
cable where the sensor is installed.
Efficient ways for the communication of the wide network of Volos were analyzed
and discussed. In particular the LoRa wireless modulation was promoted as the
most promising for covering extended areas with a minimum number of gateways,
thus minimizing costs and power consumption of the devices. The tests performed
with custom designed LoRa transmitters proved the effectiveness of this modulation
in terms of area coverage.
The features offered by Volo were first tested in the laboratory in Palermo in order to
characterize the device. Furthermore, other tests were performed in Prysmian R&D
Energy Laboratory in Milan. The tests evidenced the correctness of the locating
algorithm and it was shown that the estimation accuracy improves when performing
multiple number of acquisitions for the same phenomenon. This is of course valid
for PDs location being these a repetitive phenomenon per certain phase angle. In
some circumstances, also in case of permanent fault multiple measurements could be
performed, in particular when different attempts of reenergizations are performed
by the DSO/TSO.

5.1 Recommendations for future developments

This thesis work was focused in particular on the design of a prototype which could
prove the possibility to combine multiple features on the same device and asses the
effectiveness of the proposed location method. The prototype confirmed, even quite
surprisingly, to be working as expected by design.
Nonetheless, some improvements may be desired. For instance, it was discussed
that the accuracy of the location estimation greatly depends on the resolution of
the timer. For this reason, a microcontroller supporting higher clock frequencies
could be adopted in the next device revision.
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Even if tests on MV cable were performed by injecting external signals or by sup-
plying it with a low voltage, some further tests in a real MV/HV circuit should
be undertaken. For instance, a MV feeder line, historically particularly affected by
faults, especially if old, may be offered by the local DSO for a permanent test mon-
itoring. Another actual possibility was offered by CESI, in Milan, for installing two
devices on one of the resident HV test loops.
Another aspect is related to the development of the software which should run on a
a remote elaboration unit. This will collect data sent by the Volos, compute the re-
quired algorithm for the localization, visualization of the PD patterns, temperatures,
etc... The same elaboration unit should also perform statistical analysis and relate
the occurrence of PDs with other network features when available or the occurrence
of faults, thus gaining insight into the degeneration phenomenon and the factors
affecting its fast evolution into a fault. The prototypal LoRa transceivers, shown in
this thesis, may be used for the devices and for the PC/server communications.



Appendix A

Remote synchronization

A.1 Introduction

Wireless PD instruments, available on the market since few years [51], overcome the
limitations of traditional sensors and devices, thus enabling to perform PD measure-
ments without any direct connection to the part under test and without switching
off the electrical systems. Moreover, the measurement system portability enables
performing measurements in different test sites of the MV or HV circuit, allowing
the localization of the PD source by exploiting the sensitivity and directionality of
the sensor.
As discussed in the previous chapters, one of the most peculiar parameters for iden-
tifying the different PD activities relies on the analysis of the phase resolved PD
(PRPD) pattern, where the amplitude of the PD pulses is plotted versus the phase
angle of the supplying line voltage [38].
PDs generated by different sources generate different PD patterns, where the phase
angle is crucial for discriminating the source of the PD phenomenon. This parameter
allows identifying the presence of internal, surface or corona discharges. For instance,
PD patterns of corona effects are usually featured as a group of dots across the
maximum of the positive or negative voltage curve. An error of 30° in the PD
acquisition could lead to an erroneous interpretation of critical surface PDs as in
Fig. A.1a – indicating a serious defect on the MV/HV accessory - as corona effect
Fig. A.1b, which can be usually classified as a not dangerous phenomenon. An
accurate phase angle measurement is thus extremely important for PD detection
and classification. The use of wireless PD diagnosis tools thus requires reliable ways
for synchronizing the instrument with the AC power supply voltage of the equipment
under test.
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The advantages of performing online measurements by means of wireless PD instru-
ment are basically two:

1. Measurements are performed with the electric system working in his normal
operation, thus is not required to switch off the line avoiding money and time
loss.

2. There is no galvanic connection to the system under test, so the activity is
completely safe for the operator.

The frequency/phase reference is usually acquired by means of sensors integrated
in the wireless PD instrument or by using external sources, such as current clamp,
rogowski coil, CT or even light source. For instance, Wings sensors enable to sense
both PDs as well as line synchronization and their installation do not involve any
dangerous action. However, since their synchronization sensor captures the electric
field associated with the line supplying voltage, in some circumstances the strength
of this electric filed may be significantly low. In other cases the influence of other
MV/HV equipments nearby may produce a resulting electric field which is not per-
fectly in phase with the accessory under test. Thus, in some circumstances, shielded
cables do not allow an easy detection of the supplying voltage frequency signal
without using specialized sensors, which have some disadvantages.
In fact, CT needs to be clamped across the earthing cable of the equipment, exposing
the operator to some danger if a breakdown occurs while the CT is being clamped
(i.e. a high voltage may be induced to the cable leads of the CT during a fault).
In some cases, especially inside substations, artificial light can be used as frequency
source. In this case, the phase information it is not straightforward to be obtained
since the phase shift depends by many factors (i.e. the transformer group producing
the low voltage which feeds the light source). Furthermore, when PD measurements
are performed on a termination without any load on the line, the capacitive current
flowing on the line leads to a 90 degrees phase shift if a current clamp is used as
synchronization source.
For these reasons a significant aspect is avoiding any phase shift between the PD
measuring system and the voltage supplying the test section under test.
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(a) (b)

Figure A.1: (a) PD pattern of critical surface discharges; (b) same pattern affected
by phase synchronization error mislead as corona discharges.

In this chapter, it is investigated the possibility to use, as reliable synchronization
reference, the AC voltage feeding the line measured remotely on the same phase of
the closest accessible substation [52, 53]. In the proposed method, a dedicated unit
can be installed in few substations of the grid, acquiring the phase angle together
with a precise time reference (i.e. derived from GPS). Where a Phasor Measurement
Unit (PMU) [39, 54, 55] is already available at the substation, its time reference can
be used, instead of using a separate GPS receiver and antenna. Phase angle and the
precise time-stamp can be made accessible on a centralized synchronization server.
In this way, PD measurements performed without proper synchronization can be
corrected by correlating the time-stamp of the PD pulses with the synchronization
server. The phase shift angle has to be calculated and may be compensated by the
knowledge of the line length and load current. Different simulations in modeled real
world test cases, showing various loading conditions and distances, are compared
to actual measurements taken on the transmission network. In fact, thanks to a
custom electronic device designed on purpose, henceforth called “PhaseCheck”, the
voltage phase shift has been measured at the two ends of the considered HV overhead
transmission lines. The measures on HV networks have been conducted with the
support of the “Plants division” of Terna Rete Italia SpA (Italian Transmission
System Operator) that has made available its facilities for validating the results
obtained from the simulations and the “Phase Check” acquisitions. It is expected
that the voltage phase shift in cable lines is greater than on overhead transmission
lines. However, for this work, measurements have been performed on overhead lines
only, due to the simpler authorization request process for accessing the substations.
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A.2 Simulations

Initially, for evaluating the phase shift of the voltage in a transmission line, different
EMTP simulations have been carried out. The first group of simulations was per-
formed considering an overhead line and a cable line with a voltage rating of 220 kV.
In order to evaluate the voltage wave propagation, the simulations were performed
considering the following conditions:

• voltage generator with different voltage profiles at the two ends of the line
(0.95 pu - 1 pu - 1.05 pu);

• line length of 100 km;

• power transmitted (70 MW - 150 MW - 200 MW);

• evaluation of the voltage wave propagation every 10 km and at the end of line.

The simulated overhead line consists of an ACSR conductor with diameter 31.5
mm (sections of aluminum 519,5 mm2 and steel 65,80 mm2 ), whose characteristics
are shown in Table A.1. The cable used in the simulation is a three single phase
aluminum conductors with Cross Linked Polyethylene (XLPE), cross section of 1000
mm2 and designed to operate at a rated voltage of 245 kV. The main features and
data of the cable line are shown in Table A.2 and Table A.3.

Primary parameters
Positive sequence Zero sequence

r [Ω/km] 5.487e-2 r0 [Ω/km] 3.089e-1
l [H/km] 1.274e-3 l0 [H/km] 9.833e-2
c [F/km] 9.162e-9 c0[F/km] 5,845e-9

Secondary parameters
Surge impedance [Ω] 374.637
Wavelength [km] 5840.6

Propagation speed [km/s] 292030
Complex propagation
constant [rad/km] 0.0001+j 0.0011

Table A.1: ACSR Transmission line Data.
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Conductor cross section Al, 1000 mm2

Insulation XLPE, 19.1 mm
XLPE Relative Permittivity 2.3

Metallic sheath Al, 1.2 mm
Plastic sheath HDPE, 4 mm

Maximum working voltage 245 kV
Conductor DC resistance 29.1 mΩ/km
Conductor AC resistance 40.51 mΩ/km
Inductance per phase 0.382 mH/km
Capacitance per phase 0.205 µF/km

Positive sequence resistance 0.04053 Ω/km
Positive sequence reactance 0.119 Ω/km

Table A.2: Cable material properties.

Inductance L 323.2 µH/km
Capacitance C 154,4 nF/km

Surge impedance ZC 47,525 Ω
Wavelength λ 2781.6 km

Propagation speed v 139080 km/s
Complex propagation constant γ 0.0004+0.0023 rad/km

Table A.3: Cable line data.

The simulation results are shown in Table A.4 and Table A.5, for the overhead and
the cable line. They show, as it can be expected, the increase of the phase shift for
increasing supplied power values, with different voltage rating for equal line length.
A comparison between the overhead and cable lines simulations shows that, per
equal length and power supplied, the voltage wave phase shift is comparable. The
higher reactive power engaged in cable line allows to partly compensate the voltage
wave phase shift. From the simulation results, it can be noted that the maximum
phase shift, in these conditions, on a HV line is around 10°. If PD measurements
are acquired and phase sync corrected with such phase reference, an error up to 15°
does not usually lead to misleading interpretation in the analysis of the PD pattern.
Even if it is possible to correct this phase shift by the knowledge of the line length
and the load current, in most of the cases this will not be necessary.
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Overhead transmission line
250 MW 500 MW 1000 MW
δ[°] δ[°] δ[°] δ[°] δ[°] δ[°]

100km 10km 100km 10km 100km 10km
380kV 2,72 0,27 5,35 0,53 10,47 1,06

Overhead transmission line
50 MW 100 MW 200 MW

δ[°] δ[°] δ[°] δ[°] δ[°] δ[°]
100km 10km 100km 10km 100km 10km

220kV 2,42 0,23 4,74 0,47 9,25 0,94

Overhead transmission line
50 MW 100 MW 200 MW

δ[°] δ[°] δ[°] δ[°] δ[°] δ[°]
100km 10km 100km 10km 100km 10km

150kV 5,09 0,51 7,53 0,76 9,91 1,01

Table A.4: Overhead transmission line simulation results.

Cable line
50 MW 100 MW 200 MW

δ[°] δ[°] δ[°] δ[°] δ[°] δ[°]
100km 10km 100km 10km 100km 10km

220kV 3,66 0,27 6,08 0,49 10,73 0,94

Table A.5: Cable line simulation results.

A.2.1 Simulation of specific HV lines

In order to further understand how the transmission line determines a voltage phase
shift, other simulations in PSCAD of different overhead transmission lines actually
operating in Sicily, Italy, have been carried out. The first aim of these simulations
is to see whether the phase shift introduced by standard operating conditions can
be meaningful for PD diagnosis. The second aim is to provide, after validation with
other measuring systems, a look up table to assess the phase shift or correct other
available measures.
For evaluating the voltage phase shift introduced by a transmission line, the simu-
lations were conducted on three overhead transmission lines with a rating voltage of
220 kV and 380 kV. The overhead transmission lines considered for the simulations
consist in an ACSR conductor with diameter 31.5 mm (aluminum section 519.5
mm2/steel section 65.80 mm2). Fig. A.2a shows the 220 kV overhead transmission
lines, in particular the lines from Bellolampo to Caracoli substations (BLL-CAR)
and from Bellolampo to Partinico substations (BLL- PRT). The 380kV overhead
transmission line (red line) from Chiaramonte Gulfi to Priolo stations (CHI-PRI) is
shown in Fig. A.2b.
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(a) (b)

Figure A.2: 220 kV overhead transmission lines (a) and 380 kV (b).

The simulations were performed considering the actual line length and the power
level transmitted detected on site during measurements. Lines specifications were
provided by the Italian TSO and are listed in Table A.6.

Line Parameter BLL-CAR BLL-PRT CHI-PRI
Rating Voltage [kV] 220 220 380

r [Ω/km] 0.549e-4 0.549e-4 0.182e-4
XL [Ω/km] 0.400e-3 0.401e-3 0.270e-3

XC [MΩ · km] 347.961 347.876 233.843
ro [Ω/km] 0.191e-3 0.3170e-3 0.251e-3
XL0 [Ω/km] 0.100e-2 0.132e-2 0.110e-2

XC0 [MΩ · km] 452.859 540.443 440.414

Table A.6: Characteristic parameters of the overhead lines.

The simulations were conducted using the Bergeron model that is based on a dis-
tributed LC-parameter traveling wave line model, with lumped resistance. It repre-
sents the L and C elements of a PI Section in a distributed manner (i.e. it does not
use lumped parameters). It is roughly equivalent to using an infinite number of PI
Sections, except that the resistance is lumped (1/2 in the middle of the line, 1/4 at
each end).
Simulations are reported in Table A.7a, which show that line CHI-PRI determines
a higher voltage phase-shift with a higher transmitted power. In a transmission
system with greater lines lengths and significant amounts of transported power, the
phase error may become quite significant. For example, the simulations show that
for a transmission line with the same characteristics and the same transmitted power
of CHI-PRI, but with a length of 200 km, the voltage phase shift introduced by the



APPENDIX A. REMOTE SYNCHRONIZATION 100

line would be approximately 13.72°. This phase error magnitude is quite high and
could lead to a wrong assessment of the PD patterns.
Different simulations have been performed with the real geometric layout of the con-
ductors. In this way, the simulator computes the constant values from the geometric
layout by using the Bergeron model. The configuration layout for the transmission
lines BLL-CAR and BLL-PRT at the rating voltage of 220 kV is a double three
phase conductor in a vertical tower as shown in Fig. A.3a. In this configuration,
each phase can carry 500 A with a three phase nominal power of 200 MVA. The ge-
ometric layout of the 380kV transmission line CHI-PRI consists in three conductors
per phase in delta tower, as shown in Fig. A.3. In this configuration, each phase
can carry 1500 A with a three phase nominal power of 1000 MVA.

(a) (b)

Figure A.3: (a) Double three phase conductor in vertical tower at voltage rating
of 220kV; (b) three phase transmission line at three conductors per phase in delta
tower at voltage rating of 380kV.

A greater power transport determines a higher current flow which results in a greater
voltage phase shift. Table A.7b shows transmitted power and relevant phase shift
for comparable line lengths. The simulations were performed considering the actual
active and reactive power transit measured on site. The large reactive power transit
in the case of the line BLL-PRT was due to a particular operating condition of the
electrical system.
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Line Length
[km]

Transmitted
power [MW]

Reactive power
[MVAR]

Phase shift
[°]

BLL-CAR 50.9 48 -6.09 1.17°
BLL-PRT 26 45 -45 0.70°
CHI-PRI 60.9 690 -16.03 4.47°

(a)

Line Length
[km]

Transmitted
power [MW]

Reactive power
[MVAR]

Phase shift
[°]

BLL-CAR 50.9 48 -7,07 1.05°
BLL-PRT 26 45 -45 0.68°
CHI-PRI 60.9 690 -10.84 4.11°

(b)

Table A.7: Simulation results with manually entered line parameters (a) and by
using the actual geometric layout. (b)

A.3 Hardware

As anticipated, measurements on the three aforementioned lines have been per-
formed. For this purpose, another custom electronic board, the PhaseCheck, was
designed for comparing the phase angle between two points of a transmission line.
The simplified block diagram is shown in Figure A.4.

Figure A.4: Simplified block diagram of PhaseCheck and picture of the device.

The circuit design is made of an analog front-end that is connected to the voltage
transformer (TV) output in the substation; this signal (in the range of 100V) is
converted to a square wave by a diode clamping circuit. A GPS receiver and its
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amplified antenna are used as time-reference circuit: when the GPS receiver ac-
quires the minimum number of satellites, a 1-second pulse (PPS) is generated and
acquired as interrupt by the 8-bit microcontroller ATMEGA8A (henceforth MCU).
In the interrupt routine, the MCU calculates by means of an internal counter (1µs
of resolution) the time difference between the received PPS and the next rising-edge
of the square wave obtained from the AC voltage of the TV. For the sake of clarity,
the same principle can be performed by using a 2-channel oscilloscope like in Figure
A.5. It should be noted in blue the square wave obtained from the TV output, while
the PPS generated by the GPS receiver of the PhaseCheck is depicted in yellow.
The time-difference ∆t between the rising-edge of the PPS and the next rising-edge
of the square wave can be easily obtained.

Figure A.5: Oscilloscope example of the measurement performed by the PhaseCheck.

The time-stamp and the value of the counter, representing the ∆t, are locally stored
and sent by a serial link to the PC. The frequency of the square wave is also calcu-
lated and transmitted to the PC.
It can be noted that PhaseCheck and Volo share part of the design and many
components. It is actually possible to integrate PhaseCheck capabilities into the
Volo.

A.4 Measurements

Through the collaboration with the “Plants division” of Terna Rete Italia SpA, the
measurements on the overhead transmission lines have been carried out and the
comparison with the simulation results have been done. In order to calculate the
phase shift between two points in a transmission line, two twin PhaseCheck units
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were used, each placed at one end of the line and connected to the respective TV
on the same HV phase. The resulting files were saved on the two laptop computers
connected to the PhaseCheck units at the two sites and then processed at the end
of the measurement session. For the same time-stamp value, the difference of the
counters in the two files was obtained, hence the resulting phase shift.
The measurements evaluated the voltage phase shift introduced by the transmission
line in standard operating conditions for one particular phase. The results of the
measurements are shown in Table A.9.
For the 50.9 km long 220 kV line BLL-CAR with a load of 48 MW the measured
phase shift between the two ends of the line was 1.03° degrees. The simulated model
of the line gives a result of 1.05°, in close accordance to the experimental results.
Line BLL-PRT was measured at the two ends, resulting in a phase shift of 0.74°,
while the simulation with actual geometric layout provided 0.68°.
The other measurements were performed on the 60.9 km long 380 kV line CHI-PRI
with a load of 690 MW. The phase shift in this case was of 4.24° while the simulated
line model provided 4.11°. Also in this case, the experimental results are in good
accordance with the simulation ones.
In Table A.8 the results of the measurement campaign are shown, and in Table
A.9 simulations and measurements results are finally compared. From simulations,
considering the geometric layout of the lines, the absolute error with respect to the
measurement performed by the PhaseCheck turns to be below 0.23° in the worst
case.

Line Length
[km]

Transmitted
power [MW]

Reactive power
[MVAR]

Phase shift
[degrees]

BLL-CAR 50.9 48 -7,07 1.03°
BLL-PRT 26 45 -45 0.74°
CHI-PRI 60.9 690 -10.84 4.24°

Table A.8: Simulation results with geometric layout.

Line
Phase Check
measurements Simulation

Manual Data
Entry

Simulation
Geometric
Layout

phase-shift phase-shift Error phase-shift Error
BLL-CAR 1.03° 1.17° 0.14° 1.05° 0.02°
BLL-PRT 0.74° 0.70° 0.04° 0.68° 0.06°
CHI-PRI 4.24° 4.47° 0.23° 4.11° 0.13°

Table A.9: Comparison of the simulated and measured phase shift vaules.
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A.5 Discussion and conclusion

Although the physics of the described phenomenon is well known, that is the voltage
phasor angles increase with increasing active power being transmitted, the discus-
sion presented in this chapter provides the basis for the implementation of a novel
architecture enabling the synchronization by means of a centralized synchronization
server and low cost phase measuring instruments.
Transmission lines up to 100 km were simulated in different load conditions and
the resulting phase shift obtained. It was shown, in such cases, that the maximum
obtainable phase shift is below 11°, which is minor than the phase shift error usually
allowable by a PD expert who is analyzing the measurement in order to provide a
reliable diagnosis about the system under test. This error is usually acceptable
below 15° in real case PD measurements. On the other hand, the phase shift can
be easily compensated by knowing the length of the line to the nearest monitored
substation and the current load.
Furthermore, other simulations showed that phase shifts on the two ends of three
studied transmission lines is usually far less than the maximum allowed error of 15°.
Thus the average distance between the substations where to install the PhaseChecks
could be chosen in order to have a phase shift error below the acceptable value. How-
ever, the knowledge of the electrical distance between the location where PD mea-
surement is performed and the nearest PhaseCheck equipped substation, together
with the information of current load, eventually the phase shift can be compensated.
A custom device for measuring the phase shift between two points of a transmission
line was designed and used for performing measurements in three HV lines. The
results agree with the simulations.
In Fig. A.6 a proposed overall architecture of the wireless PD diagnosis system using
the Phase Check and the look up table is shown. The PhaseCheck device acquires
the voltage phase angle at one end of the line and the absolute time reference by GPS;
this data is sent to the Look Up Table Server via a internet gateway. When a PD
measurements is acquired with a not reliable synchronization, the server calculates
the phase shift by the knowledge of the line length between the closest PhaseCheck
and where the measurement was taken. If the operating conditions are available,
the server could also perform a simulation of the line and provide a more precise
phase shift. In this way, the PD measurement in a different sites can be corrected
to obtain a PD pattern with an accurate phase angle.
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Figure A.6: Voltage phase shift compensation in PD measurement through Phase
check and Look up tables.
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