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1. Introduction and general ideas

When dealing with data coming from a space time inhomogeneous process, reliable
estimates of the conditional intensity function are required. Depending on the field
of application, intensity function can be estimated through some assessed parametric
model, where parameters are estimated by Maximum Likelihood method. Both for
preliminary analysis and to assess the adequacy of some parametric model, some kind
of nonparametric estimation (with an isotropic or anisotropic kernel) is useful, e.g. by
using the Silverman rule for the choice of the windows sizes h (Silverman, 1986). When
the purpose of the study is the estimation of h, ĥ should provide an estimated intensity
function with good predictive properties. As it is known, a direct ML approach cannot
be followed, since we would obtain degenerate estimates (putting mass only on observed
points), unless we use a penalizing function, depending on some smoothing parameters.

2. Intensity function and predictive likelihood

Suppose we have a general d−dimensional closed region, Zd and that one of the
dimension is t ∈ T , the time, or however a dimension with a meaningful ordering such
that Zd = Sd−1 × T. Generally Sd−1 can be a two or three dimensional space.

Let P a random collection of k points in Zd from time t1 until time tk such that
i < j ⇐⇒ ti < tj and each observation Pi is constitued by: zT

i =
{

sT
i , ti

}
,

i = 1, 2, . . . , k; the conditional intensity function of the process is:

λ(z) = λ(s, t|Ht) = lim
∆t,∆s→0

E [#(t+ ∆t, s + ∆s|Ht)]

∆t∆s

where Ht is the space-time occurrence history of the process up to time t; ∆t,∆s are
time and space increments; E [#(t+ ∆t, s + ∆s|Ht)] is the history-dependent expected
number of events occurring in the volume {[t, t+ ∆t)× [s, s + ∆s].

Starting from the definition of log-Likelihood for point processes (Daley and Vere-
Jones, 2003), and assuming that θ is a vector of smoothing parameters in a semiparametric
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context, the log-Likelihood for the point process, given the m observed values zi, is

logL(θ̂(Htm);Htm) =
m∑

i=1

log λ(zi; θ̂(Htm))−
∫ Tmax

T0

∫
Ωs

λ(z; θ̂(Htm)) ds dt (1)

where Ωs is the observed space region and (T0 − Tmax) is the observed period of time
and the intensities λ(·) depend on unknown parameters θ estimated by θ̂(Htm) ≡
θ̂(z1, z2, . . . , zi, . . . , zm).

In this paper, we try to deal with the trade-off of good fitting and valid prediction
for space-time point processes. Indeed, in a space-time point process the definition of
predicted values (the analogous of ŷm+1 in regression or time series context) can not be
defined. Conversely, if we have predicted or theoretical values of intensities, what are the
observed intensities?

To tackle this problem we use a variation of the likelihood function to measure the
capability of the observations until tm (and estimates θ̂(Htm) computed only on these
observations) to give information on the next observation, in the following way. Let:

logL(θ̂(Htm);Htm+1) =
m+1∑
i=1

log λ(zi; θ̂(Htm))−
∫ tm+1

T0

∫
Ωs

λ(z; θ̂(Htm)) ds dt (2)

be the likelihood computed on the first m + 1 observation (according to the defined
ordering) but using the estimates based on observation until tm.

So we use the difference between (2) and (1) to measure the predictive information of
the first m observations on the m+ 1-th:

δl(θ̂(Htm);Htm+1) = logL(θ̂(Htm);Htm+1)− logL(θ̂(Htm);Htm)

(for the sake of brevity, details are not reported here). The quantity δl(·) essentially is the
gain in likelihood due to the introduction of a new point (the m + 1-th), conditioned to
a given nonparametric estimate of the intensities λ(·). Working on these quantities, we
obtained estimators (Chiodi and Adelfio, 2008) which seem to give better kernel estimates
of space-time intensity function with respect to classical methods, either using isotropic
or anisotropic kernel function. We applied this tecnique to seismological data, although it
is capable to be applied in quite different contexts.
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