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Abstract

An outstanding issue in current solar and astrophysicehres is that of the heating of
the solar corona. How is the corona heated to temperatugreater than 1 MK when
the photosphere below is only 6000 K? One observationabagprto addressing this
important question is to focus on particular areas in themarsuch as active regions
(ARs). In a scenario that heating is impulsive and the cfetd-spatial scale of the
heating is so small, under the resolution of the currentumsénts, we attempted to
narrow the question further to discrete bright magnetic fubes, the coronal loops,
inside active regions. We investigate the emission vdriglieating and substructure
of coronal loops in the core of one such active region, oleskm high spatial and
temporal detail by the Solar Dynamics Observatory (SDO)Qa® Widespread in
that active region, previous works had detected small atsafrvery hot plasmax 4
MK), much hotter than the typical plasma temperature of cak@lasma in active
regions ¢ 3 MK), outside of major flares. Most probably, storms of fastl amtense
heat pulses bring some plasma to such high temperature faretsne, and the work
in this thesis develops under this scenario of highly intent heating, and is divided
into two parts.

In the first part, our approach is to analyze single light earin the smallest res-
olution elements (0.6”) of the images taken in two EUV chdﬂm§4,& and 335,&)
with a high cadence{ 12 s) from the Atmospheric Imaging Assembly on-board SDO.
We compare the observed light curves with those obtained &specific loop model.
According to the model, a loop is made up of a bundle of thirstemds, each heated
impulsively and independently of the others. The frequarfaye pulses depends on
their energy as a power-law, more intense ones being alsdrieguent. The pulses
occur at random times. We use a 0D strand hydrodynamic muadhéth describes
the evolution of the space-averaged physical quantitiegaiticular density and tem-
perature, and from them we derive the EUV light curves in glsistrand. We then
combine the light curves of many single strands that we woti&tcept along the line
of sight inside a pixel.

The next step is to compare the resulting simulated lightesiwith the observed
light curves. We use two independent methods: an artifintelligent system (Prob-
abilistic Neural Network, PNN) and a simple cross-corietatechnique. We make
some exploration of the space of the parameters to condtraidistribution of the
heat pulses, their duration and their spatial size, and,fasdback on the data, their
signatures on the light curves. From both methods the bestagent is obtained for a
relatively large population of events (1000) with a shontadion (less than 1 minute)
and a relatively shallow distribution (power law with ind&%) in a limited energy
range (1.5 decades). The feedback on the data indicatdsutimgis in the light curves,
especially in the 94 channel, are signatures of a heating excess that occufied a
minutes before.



In the second part of the work we extend the analysis of tilmelved emission
of single pixels by including spatially resolved strand raliay and by studying the
evolution of emission along the loops in the EUV B4and 335A channels. We
replicate the modeling using a 1D hydrodynamic code thatriless the evolution of
the physical quantities distributed along the loop straifde use exactly the same
parameters which labeled the best absolute match in theérstas the input of the
space-resolved analysis. We find that the amplitude of theéama fluctuations driven
by the random heat pulses increases from the bottom to thefttige loop in the
94 A channel and, viceversa, from the top to the bottom in the 82Hannel. This
prediction is confirmed by the observation of a set of aligneidhbouring pixels along
a bright arc of an active region core. Maps of pixel fluctuasionay therefore provide
easy diagnostics of nano-flaring regions.
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Chapter 1

Introduction

1.1 Solar corona

The solar corona is the outer atmosphere of the sun. Compaitsdunderlying atmo-
spheres it is tenuous, therefore in optical band and thrgotdr eclipse one can see a
faintly colored luminous ring or halo (visible corona) saunding a disk. In the solar
atmosphere the temperature increases very steeply frothdifiees to a few million
degrees in the corona, in a range 500 kilometers above thieggteere. Thus, the outer
atmosphere of the Sun, the corona, is indeed hotter thamitherlying photosphere,
and specific local sources of energy release must be invoked.

SDO/AIA 171 2015-11-09 18:57:11 UT

Figure 1.1: Full Disk image of the sun taken by Solar Dynamic Observa(BiyO) in Extreme Ultra
Violet (171/"1) band, 11 September 2015. Credit: NAsa/LMSAL/SDO.



1. Introduction

In the x-ray and EUV (Extreme Ultra Violet) band the coronaegen to be highly
structured (Reidy et al. 1968; van Speybroeck et al. 1970).
The corona is fully ionized and it can efficiently interactthwits ambient magnetic
field, leading the corona to be highly inhomogeneous.
The decisive parameter is the ratio of thermal presgyrdo the magnetic pressure
P4, also called the plasmé parameter which is less than unity in corona. The
electron density in the solar corona ranges frem 0% cm =2 in the upper corona (at
a height of 1 solar radius) te 10! cm=3. Itis ~ 107! times as dense as the pho-
tosphere. The corona can be morphologically devided int@® megions, which all
vary their sizes during the solar cycle (solar magnetiovagtcycle is the nearly peri-
odic 11 years change in the sun’s activity.) Active regi@nuset sun and coronal holes
which are worth mentioning.

e Active regions: They cover areas which are brighter in thrayand EUV. A
colony of strong magnetic field concentration is placed is #tea. These en-
sembles of magnetic flux tubes are visible as sunspots giougsical wave-
lengths or magnetograms. Because of the bipolar naturasofdgion, the in-
volved magnetic field lines are mainly closed. Due to the geremt magnetic
activity there, most of the solar activity like flares and Qual Mass Ejections
(CME’s) is related to this area.

e Quiet sun: The remaining part out of the active region isitimahlly called quiet
sun. Dynamic processes in the quiet sun range from smadl pb@nomena such
as network heating events, nanoflares, explosive eveigét ipoints and soft x-
ray jets to large scale structures such as transequatooias lor coronal arches.
Most of the large scale structures that overarch quiet sgiome are rooted in
active region(Golub & Pasachoff 2009).

e Coronal holes: The northern and southern polar zones seleedarker over the
sun’s image (in x-ray and EUV) due to the lower density plasite magnetic
fields are open there and cause the plasma to erupt to thstett@r medium and
to form the so-called solar winds.

1.2 Coronal loops

The bright corona in the x-ray and EUV band appears to be mpdef arch-like
structures called coronal loops (figure 1.2). They are dsdlgroverdense structures
that are filled with heated plasma.

The only available reservoir for the loop feeding is the utyileg chromosphere
(more dense and cool atmosphere compared to the coronal whpplies coronal
loops with up-flowing plasma. Coronal loops are nothing pthan conduits filled
with heated plasma, shaped by the geometry of the coronatetiadield.
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1.2 Coronal loops

Figure 1.2: Coronal loops have a semicircular shape. Image: SDO/AIA, ATilter, 26 February
2011. Credit: NAsa/LMSAL/SDO.

In coronal loops plasma transport occurs only in one dintenaiong the magnetic
field lines, while the cross field diffusion is strongly inhédxd. This has the conse-
qguence that every coronal loop represents a thermallytesbkystem, having only the
tiny chromospheric footpoints as valves for rapid mass argb.

First evidence of magnetic confinement came from rocketiomnssn the 1960s. In
particular, in 1965, arcmin angular resolution was actdeuaghe X-rays with grazing
incidence optics (Giacconi et al. 1965). That was the firaetihat the useful solar
photographs have been obtained with a spectral respongedito the wavelength
interval between 8 and 12.

The first coronal loop structures were identified propertgraé rocket launch in
1968, which provided for the first time an image of an X-raydl@vaiana et al. 1968),
with a resolution of a few arcsec.

In 1973, the X-ray telescope S-054 on-board Skylab, reddiire coronal loops
and took photographs with a maximum resolution of 2 arcsewa$ confirmed that
the whole X-ray bright corona consists of magnetic loopspsehlifetime is typically
much longer than the characteristic cooling times (Roshat. €978).

In the same mission coronal loops were also detected in thd&and at temper-
atures below 1 MK, by Extreme UltraViolet (EUV) telescopef®35 (Reeves et al.
1977) and S-082 (Tousey et al. 1977; Bartoe et al. 1977). elteaps are invisible
in the X-ray band and many of them depart from sunspots, apmesial and are
progressively thinner for progressively lower temperations (Foukal 1975, 1976).
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1. Introduction

New observations of such cool loops were performed severakylater with the Solar
and Heliospheric Observatory (SoHO) mission and providad details and confir-
mations.

During the later Yohkoh mission, (1991-2001, Ogawara efl8@1) Hara et al.
(1992) found first indications of plasma at 5-6 MK in activgions with the Soft
X-ray Telescope (SXT, Tsuneta et al. 1991).

Normal-incidence optics were developed in the late 1980s.e&rly experiment
was the Normal Incidence X-ray Telescope (NIXT, Golub & H#ra989), which
provided a few high resolution coronal images in the EUV band

Later space missions dedicated to study the corona havetbee®olar and He-
liospheric Observatory (SoHO, Domingo et al. 1995), lawachn 1995 and still op-
erative, and the Transition Region and Coronal Explore (CEAHandy et al. 1999)
launched in 1998 and replaced in 2010 by the Solar Dynamie®atory (SDO) in-
struments. Both SoHO and TRACE were tailored to observe tiet gorona (below
2 MK). SoHO images the whole corona (Extreme ultravioletdimg Telescope, EIT,
Delaboudiniere et al. 1995) and performs wide band spsobfmy (Solar Ultraviolet
Measurements of Emitted Radiation, SUMER, Wilhelm et a@3)%and (Coronal Di-
agnostic Spectrometer, CDS Harrison et al. 1995) in the E&lIMIb TRACE imaged
the EUV corona with high spatial (0.5 arcsec) and tempor@lgBresolution. Both
SoHO/EIT and TRACE are based on normal-incidence opticzanthin three differ-
ent EUV filters that provide limited thermal diagnostics.

Thanks to their capabilities, both missions allowed to addifiner diagnostics, in
particular to investigate the fine transverse structurirgpoonal loops, both in its geo-
metric and thermal components, and the plasma dynamic$ariating mechanisms
at a higher level of detail.

Among other relevant missions, we mention the CORONAS s¢lgmatiev et al.
1998; Oraevsky & Sobelman 2002) , with instruments like $®&eliographic X-
Ray Imaging Telescop (SPIRIT, Zhitnik et al. 2003) REntgesky Spektrometr s
Izognutymi Kristalam (ReSIK, Sylwester et al. 1998) anda®dthotometer in X-ray
(SPHINX, Sylwester et al. 2008; Gburek et al. 2013), whickieheontributed to the
investigation of coronal loops.

In late 2006, two other major solar missions started, namdetpde (Kosugi et al.
2007) and the Solar TErrestrial Relations Observatory fH®, e.g., Kaiser et al.
2008). On- board Hinode, two instruments address partiguthe study of coro-
nal loops: the X-Ray Telescope (XRT, Golub et al. 2007) ardiktreme-ultraviolet
Imaging Spectrometer (EIS, Culhane et al. 2007). Both tivesteuments offer con-
siderable improvements on previous missions. The XRT hgsatas resolution of
about 1 arcsec, a very low scattering and the possibilitymiecch among nine filters
and combinations of them. EIS combines well spectra(m A), spatial ¢ Arcsec)
and temporal 10 s) resolution to obtain accurate diagnostics of plasma dycsand
density. STEREO consists of two nearly identical obsemn@so one ahead of Earth
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1.2 Coronal loops

in its orbit, the other trailing behind, so it allows throydbr instance, its Sun-Earth
Connection Coronal and Heliospheric Investigation (SEQQidckage a first 3D re-
construction of coronal loops (Aschwanden et al. 2009; Kxaet al. 2009).

In 2010, the Solar Dynamics Observatory (SDO, Pesnell &0dl2) mission has
been launched with three instruments on-board: Atmosphaaging Assembly (AIA,
Lemen et al. 2012; Boerner et al. 2012), EUV Variability Estpent (EVE, Woods
et al. 2012), and Helioseismic and Magnetic Image (HMI, Sareet al. 2012). SDO
observations lead to an improvement in the study of cortoa-physics. SDO takes
the full disk image of the Sun with high temporal and spatabiution, especially with
the AIA EUV normal-incidence telescope at 9 different UV &ldV channels (with
a pixel size of aboub.5arcsec and a cadence af0s). In 2012 the sounding rocket
mission High-resolution Coronal Imager (Hi-C, Cirtain €t2013) took images with
the highest resolution photos ever of the Sun’s cor@naaf-csec) in the EUV band
(195 A).

1.2.1 Coronal loop classification

Coronal loops can be thermally classified as:

e Hot loops: They are tipically observed in the x-ray band,bigtand EUV lines
(e.g., Fe XVI) and channels (SDO/AIA 335, see secton 1.2) and especially in
active region with temperatures around or above 2 MK.

e Warm loops: They are well observed in EUV images and in moahohls of
SDOJ/AIA. The confined plasma has a temperature around 1-K5 M

e Cool loops: They are generally detected in UV lines at temmfoees between
10° K and10°K.

From the morphological point of view the loops can be clasgdiinto 3 different
classes; bright points, active region loops and large sstaiestures (giant arches).
All the main physical properties are listed in table 1.1.

Table 1.1: Typical X-ray coronal loop parameters

Type Length  Temperature density Pressure
10° em MK 109 em ™3 dyne cm ™2
Bright points 0.1-1 2 5 3
Active region 1-10 3 1-10 1-10
Giant arches 10-100 1-2 0.1-1 0.1
Flaring loops 1-10 > 10 > 50 > 100
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Figure 1.3: The X-ray corona contains loops with different spatial ssale.g., bright points (BP),
active region loops (AR), large-scale structures (LSS 3¢rle unit is labelled. Image credit: Yohkoh
mission, ISAS, Japan.

1.3 Heating of the active regions

The magnetic field has been widely accepted as the main starrtiee extra heating
in the corona. However the mechanism of converting magrmeegtergy into thermal
energy is still unknown. It is challenging due to severaficlilties such as the very
efficient thermal conduction along the magnetic field linésgol inhibit the determina-
tion of the localization of the heat pulses as well as thetédhresolution of the current
devices to resolve the elementary structures where thecel@my heating events may
occurs. So the recent attempts have been done throughanelidences (Priest et al.
2000; Reale et al. 2000; Warren et al. 2003; Klimchuk 2006rreva& Winebarger
2007; Bradshaw et al. 2012; Testa et al. 2014).

The question of heating the corona is mostly equivalentégtioblem of coronal
loops heating. According to Klimchuk (2006), the heatinglpjem can be organized
as follows:

¢ Identification of the source of the energy release.
e The mechanism of converting the energy into heat.
e The determination of the plasma response to the heating.

e predicting the spectrum of the emitted radiation.
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1.3 Heating of the active regions

e manifestation of heating episodes in the observable ciiesiti

1.3.1 Energy source

We can distinguish two different scenarios for the heatingorigin of both are rooted
in the random motion of the photospheric footpoints driverdnvective turbulences.
This mechanical motion causes the magnetic field lines tatberequasi-statistically
stressed or generate waves. The dissipation from the ¢wshaets growing from
magnetic stress is referred to as DC (Direct Current) hgatind the dissipation from
the waves is called AC (Alternate Current) heating. It istivgrointing out that the
time scale of dissipation is a critical parameter to deteemi the dominant heating
mechanism is wave related or reconnection related. If imalker than the Alfvén

time scalef; < t4) then itis very likely that the dominant heating is wave tethand

if not, it is most likely that the dominant heating mechanismelated with magnetic
reconnection (see e.g. Walsh & Ireland 2003).

e DC heating: Random motion of photospheric footpoints doeshanical work
on the coronal loop and increases its energy release at givate by Poynting
flux through the base:

F= iBVBth (1.2)
41
where B, and B, are the horizontal and vertical component of the field and
is the horizontal footpoint velocity. The values obtaineahi the observations
(e.g., Klimchuk 2006) show that the Poynting flux into thear is adequate
to explain the observed energy losses of both the quiet sdraetive regions.
However the mechanism of energy conversion from magne#ssto heat is

challenging.

e AC heating: The same mechanism stresses the magnetic fiektage also
upward propagating waves, like Alfvén waves, acoustist &énd slow magne-
tosonic waves and so on. The real issue is whether the con@vals may carry
sufficient amount of energy flux to heat the coronal plasma. grloblem is that
only a small fraction of the flux carried by the waves is ableémetrate the
corona and most of them are dumped passing the very steejtydamnd tem-
perature gradients of the chromosphere and transitioomégiFor instance the
acoustic and slow mode waves form shocks and are highly dhamplee fast
mode waves are also strongly refracted and reflected (N&&iimschneider
1996). Alfvén waves can travel a long distance without diawgpgonsiderably
and are able to penetrate the corona, but they are unablegpdyssufficient
amount of flux needed to power the corona.

1The transition region is a thin and very irregular layer af Bun’s atmosphere that separates the
hot corona from the much cooler atmosphere
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For each of the two models group (AC and DC) there are a nunfbar@ants of
how the currents are dissipated, either by ohmic dissipatitagnetic reconnection,
current cascading and viscose turbulence in the case of Ddelyar by Alfvén reso-
nance absorption, phase mixing, current layer formatiahtarbulence in the case of
AC model.

1.3.2 Plasma response

How the plasma exactly responds to the heating is anothelafuental problem. It
affects seriously the subsequent heating processes. ithg at plasma response to
the heating episodes enables us to determine the state pfagma from which the
radiative signatures needed for testing any coronal hg#tgory can be explored. The
response of the plasma conceptually connects the coroha tmtlerlying atmosphere
from which the enhanced or decreased pressure of the cdommais determined. An
upward or a downward flow occurs as a response of an increasel@crease in the
heat flux driven by a change in the heating rate. Numericalisitions like OD (e.g.,
Klimchuk et al. 2008; Cargill et al. 2012) and 1D hydrodynammiop model (e.g., see
Reale 2014, for a review) have attempted to model the dathjpgasma response as
the plasma subjects to a known/unknown heating mechanisher @imulations also
tried to couple the heating and the plasma response.

In section 2.2.1 and section 3.2 we will show some resulte®plasma response
to the heating in a thin magnetically closed structure. IFirthe radiation from the
plasma can be recorded using direct imaging and/or spectegjing of the solar at-
mosphere which can be studied in detalil.

1.4 Evidence for very hot plasma in coronal loops

According to one popular scenario, coronal loops are mdiebted by short and in-
tense energy pulses, called nanoflares (Parker 1988; [Ck88#) formed at tangential
discontinuities while magnetic tubes are twisted and leidA strong evidence sup-
port for nanoflares might be the detection of very hot plasma(\/ K) especially in
the active region.

Several authors have found evidence for the presence ofharplasma in the
active region. For instance, Reale et al. (2011) analyzedntbrphology of the active
region of the sun observed with SDO/AIA in three differentshels namely, 94,
171A and 335A channel.

By subtracting the cooler component of the hotter chann@lﬁ(}athat is double
peaked, they found that much of the plasma confined in thedited arches that we
see in 944 channel in the core of the active region is not warm atk but it must
be hot at around 6-8/ K.



1.4 Evidence for very hot plasma in coronal loops

Figure 1.4: SDO/AIA three color full disk image combining AIA observatis in the 171A (green),
335A (blue), and 94A (red) channels. The structures in 3 different channelsiaey complementary.
The red color illustrates the very hot plasmafM K)

Emission from very hot lines has been found in Hinode/ElSeokzions, and in
particular from the Ca XVII at 192.858, formed near a temperature ©fx 10°K, in
active region (Ko et al. 2009) and later Testa & Reale (20b&)mared the morphology
in a 3 colorimage combining the 94, 171 and FBAIA spectral bands with the image
obtained for Ca XVII emission from the analysis of EIS sp&cffhey found that in
the selected active regions the Ca XVII emission is strorlg ionvery limited areas,
showing striking similarities with the features bright imet94A (and 335A) AIA
channels and weak in the 1Alband.

Thanks to Hinode’s multifilter observations, X-ray telgse@rovides useful in-
formation about the thermal structure of the bright X-rayoo@. Temperature maps
derived with combined filter ratios show fine structuringhie timit of the instrument
resolution and evidence of multithermal components (Retkd. 2007), as comple-
mented by TRACE images. Observations including flare filstrsw evidence of a
hot component in active regions outside of flares (Schmedt @009) and data in the
medium thickness filters appear to constrain better thispoomant of hot plasma as
widespread, although minor, and peaking arotmd” ~ 6.8 — 6.9 with a tail above
10 MK (Reale et al. 2009b).

Further support comes from RHESSI data (Reale et al. 200@ajdvhan 2009).
Further evidence for minor components of hot plasma in namafy active regions
have been found from various other instruments. Analysifhénwaveband 3.3-6.1
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A and 280-3302 with the RESIK and SPIRIT instruments, respectively, confihe
presence of a 0.1% 10 MK component at various activity le{@ydwvester et al. 2010;
Shestov et al. 2010; Miceli et al. 2012).

However, while it has been proposed that AIA imaging obsérma of the solar
corona can be used to track hot plasma(6-8 MK), it has beestigned that such
emission is really at the temperature of the line sengjtpptak (Teriaca et al. 2012).

There is also some evidence that the amount of high-temperatasma might
correlate with the intensity of the active region magnegtd because of increasing
frequency of energy release (Warren et al. 2012).

Recently Petralia et al. (2014) reconstructed the emissieasure (see Appendix
A) distribution of several intense lines from SDO/AIA, Hi&'EIS and XRT with
the aid of markov-chain Monte Carlo method. They illustdagewell-defined peak
occurred atogT > 6.3 in the distribution of the hot region.

1.5 The multi stranded loops

The proposal of multi stranded loops has been claimed somg &go (e.g., Gomez
et al. 1993). In this framework each loop is substructuréalatbundle of strands each
heated impulsively by a small abrupt energy release, i,@ftees. At the moment
these strands are under-resolved and their cross secBamder debate. Recently
many studies have been done based on both models and anélylsgervations (Bev-
eridge et al. 2003; Cargill & Klimchuk 2004; Vekstein 200%josving that coronal
loops are multi stranded.

Among the first evidence for fine structured loops, we can tpoinh to the work
done by Di Matteo et al. (1999) . They compared the measuigtbess distribution
along the observed loop in NIXT to that of expected from a bgthtic loop model,
and found a low filling factor for the compact and intermeeliltops (0~ — 10%)
observed in NIXT suggested a fine flamentation of magnetiaeds and provide a
guantitative of its value.

More recent studies of address evidence for fine structuoogs observed with
Hinode/EIS. For instance Tripathi et al. (2009) analyzesl dlotive region and they
showed that its related structures are more clearly defingbe lower temperature
lines and appear "fuzzy” at higher temperature as well astilated in the analysis of
Guarrasi et al. (2010), Reale et al. (2011) by a multi strdnmlése heated loop model.

Antolin & Rouppe van der Voort (2012) presented one of the Yiesy high reso-
lution (100 km) spectroscopic observation of coronal raenfgrmed with the CRisp
Imaging Spectro Polarimeter (CRISP) instrument. Througflmates of the ion neu-
tral coupling in the downflowing elongated blobs they showreat coronal rain acts
as a tracer of the coronal magnetic field, therefore offergidque insights into the
structures of coronal loops.
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1.5 The multi stranded loops

AIA 193A

Figure 1.5: SDO/AIA (193,& channel) image of finely-structured coronal loops (14 ®et02011,
22:56 UT). The image was treated with a Gaussian sharpeiieg\iith a radius of 3 pixels. Image
reproduced with permission from Brooks et al. (2012), cagprby AAS.

Using the high spatial resolution imaging data (SDO/AIADBks et al. (2012)
demonstrated that, however in several cases loops areeddol be monolithic struc-
tures, the majority of the loops must be composed of a numb@ner un-resolved
fibrils. They also constrained the number of involving fibnileeded to reproduce a
particular loop structure.

In general a broad emission measure distribution indicatesilti-structure sys-
tem due to the coexistence of many thermal components thaheluded (Cargill &
Klimchuk 1997, 2004).

How the intensity scales from lower resolution imager taheigresolution one is
the subject of some of the works done recently. For instaPetr et al. (2013) found
several examples where Hi-C resolves multiple linear stines in what appears to be
a single loop observed with AIA. Although there were sevesamples where both
Hi-C and AIA appear to observe the same monolithic structere the loop either
had no substructure or it was below the resolving power o€HAnalyzing of pixel
intensities indicates the finely structure corona which eggecially prevalent in the
moss regions and in regions of sheared magnetic field. Avelatsignificant differ-
ence value between the standard deviation of those pixelssities observed by Hi-C
to that of expected from the noise indicates the presencelstaicture (Winebarger
et al. 2014).
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1.6 Impulsive heating in loops

The idea of heating the corona by dissipation from curreaeth(see section 1.3.1)
was first suggested by Gold (1964) and later developed to foenbbasis of nanoflare
heating modeled by Levine (1974) and Parker (1983, 19883y Thaimed that dissi-
pation of energy in such current sheets could account fankegy loss from active re-
gion. This energy loss was tabulated by Withbroe & Noyes 1)@~ 107 erg cm? s~L.
Parker (1988) presumes that the change in the magnetic éeddsathe current sheet,
AB, is critical to onset. When the strength B| of the discontinuity exceeds some
threshold, there is a runaway dynamical instability legdonan explosive reconnection
phase. This scenario is similar to the sandpile model useaptain the comparison
that is also made between results of different methods.afwdles of magnetic recon-
nection (Lu & Hamilton 1991) show that the magnetic field cf ttorona is in a self
organized critical state.

The concept of nanoflares is still under debate. Their sigeatare difficult to
detect through direct observation because the coronah$tignductive, washing out
the signatures of heating release.

Heating by nanoflares has a long history as a possible caedidaexplain the
heating of the solar corona, and in particular, of the cormgs (eg., Peres et al. 1993;
Cargill 1993; Shimizu 1995; Judge et al. 1998; Mitra-KraeBB&nz 2001; Katsukawa
& Tsuneta 2001; Mendoza-Bricefio et al. 2002; Warren etG22Warren et al. 2003;
Cargill & Klimchuk 1997, 2004; Spadaro et al. 2003; Mulld¢rad. 2004; Testa et al.
2005; Reale et al. 2005; Taroyan et al. 2006; Vekstein 2009).

The coronal tectonics model (Priest et al. 2002) is an updegesion of Parkers
nanoflare theory, for which the motions of photospheric gootts continually build
up current sheets along the separatrix boundaries of thedloming from each micro-
scopic source (Priest 2011).

Loop models with nanoflares, and, in particular, those dmrgig a prescribed
random time distribution of the pulses deposited at thepmiots of multi-stranded
loops have been able to explain several features of loopadigans, for instance, of
warm loops from TRACE (Warren et al. 2002; Warren et al. 2003)

The shape of the emission measure distribution is, in grlacia powerful tool
to constrain the heating mechanisms. The width in tempergixovides information
about the temporal distribution of a discontinuous heatmegchanism: for a broad
(multi-thermal) distribution the simultaneous presentenany temperature compo-
nents along the line of sight may be produced by many straa$omly heated for
a short time and then spending most of the time in the cootimgs crossing many
different temperatures. A peaked distribution, i.e., plagloser to an isothermal con-
dition, indicates a plasma sustained longer at a certaipeesture, with a heating
much more uniform in time than for multi-thermal loops. Hoee the constraints
on heating from emission measure distribution are largelyatied; it has been found
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1.7 Loop modeling

that, although heating by single pulses might explain thpritg of differential emis-
sion measures (DEM) derived in the literature (Bradshav €04.2) and that trains of
nanoflares might explain practically all of them (Reep e2@ll3), the uncertainties in
the data analysis and DEM reconstruction are too large reactiusive answers.

The amount of energy input to the whole corona by nanoflarasmstter of dif-
ficulty, some studies attempted to find their contributiongliein heating the corona.
Hudson (1991) pointed out that the flare occurrence folloywswaer law distribution
such as:

dN = E~“dE (1.2)

wheredN is the number of events per energy interl £ + dF) anda is the power
law index which describes if the more weight in heating theona is given to the
flares or the scaled down version (i.e., nanoflares). Sormeenpts have been done
to investigate this index to constrain the spatial scaleheflieating events in both
the active region and quiet sun using different models affidrdint methods (Benz &
Krucker 1998; Parnell & Jupp 2000; Bazarghan et al. 2008irdage & Safari 2012).
For instance, the majority of analysis to constrain thisesitdased on counting the
events in bins of averagél in a series of observation deduced~ 1.7 (Lin et al.
1984; Shimizu 1995; Aschwanden & Parnell 2002). ParnelD@@emonstrated that
one can obtain a ranging from 1.5 to 2.6 for the same data se&j dgferent but still
reasonable sets of assumptions.

Hi-C observations of the upper TR at the footpoints of heoti(\/ K) coronal loops
(the moss) have recently revealed rapidly variable emmissionsistent with coronal
nanoflares due to slipping reconnection.

However, the lack of spectral information in Hi-C data puelds an accurate de-
termination of the plasma properties (e.g., plasma flowsffarent temperatures) and
therefore prevents a detailed study of the physical presestswvork (Testa et al. 2014).

1.7 Loop modeling

In typical coronal conditions the plasmigparameter is less than unity , the temperature
is a few MK and the density spans within the rangé — 10'° cm =3, the magnetically
confined plasma can be assumed as a compressible fluid wdhacgport momen-
tum and energy along the magnetic field line (Rosner et alB;1@&secky et al. 1979).
The effect of the magnetic field (especially in the case ofrbgignamic loop model-
ing) is to constrain the plasma to move along the magnetictbpology. Under such
conditions and neglecting the gradients across the fiettan, effect of curvature,
no uniform loop shape, magnetic twisting, currents andstrarse waves we can model
the evolution of the plasma confined in a single loop by onesdisional hydrodynamic
equations.

13
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Several authors have solved the hydrodynamic equatiorssdenng a steady state
loop which does not undergo a striking change in either bnigés or structure. Many
attempts have also been done to solve the sets of consereafi@tions numerically
(e.g., Nagai 1980; Peres et al. 1982; Doschek et al. 19823iMagmslie 1984; Fisher
et al. 1985; MacNeice 1986; Gan et al. 1991; Hansteen 1998 Beal. 1997; Antio-
chos et al. 1999; Ofman & Wang 2002; Mller et al. 2003; Bheag & Mason 2003;
Sigalotti & Mendoza-Bricefio 2003; Bradshaw & Cargill 2006

The aim and the concept of numerical loop modeling is to sthdyphysics of the
coronal loops including the response of the confined materithe external drivers
and to describe the consequent evolution, and eventuatlgtive the predictions to
compare with observations. Including a relatively thiakolcand dense chromosphere
and also transition region is important for a correct dggicnm of the mass transfer
driven by transient heating (e.g., Antiochos 1979; Hood &#$1r1980; Bradshaw &
Cargill 2013). The boundary layer which separates the @nportion of a loop struc-
ture from the photosphere is critical to understanding twg I[dynamics; This layer
will determine the loop plasma pressure and the pressugelfadefines the coronal
loop radiative loss; (cf., Rosner et al. 1978).

In general the initial condition of a loop is described as mn&hich the loop is in
hydrostatic equilibrium, cooll(* ~ 10° K) and tenuous~ 10® cm=3).

A key parameter in investigating the evolution of the loopgpha is the heating
function which has a role as a driver. It has to consider bpttial and temporal
profiles.

From the results of the model we can derive the observab&sthe emission of
the plasma which is a function of both the density and tenpeza

The effects of the magnetic field in hydrodynamic loop codesimplicit. MHD
codes include the magnetic field explicitly and study syst&nth more complex ge-
ometry. Whereas most the hydrodynamic models outputs alendewvith the plasma
response to a prescribed artificial heating, MHD codes thealheating function prop-
erly as well as plasma response.

Considering the loop as a bundle of substructured stramagher approach on
the loop description has been also implemented. The apprbas been adopted
both to describe the loop as static (Reale & Peres 2000) amgated impulsively
by nanoflares (Warren et al. 2002; Guarrasi et al. 2014).

1.7.1 Monolithic loops

If the coronal loops emission does not change for a durating eEnough to be com-
pared to the plasma cooling time, they can be assumed asearsiysequilibrium for
most of their life time.

For a coronal loop in hydrostatic equilibrium, we can apptyesal simplifying
assumptions: symmetry with respect to the apex, constass @ection, length much
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1.7 Loop modeling

larger than the pressure scale height, heat deposits omyf@long the loop, Low

thermal flux at the base of the transition region,the presthen is uniform along the
loop which is then described by an energy balance betwedmetienput and the two
main losses (thermal conduction and radiative loss). hateyy the energy equation
one can simply obtain the scaling laws of Rosner et al. (1978)

Ty = 1.4(PLy)5
7 __5 (13)
Hsy = 3ps Ly °

whereTy ¢, Ly, H_5 are the loop maximum temperatufg, lengthL and heating rate
H, measured in units of0°K, 10° cm and 1072 erg/cm?s respectively. Equivalent
scaling laws have been also found independently by Craig @9 8) using analogous
model in the same framework. More general scaling laws wisrefaund by Hood &
Priest (1979).

Scaling laws are extremely useful to explain observed pt@se They are able to
provide a basic physical reference frame to interpret aopg feature.

1.7.2 Structured loops

In a scenario that loops are made up of a bundle of strandsggatving independently
of the others under the effect of short, intense and distrwedié pulses, the whole loop
can be globally maintained steady.

Although, the loop emission remains steady, each strandrgnds a continuous
dynamic evolution. The evolution of these filaments has Istedied from observa-
tions and models. (e.g., Nagai 1980; Peres et al. 1982; Chealh 1983; Nagai &
Emslie 1984; Fisher et al. 1985; MacNeice 1986; Betta etGil12

According to Reale et al. (2007), Reale (2014) the evolutiba single coronal
loop strands subject to impulsive heating is organized um fhases:

Phase | : From the beginning of the heat pulse to the temperpaak (Heating phase),
in which the heat pulse is triggered in the coronal part ofldop causes the
temperature to rise abruptly with a time scale given by thedoative time in a
low density plasma.

Phase Il : From the temperature peak to the end of the heat peNsporation phase)
in which the temperature remains at maximum level and theiquesly heated
plasma expands upward and fills the strand. Depending onldbke pf trigger-
ing the heat pulse (loop apex or footpoint) the chromosphdide heated by
conduction (if heating is released at the loop apex) or tyréi heating occurs
at the footpoint).

Phase Ill : From the end of the heat pulse to the density peatd(ctive cooling), the
plasma immediately begins to cool due to the very efficieatrttal conduction
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1. Introduction

t

Figure 1.6: Scheme of the evolution of temperature (T,nthick solid)lineray emission, i.e., the light
curve (LC, thinner solid line) and density (n, dashed limeqiloop strand ignited by a heat pulse. The
strand evolution is divided into four phases (I, II, 1, ISge text for further details). Image reproduced
with permission from Reale et al. (2007), copyright by ESO.

with a time scale given by:

ngLS
5

(1.4)

7. ~ 1500

wheren is the particle density0° cm =2 and at the end of the heat pulse.

Phase IV : As soon as the conductive cooling time becomed expaaliative cooling time
(radiative cooling phase), the density is at its higherllanel the loop depletion
starts gradually. Since the pressure decreases in thig jpisas consequence of
the radiative loss, the loop will no longer be able to keemasfiguration bal-
ance; so draining or plasma condensation occurs as theicadiass overcomes
the thermal conduction. The time scale for radiative loggven by:

3
T2,
7~ 3000228 (1.5)
Naro

whereTy (Th6) is the temperature at the time when maximum density is reache

The evaporation phase lasts a few tens of seconds, if thelsimpuneating term
is active for a time significantly longer than the evapomaghase. So phase Il will
extends right in figure 1.6 and the thermal conduction cgoluill apparently be re-
moved. In this case, there is generally enough time for aiggiasonary state to be
reached in the corona before the heating is switched off.

The presence of phase Il implies a delay between the termyerpeak and the
density peak. It's a signature of relatively short heat psitwhenever observed. The
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1.8 Time resolved analysis

shorter the heat pulse the longer the delay between the tatnpepeak and the density
peak will be (Reale et al. 2007).

Jakimiec et al. (1992) showed that temperature and densginlio decrease si-
multaneously if the heating lasts enough to reach equilibri If the pulse ceases to
heat the plasma before the loop reaches equilibrium statedkcalled underdense
plasma in which the density maxima is lower than the valuegunldrium (Cargill &
Klimchuk 2004) occurs.

The heated plasma spends most of its life time in decay phlhsegfore more
attention has so far been paid to the relaxing phase. The siuthe decay phase
typically offers more opportunities of time resolved datalgsis. Serio et al. (1991)
considered a static state for the initial loop conditiortwgipatially uniform heating and
derived the thermodynamic decay (Pure cooling) of a heaiafireed plasma from the
energetic with some simplifications. In its latest versioa tooling time was updated
as (Reale et al. 2007):

Ly

V71oe

1.8 Time resolved analysis

7 ~ 500 (1.6)

The loop emission variability is not a trivial issue. The egion of coronal loops has
been found to vary on various time scales. It depends styangthe density (a frac-
tion of the square of the density) and less on the temperalinerefore, variations are
neither direct signatures of heating episodes, nor eveheofdcal compression (be-
cause the plasma is free to flow along the magnetic field lir@sly through the study
of the whole loop evolution can one be able to explain theatimms. An important
issue in investigating and measuring the variations is émsigvity of the pass bands
instrument. For instance, EUV channels are typically nampass band filters and this
will lead a high sensitivity to variations. The heating amilkng of the plasma leave
signatures as turn on and off in the observation rapidly ag thoss the band width
sensitivity. On the other hand, X-ray telescopes have wads jppand filters, sensitive
to the emission from hot plasma but not having much advastafjthe temperature
sensitivity as the narrow band has. The signal to noise msaynificantly higher in
this kind of filters. Separately, the spectroscopic obg@mwa have considerably high
sensitivity to temperature variations, but they own nofynallow cadence. Indeed
they can trace variations on large time scales.

According to Reale (2014) time analysis of coronal loop oletons can be mainly
classified to address two main classes of phenomena:

e Temporal variability of steady structures
e Single transient events such as flare-like brightenings
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Early studies of time resolved emission dealt with varigbibf hot x-ray loops ob-
served by S-054 on board Skylab. The derivation of the sizdshapes of x-ray emit-
ting loops brightened by flares and other coronal transieotsbined with estimates
temperature and emission measure from the photographs éstitnates of brightness
decay times for coronal loop energy loss mechanism (Krié§&8). The observed
soft x-ray brightening decay times found to be always lortgan those computed
from conduction cooling (Shimojo et al. 2002). Measuredagettme also showed
continuous evaporation of coronal plasma driven by themnaduction from x-ray
brightness (Antiochos & Sturrock 1976).

Higher temporal and spatial resolution observations oéssd\wx-ray bright points
(XBPs) demonstrated intensity variability over a wide ggyiof time scales from a
few minutes to hours as well as rapid change in their morgho({8trong et al. 1992).

Shimizu et al. (1994) classified a set of transient brigmgsbbserved by YOHKOH
soft x-ray in terms of morphology and time evolution. Theystered them into mul-
tiple loop brightenings and single structure brighteniagd found that for multiple
brightenings the loops tend to brighten from their footp®in

Analyzing the plage region emission of the TRAGE! X /FeX 1714 images,
Berger et al. (1999) found the fine scale motions and brigistmariations of the emis-
sion to occur on time scales of 1 minute or less.

Variability analysis of hot and cool loops in several UV spaklines observed
with SoHO/CDS (Di Giorgio et al. 2003) have been done as veethat of performed
for TRACE warm loops (e.g., Reale et al. 2000).

The first spectroscopic evidence of plasma condensationggiace in coronal
loops was found by O’Shea et al. (2007) using temporal sda&s from the Coronal
Diagnostic Spectrometer (CDS) on board SoHO.

Several numerical simulations (Muller et al. 2004) are ood agreement with
observational evidence (e.g., TRACE observation of Se¢rif001). High cadence
time series of simultaneous EIT arid, data of (De Groof et al. 2004) proposed a
condensation evaporation cycle for coronal loop.

Attempts to find evidence for continuous heating or frequneatting by nanoflares
has also been done by taking the advantage of high tempatahca data from Solar
X-ray telescope Imager (SXI) on board Geo-Synchronous &joeral Environmental
satellite 12 (GOES-12). Analysis of observed light curveggested that the durations
and characteristic time scales of evolutionary phases, (n&in and decay phase) are
much longer than the cooling time, indicating a slow enharexg in the loop average
heating rate, reaches a maintenance level, and then deaieady. This suggested
that a single heating mechanism operates for the entiréntiéeof the loop (Lopez
Fuentes et al. 2006). Further support for continuous hgatas also done by joining
the YOHKOH/SXT (sensitive to the hot plasma2 M K) and TRACE (sensitive to
the cool plasma- 1 M K') observations (Sakamoto et al. 2008), analysing the auto co
relation functions to obtain the duration of the intensiticflations. The duration of
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the intensity fluctuations for the SXT loops was found to Hatheely short, while that
for the TRACE loops agree well with the characteristic cogliime scale. This was
also consistent with the frequent heating loops by nandaflaree energy of nanoflares
was estimated to b&)?® erg for SXT loops andl0?3 erg for TRACE loops and their
occurrence rate about 0.4 and 30 nanoflares per second tieslye(Sakamoto et al.
2009).

More recently, light curves in individual pixels have beemdastigated in the X-ray
band to search for significant variability connected toafalie heating. Although some
pulses are detected, most of the emission in active regicgsand loops has been
found to be steady on the timescale of hours with fluctuatmmshe order of 1%
and with no correlation between warm and hot emission (Waeteal. 2010a, 2011).
Improving on previous studies (Sakamoto et al. 2008), hagteace observations with
the Hinode/XRT have revealed that the distributions ofrisity fluctuations have small
but significant and systematic asymmetries. Part of thismasgtry has been explained
through a tendency for exponentially decreasing intensy, the plasma has been
cooling for most of the time (Terzo et al. 2011).

Loop light curves have been systematically analysed alsherEUV band. A sys-
tematic tendency has been found to have ordered time lags dhannels sensitive
to emission from hotter plasma to cooler plasma, that is elsdence for dominant
cooling (Viall & Klimchuk 2011, 2012). Light curves in the BUband have been
analysed also with a different approach: they have been amdpo simulated ones
obtained from sequences of random pulses with power-latsitalison (Tajfirouze &
Safari 2012). Artificial neural network (ANN) was used foetbomparison and it was
found many that light curves are matched by those generededdvents power-laws
with a steep indexx{ 2). While studying the long-term evolution of active regiars
the large scale, it was found that active regions show leddems variability as they
age (Ugarte-Urra & Warren 2011), thus suggesting a quiaktahange of heating fre-
quency with time. At the other extreme of the smallest s¢dlesHi-C observations
show in some moss regions variability on timescales dowrbts, that may indicate
the presence of heating pulses of comparable duration.

1.9 Scope of this work

Finely stranded corona, which may be heated impulsivelyngilsscale abrupt energy
release, the so-called Nanoflares, may explain the highdeatyre corona (Reale et al.
2011; Viall & Klimchuk 2012). These pulses might heat thespi@a temporarily to
temperatures well above the average coronal temperatnutaharefore this scenario
is supported by the evidence for small amounts of ultra-bot (\/ K') plasma (Mc-
Tiernan 2009; Reale et al. 2009a,b; Testa et al. 2011; Matell. 2012; Testa & Reale
2012; Brosius et al. 2014; Petralia et al. 2014; Caspi etdl52
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Investigating the weight by which Nanoflares and small seaénts are dominant
is challenging ( 1.6).

Extrapolating from the distribution of larger events (f@rto the scaled down ver-
sion (micro and Nanoflares) shows that for a power law indeixhvis greater than the
critical value (2) the small scale events are dominant irtihgahe corona. Here we
focus on the building blocks of the confined solar corona fttight curved magnetic
flux tubes called coronal loops.

According to several recent works (Klimchuk et al. 2008;diaet al. 2012; Viall
& Klimchuk 2012) the heating pulse are released at spatéésdhat are smaller than
the cross section of a coronal loop. Each loop must then batsubtured into bundle
of thin strands that evolves independently of the otheraceéSthe strands are under-
resolved at the moment, the cross-section of the smallegpooents is under debate.
On the other hand, the very efficient thermal conductiongltie magnetic field lines
at coronal temperatures inhibits also the measuremeneafuhation of the individual
heat pulse.

This work extends the analysis of an active region that hawslevidence of small
amounts of very hot plasma (Reale et al. 2009a, 2011; Testa&8eR2012). This area
is appropriate to search for signatures of small scale hdaeg.

This work will mainly be splitted into two parts: temproakmved analysis and
spatially resolved analysis of bright pixels of EUV emissio

In the first part we are in reality investigating the emissianiability at the small-
est possible scale and look for signatures of heating ansitgg®lementary heating
events. We model the Extreme Ultraviolet emission obsebyethe Solar Dynamic
Observatory (SDO) from the active region core using a hyygladhic model of bun-
dles of strands heated by a storm of nanoflares with the ai@Dbftaydrodynamic loop
model. In the active region core we extract the light curviebath a sample single
pixel and a row of neighboring pixels in different channehtds. We generate model
light curves by summing over random events (with differergrgy) and we compare
them to observed ones using two independent methods: &niakintelligent system
based on a Probabilistic Neural Network (PNN) and a simpbss:correlation tech-
nique. The simultaneous comparison of the light curvesfiermint channels allows
us to address the multi-temperature structure of the loapisha key point when we
consider such a structured heating.

We improve this work in the second part by including spatiedlsolved analysis to
know that how the temporal evolution of the magneticallyfowd plasma changes in
different position along the loop. In order to do that we sWwitrom 0D hydrodynamic
loop model to 1D hydrodynamic loop model that can resolvddbp spatially.

Some more detailed issues about the active region corooplwall be conse-
guently investigated. This other analysis will lead us tal firew diagnostical tools
to have information about coronal heating from imaging data

This work has been the subject of two papers:
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“ Time-resolved emission from bright hot pixels of an actiegion observed in
the EUV band with SDO/AIA and multi-stranded loop modelinigy’

E. Tajfirouze, F.Reale, A. Petralia, P. Testa
Accepted for publication in the Astrophysical Journal
“EUV flickering of coronal loops: A new diagnostic of cororfaating ” by:

E. Tajfirouze, F.Reale, G. Peres, P. Testa
Submitted to the Astrophysical Journal Letter
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Chapter 2

Time Resolved Analysis and modeling
an active region

This work extends the analysis of an active region that has/shevidence of small
amounts of very hot plasma-(5 MK) in most of the region core and out of proper
flares (Reale et al. 2009a, Reale et al. 2011, Testa et al).20Ai8 area is appropriate
to search for signatures of small scale heat pulses.

2.1 Observation

2.1.1 Solar Dynamic Observatory

The Solar Dynamics Observatory (SDO) is a NASA mission Laedcon February
11, 2010.

SDO consists of a suite of instruments: the Extreme Ultlavidariability Exper-
iment (EVE) which measures fluctuations in the Suns ultiavioutput, the Helio-
seismic and Magnetic Imager (HMI) which maps magnetic aridoity fields at the
surface of the Sun and the Atmospheric Imaging Assembly JAAich is used in our
analysis and is described briefly in the following.

AlA provides multiple simultaneous high resolution fulsliimages of the corona
and transition region up to 0.5 solar radius above the sotdr With 1.5 arcsec spatial
resolution and 12 second temporal resolution. The AIA igsif four telescopes that
employ normal incidence, multilayer-coated optics to jptewvnarrow band imaging of
seven extreme ultraviolet (EUV) band passes centered aifisgaes: Fe XVIII (94
A), Fe VIIILXXI (131 A), Fe IX (171A), Fe XII,XXIV (193 A), Fe XIV (211A), He Il
(304,&), and Fe XVI (335&). One telescope observes C IV (near 1600 ) and the nearby
continuum (17003\) and has a filter that observes in the visible to enable goaient
with images from other telescopes. The temperature didigsas the EUV emissions
cover the range frorl x 10K to2 x 107K.
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2.1.2 Data analysis

We analyze SDO/AIA observations of AR11117 on 2010 Octolgerfrdm 2:00 UT.
We consider a 506 500 pixel region in three channels: & 171 A, 335A. The
narrow passbands of the AIA channels contain bright spdetes emitted by plasma
at different temperatures. In particular, we initially cise the observations in three
EUV channels, namely the 94, 171 A and 335A that are most sensitive to the
emission of plasma in a broad range of temperatures, i.e Mi,61 MK and 3 MK
respectively. The response functionin theodhannel is double peaked, with a cooler
peak below 1MK (Boerner et al. 2012, Boerner et al. 2014,al&sReale 2012) .
However, in active region cores the hotter peak is genedaliginant (e.g., Testa et al.
2012).

Figure 2.1: Full Disc image of the sun Observed by SDO on 28 october 20h8.r&d box shows the
selected region to analyse.

We use level-1.0 data, after standard processing of ledakt#® (bad-pixel removal,
despiking, flat fielding). Data are obtained from a standdngkoving series with ca-
dence of 12 s in all channels, and exposure times of 2 s in thé1hannel and 2.9
sinthe 335 and 94A channels. The channels have very different sensitivityhéo
solar coronal emission (see., Reale et al. 2011), resuhinlifferent signal-to-noise
ratios. Figure 2.2 shows the internal part of the activeaegn the 94A, 335A, and
171A channels.

In the 335A channel, the active region core is covered quite uniforbylya large
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number of bright arches. In the southern part (20 ares&c< 55 arcsec), the arches
coalesce to form a uniform bright band. In the northern pae,can identify three
brighter loop groups in a background of more diffuse emissié few very bright
spots are visible at the center of the region. Overall théorebas quite a diffuse
appearance and individual loops cannot be clearly resolved

In the 94A channel, overall we see a very similar morphology and maighb
structures are clearly cospatial with those observed irB8%A channel. The most
striking difference from the image in the other channel igha core itself: in the
southern part, while in 33A the arches are densely packed and uniform, ifkghey
have greater contrast, i.e., we see an alternation of baigthfainter structures. In the
northern part, we are even able to resolve very thin brigt-tawest bridges, in the
same location where thicker arches are present in the sbféemel. Overall, in the 94
A channel, the loop systems appear sharper, the observediemiargely less fuzzy,
and we can resolve thinner bright structures than in thef82Hannel. This is exactly
the effect expected by Reale et al. (2011), and predicteduayri@si et al. (2010).

In the 171A channel, the active region shows quite a different morpgwl Many
structures are complementary to those observed in the ottaamels (Reale et al.
2007). The core appears depleted of arch-like structuredy & few of them are
visible, and they look quite different from those in both tteer channels. The arch-
like structures are instead replaced by bright moss. Thissnwa well-known feature
of this soft channel, already studied in Normal Incidencea}(-Telescope (NIXT)
and Transition Region and Coronal Explorer (TRACE) obsgima and commonly
explained as the bright warm footpoints of (hot) high-puesdoops (Peres et al. 1994;
Fletcher & de Pontieu 1999; Martens et al. 2000).

For our study we need the highest possible space and timi@tiesdo try to cap-
ture the small temporal and spatial scales expected for-flar@heating. Therefore,
we consider the smallest scale pixel region, i.e. singlelpjand the full time resolu-
tion. Figure 2.2 shows the active region core in the 3 AlA c¢fes and the location
of the pixels where we have extracted light curves. We skdgpe 171A channel for
further analysis, because it is affected severely by ugihgrimoss emission.

By definition, this emission is not included in our modelimdnich comprises only
the coronal part of the loops. Since this emission is outefttope of our work, from
now on we will address only the comparison with thef@dnd 335A channels, which
instead are sensitive to the body of the coronal loops. We hsagertained that the low
temperature contribution to the ddchannel is negligible (by rescaling the emission
in the 171A channel, e.g., Reale et al. 2011).

We consider 246 and 228 successive images in the two regpettannels, cor-
responding to timeseries of total duration~ofl hour, i.e., much longer than typical
loop plasma cooling times (Reale 2014). We carefully aligineages between the two
different channels via cross correlation using the aligbecorrel procedure in Solar
SoftWare (SSW) package. The time distance between the sriadggpically 12 sec-
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2. Time Resolved Analysis and modeling an active region
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Figure 2.2: Left column: from up to down is the images of the active regiothe 94A, 171 A and
335A channels respectively. Right column: zoomed view of theeta in the left images. The single
pixel (white) and row of pixels (black) for analysis are meak

onds, but there are some gaps up-td minute. We select a single pixel in the bright
and filamented core observed in theR4hannel, where there is evidence of very hot
plasma (Reale et al. 2011). It is one where the light curves sham¢ show prominent
single-time spikes, which typically affect other pixelse\Wave also tried to improve
for signal-to-noise ratio. Our choice has been to sum thesgiom in a few nearby
pixels. The orientation of observation frame vs the actegian shows that many
structures are practically aligned in a left-right direati Actually, we have identified
a few rows of pixels where the emission shows a coherent tiel@wour, i.e. they
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Figure 2.3: Light curves in two AIA channels (up to down: $4and 335A) from the single pixel (left
column) and the row of pixels (right column) indicated in fig2.2. Smoothed light curves of the single
pixel are also shown (red).

probably intercept the same loop strands where the confilana evolves coher-
ently. We select a row of 9 pixels which includes the singkepiFigure 2.3 shows the
light curves for the single pixel and for the row of 9 pixels Qetter show the trends
and features of the single pixel emission we also show the digrves smoothed with
a boxcar of 8 data points. The single pixel allows for the mmaxin possible sensitivity
to emission variations, but is affected by significant ndisen limited photon statis-
tics. The row of pixels reduces the photon noise but alsoehsisvity to variations.
The light curves show different amplitude of fluctuationgha two channels. The evo-
lution in the 335A channel is rather smooth, with an overall variation ranfye ¢0%.

In the 94A channel we see larger fluctuations and even a localised pe#kbo above
the average with a duration ef 5 min. The bump shows equal rise and decay times.
We find similar trends and features and similar results ofamalysis also for other
pixels.

From the observation we estimate that the loops inside ttieeaegion core have
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2. Time Resolved Analysis and modeling an active region

a length ofx~ 5 x 10° cm and we will assume this as our reference loop length from
now on.

2.2 Model

Multi-stranded pulse-heated loop models have been rgcsaticessful in explaining
the presence of hot plasma in the active region. In the falgwve use 0D loop model
(Klimchuk et al. 2008, Cargill et al. 2012) to study the enassn EUV.

In our scenario a single pixel of an image intercepts bunafedrands along the
line of sight. Then, we simulate the emission from a pixel bsnming the intensities
of many strands, each heated at a random time by a randonyendsg (according to
a power law energy distribution).

2.2.1 The loop model

Our aim is to analyse the time variation of the loop emissibmthe reasonable as-
sumption that the plasma evolution does not change much énoenposition to the
other inside a single strand that composes the loop, we factise description of the
strand population, of the parameters of the related stormanb-flares, and of how
they combine to produce the total observed emission. Instesario, the coronal
average quantities in each strand provide enough infoomati describe the strand
properties, but we need a good description of their timelgian.

To this purpose, we use EBTEL (Enthalpy Based Thermal Emvwoiuf Loops), a
zero dimensional time-dependent hydrodynamic model (gtiak et al. 2008, Cargill
et al. 2012). The model has no spatial resolution, and de=sithe evolution of the
average physical properties of the plasma confined in aescalonal flux tube. The
model assumes that the loop is symmetric with respect topbe, and therefore de-
scribes half of it. A physical key concept in the model is théhalpy which has the
main role in transferring energy budget into and out of the@ra. The enthalpy will
certainly not produce or eliminate energy. Variations iatireg rate will affect trans-
ferring of mass between chromosphere and corona. Any ceandeating rate will
cause an increase or decrease in the heat flux and any exastcdrin downward
heat flux related to the transition region radiation los$ eohsequently derive an up
flow enthalpy flux or will be compensated by a downward enthélpwy respectively.
The energy equation is:

OE _ O(Ev) 0(Pv) OF

oL _ 92
BT s 9 9 +Q —n*A(T) + py (2.1)
in which
_3p, 1 9
E—2P+2pv (2.2)
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Figure 2.4: Time evolution of (a) temperature, (b) density and (c) AIA/bmtensity of asingle
strand, heated by a pulse of 0.003 ergérs~!, and 50 s duration.
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2. Time Resolved Analysis and modeling an active region

E is the combination of thermal energy and kinetic energg preéssure, v is the bulk
velocity, F is the heat flux, Q is the volumetric heating raiés the electron density,
A is the radiation loss function ang is the gravity component which is along the
magnetic field. We assume classical conductivity, but weetescertained that satu-
rated conductivity does not change the results (and inquéati the light curves, see
section 2.4) significantly on the relatively long time ssabé our modeling. The evo-
lution for density and pressure can be described fully \&tise coronal parameters as
we integrate the energy equation over the coronal part dbthgonce and separately
over the transition part.

1 dP - 1
— O — —(R.+R,, 2.3
1 Q— 7 (Re+ Ry) (2.3)
1 dn ) ’}/—1
- = =— Fy+ Ry, 2.4
v—1dt L QKTOLV( 0+ Fir) (2.4)

whereP and 1 are the averages of pressure and deRsind R, are the radiation
losses in corona and transition region respectively, Feshdat flux, v is the bulk
velocity and O indexes describe the values in the base ofdfana. This set will be
completed if we insert an equation of state.

1dT  1dP 1dn

Tdt  Ddr ndt (5)

We use EBTEL to model the evolution of the plasma confinednglsiloop strands
under the effect of short heat pulses. Figure 2.4 shows thieitesn of average coro-
nal temperature and density inside a single strand sulgentpulsive heating. The
strand is initially cool and tenuous, with a temperature @40MK and a density of
~ 107 cm=3. A very small amount of heating (¢ erg cm =3 s71) is constantly pro-
vided to keep the strand in equilibrium. In addition to thi& impose a heat pulse
of triangular time profile having a duration ef = 50s and an intensity peak of
h = 0.003 ergcm=3s~t. This heating rate corresponds to a temperature ¢f.5
MK at the equilibrium according to the scaling laws of Roseeal. 1978. The ther-
modynamic decay time according to Serio et al. 1991 and R#ld isT ~ 800 s.
We follow the evolution ovet0? s , i.e. more than 10 decay times in this case.

In figure 2.4 the temperature rises abruptly~t03 MK as a consequence of the
intense nanoflare. The strong heat flux drives massive eatipoifrom the chromo-
sphere to the corona and the strand begins to fill with plasraantaximum density of
~ 2 x 10% em™3. This is much lower than the equilibrium density-of3 x 10° cm =3,
because of the short duration of the heat pulse. The temyperdeclines as the
nanoflare shuts off by the effect of both the radiation angdmkthermal conduction
toward the cool chromosphere. The density peaks later{(liy) min) than the tem-
perature because the evaporation continues for some tissgRR014). The strands
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2.2 Model

finally enter a long phase of draining as the radiation logse-aooling mechanism-
overcomes gradually the thermal conduction (Cargill eR@ll2). The density decay
is quite slower than the temperature decay.

From EBTEL results we can derive the emission in the EUV. Fegti4c shows
the light curve in the SDO/AIA 94 channel. The light curve has a shape in between
the evolution of the temperature and of the density, bectiesemission is a function
of both of them. So, the peak of the emission occurs min later than that of the
temperature. This is a light curve of a single strand. Wherowk at the light curve
of a pixel, we are summing the light curves of many strandsdhaintercepted along
the line of sight in that pixel.

A single pixel may contain tens to several hundreds of ssa@ath heated impul-
sively. We assume that the distribution of the heat pulsdeseribed by a power law
(e.g., Hudson 1991):

AN = E~“dE (2.6)

wheredN is the number of events per energy interi/@l F + dF) anda is the power
law index. Each strand is ignited independently of the athéerefore at random times
and at random intensities, according to the power law fragudistribution. Since we
are unable to constrain the times and intensities, our agpre to generate a large
number of different realizations of the same light curvet t@nsists of overlapping
light curves of a given number of strands. Each light curvelsted to a random pulse
extracted from the power law distribution and has a randanrt §tne. We generate
groups of realizations, one for a given power law index, @ulgration and number of
strands.

As mentioned in Section 2.1, the total loop length is fixed %ol 0° cm. We choose
two possible values of the power law index, ke= 1.5 anda = 2.5. We choose either
of two possible pulse durations, i.e. a shartf 50 s) one and a longr(= 500 S) one,
with respect to typical plasma cooling times. The other kasameter is the number
of strands that are heated along the line of sight, and inqodatt we consider three
possible values, N=10, 100 and 1000. We assume that eaol straeated only once
during our total time lapse. In this view, the number of stigis also the number of
heat pulses. There is discussion about the frequency ofeiiegulses inside a single
strand, whether the repetition time is large (low frequgrmysmall (high frequency)
with respect to the typical cooling times (Klimchuk 2015)urcenario is basically
low frequency. However, we address only the high tempegagurission, and similar
results might be obtained with more frequent pulses, witblaydnot much longer than
1000 s (see Fig.2.4c). This might be in agreement with recamgtraints (e.g., Cargill
2014, Cargill et al. 2015).

We tune the range and height of the power law distributioressgo produce a bun-
dle of strands that has the average temperature of the @ukactive region loops, i.e.
about 3 MK. Figure 2.5 shows the energy rate distributionthefpulses obtained for

31



2. Time Resolved Analysis and modeling an active region

a=1.5 x=2.5
1000.00; T T T T T T T \\\HHE 1000.005 T T T T \\\HHE
- N=1000 - :
I ] [
| , . N=1000
100.00 - o : 100.00 1 :
~ N=100... -, ] ’ ‘ ]
. L= _
o " N=100
S 10.00} e 10.00 | 4
> [ 4 [
() 1
© Lo
g N=10 s Ll
£ 1.00} A 1.00f N=10 |
= L L
0.10} . 0.10} J
0.01L . . . . . Y 0.01L . . . .. Ll
0.001 0.010 0.100 1.000 0.001 0.010 0.100

1.000
Energy (erg cm3s™) Energy [erg cm™®s™]

Figure 2.5: Left to right: The distribution of simulated energies fomyer law indexa = 1.5, a = 2.5.
For both the cases the duration of the heat pulsesis0 s.

different numbers of strands and for the shorter pulse aunrst Instead of producing
one model for each energy rate, i.e. for each realisatiorhave preferred to generate
a grid of EBTEL models, choosing the parameters so as to gaaonably all possible
loop conditions in the energy range. We then use a binarckédarfind the closest
value of each energy from the original power law distribatio the one in the grid.

For each of the 12 combinations of 7, and N, a package of 10000 pairs of
light curves (two for each realization) is produced. An epéerof a single realization
among a specified set of parameter= 2.5 = = 50 n = 100) is shown in figure 2.6.

We compare each pair of light curves to the observed ones lamase the best
matching ones with the methods described in the following.

2.3 Methods

2.3.1 Probabilistic Neural Network [PNN]

Artificial neural networks (ANN) are parallel computing dess consisting of many
interconnected simple processors. They share many chastics of real biological
neural networks such as the human brain. Knowledge is aajby the network from
its environment through a learning process, and this kniyéés stored in the connec-
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2. Time Resolved Analysis and modeling an active region

tions strengths (weights) between processing units (msjrdn recent years, neural
computing has emerged as a practical technology with agits in many fields. The
majority of these applications are concerned with problenpattern recognition, for

example, in automatic quality control, optimization anddback control.

In the following we outline the basics and concepts of théfiaral Neural network
and its purposes. We will initially make a brief review on the&ning algorithm which
is used in the simplest and fundamental kind of artificialraénetwork (perceptron)
which is suitable in comprehending the basics. After thatmtermove on to present
one of the most useful kind of the neural network called Podiséic Neural Network
[PNN].

Human and machine

The main difference between the computer and the human miheir structures.

Computers has been designed in such a way that they do oraiopexfter another
with a great speed. But the brain acts in a lower speed, haviggeat number of
processors. Computers are quick and nimble but act in d 8&xya On the other hand
the human brain has an intense parallel structure.

Operations like watching/seeing, listening, are just &ractions in which the
very opposite and different numerous data causes diffe#atts and different re-
minds in mind individually. Through comparing and combmithese various data
properly can the brain perform such marvelous operation.

Instead of employing one quick calculative processor toratpee the brain em-
ployees numerous unit processors called neurons to proocessdividual operation.
Basically a great number of small (though slow compared ¢octtmputer one) pro-
cessors treat one special job, collectively at the same tithe contribution of each
neuron cannot be significantly important on its own. It metad if an individual
neuron does not perform its duty properly, it will not affélse final output. On the
contrary, computers are seriously sensitive to the eribingy have not the ability to
neglect the errors, because they are not able to distribat@bs.

One of the mostimportant features of the brain may be itgtgbil learn. The brain
can actually train itself (self-learning). But computeb®y a pre-written program they
are forced to follow step by step.

In modeling the main systems of brain, Artificial intelligenspecialists investigate
ways that reflect the parallel structure of the brain. Theedeats must be able to set
the knowledge (data/information) in a parallel form andgess it in a parallel way.

The main purpose of the neural network calculations is tapee such machines
that model the main features of the brain and the ways of gsaion.
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Dendrite /;///

Synapse |

Figure 2.7: The main charactristics of a biological neuron: Dendritesthe input channels, axons are
the ouput channels that are connected to the dendrites oftibecells, and synapses are the connection
cites between the dendrites and the axons.

Neuron modeling

The aim of modeling is to produce a more simple system whigdp&ehe main be-
havior of the system and makes it easier to understand. Therola of a biological
neuron is to add its input so that it exceeds a threshold \addehen fire an ouput. The
inputs of a neuron is fed through dendrites which are comaeitt the other neurons
outputs by the synapses (figure 2.7). By definition the symapange the efficiency
of the input signals. The above description leads us to medelron:

e The output of a neuron is active [1] or non-active [0].

e The outputs only depend on the total integration of the isthet should exceed
a pre-defined threshold to activate the neuron.

The efficiency of the synapses in transferring the inputalgyimto the cell body is
modeled by a modulus which is multiplied by the neurons input

S WX, = WXy + WoXo + ..+ W, X, (2.7)
i=1
whereX; is the i'th input and/V; is the weight related to the i'th connection line.
The total summation should be compared to the thresholtleXdeeds the thresh-
old the output of the neuron is 1 and if it does not then the wiuigll be O (figure 2.8).
For simplicity, we can initially reduce the threshold frohettotal weight summation
and then compare the total input with zero.

35



2. Time Resolved Analysis and modeling an active region
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Figure 2.8: The main scheme of the modeled neuron. The cell body addspisi If the summation
exceeds the threshold then the neuron fires an output.

Learning in symple neurons

The general guidance is to allow the neuron learn from itdakes. If the output of
the neuron is not true we let the neuron reduce the probabilimaking mistakes in
the next performance of its operation. And if the ouput ig e make no change.

Perceptron learning algorithm

e Determine the weights and threshold
considerV;(t), (0 < i < n) as the i'th interconnectiol¥’; to be equal to# and
X (the firstinput) to be always 1. SHt;(0) to be equal to small random values.
In this way we set all the weights and thresolds.

e Present the favorite inpuf(;) and output(t))

e Calculate the real output
Wi(t + 1) = W;(t) if the output is true
Wi(t+ 1) = W;(t) + X, (t) if the real ouput is 0 and the favorite is 1 (class A)
Wi(t+ 1) = W;(t) — X;(¢t) if the real output is 1 and the favorite is O (class B)

We note that as the model response is true the weights nedd bet changed.
However the interconnection weights which are not efficianputting out a wrong
answer is not changed, Because their interconnection weeigii be added by the
input values (that are zero). Therefore it remains unchéwnglee perceptron algorithm
warrantee the reduction of errors in each step of trainirayidih 1999). In other words
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the weights are modified step by step in such a way that the mmdoces in each step
of training. Some useful variations have also been intreduo the basic algorithm.
The first one is to insert a coefficient smaller than 1 . It caubke interconnection
weight to change slightly (and with less speed). So, the otapproach the favorite
answer in smaller steps. This modification changes the &igh of the algorithm as
follows:

e modify the interconnection weight
Wi(t + 1) = W;(t) if the out put is true
Wi(t +1) = W;(t) + nX;(¢) if the real ouput is 0 and the favorite is 1 (class A).
Wi(t+ 1) = Wi(t) — nX;(¢) if the real output is 1 and the favorite is O (class B).

A similar algorithm was proposed by Widrow & Hoff (1960). Theuggested that
it is better to change the weight more and more as the difterbatween the real ouput
and the favorite output is high and also change it less astileutput becomes more
closed to the favorite one. The rule they presented namedoWidnd Hoff delta rule.
They introduced the error paramet&j(and suggested modifying the weights with
respect to the following algorithm:
A =d(t) - y(t)
whered(t) is the favorite output and(¢) is the real ouput. So the forth step changed
as follow:

e modify the weights (Widro-Hoff Delta rule)
A =d(t) —y(t)
Wi(t+1) = Wi(t) — nAX;(t)

If the input belongs to class A theif{t) = 1 and if the input belongs to class B
thend(t) = 0.

The above one was the basics of training algorithm used irsithplest kind of
artificial neural network named mono-layer perceptron {impsy, perceptron). In the
following we present the probabilistic neural network tisatsed in this work.

Probabilistic Neural Network is a kind of Artificial Networkhich is suitable in
classifying and identifying the samples. Recently it hasrbguccessfully applied in
every field of science as a classifier machine. The main anfttsthetep in performing
a comparison by the tool is to train the network by trainingpkes. During the training
session the network will learn the possible determinedselas The architecture of a
probabilistic Neural Network that includes a completertirag session is shown in
figure 2.9.

When an input vector is fed to the network, the first layer cotag the distance
from the input vector to the training samples. This prodwcgector which indicates
how close the input is to the training samples. The secoret syms the contribution
for each class of inputs and produces its net output as anafgboobabilities. Finally,
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Figure 2.9: An Architecture of Probabilistic Neural Network

the Compete transfer function on the output of the secoret fgigks the maximum of
these probabilities and produces 1 (positive identificgtior that class and 0 (negative
identification) for non-targeted classes. In this way théadek will correspond each
tested sample to its own class of trained samples (Bazamrfran2008, Tajfirouze &
Safari 2012).

The Probabilistic Neural Network is a supervised algoritvimch needs to be
trained before being used for classification. Thereforegiteater the number of train-
ing samples we provide to feed the network, the more accthateutput of PNN will
be. Its performance is based on estimating the probabiihsitly function from sam-
ple patterns, which implicitly consists of calculating ttistances between an input
vector with the other training samples. So, it seems to someato just like a near-
est neighbor classifier (Montana 1992) while comparing keokind of classification
methods. For this reason, it can better deal with irrelefeatures.

2.3.2 Cross correlation

The other method that we use is cross correlation which iplyia way to measure
how similar the signals are. This kind of approach has beeenté/ applied to the
analysis of coronal observations (Viall & Klimchuk 2013)v@ input vectors of x and
y may be cross-correlated as a function of time lag L as:

o @z = X (g — Y)

COTTay = ’ ’ forL < 0 (2.8)
VI (- 02 S0 (e 97
M—|L|-1
—X —
COTT gy = k=0 (26 = X)Wz —Y) forL >0 (2.9)

VI - 22 Y (e — 9
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where x and vy are the averages of the veatoss (g, x1,...,x)1) andy =
(Yo, Y1, ---»yn—1), respectively §/ is the number of data points).

The functionc_correlate within the IDL software enables us to find the correlation
values between two selected samples at any given time lag. highest similarity
between two samples will be indicated by the maximum cros®lagion value.

2.4 Results

For each combination set of the parameters we have a packd@®@0 realizations
(or 10000 pairs of simulated light curves) . We have also itjia lcurves of a single
pixel and a row of neighboring pixel (observed light curvéégxt, we want to compare
the simulated light curves with the observed ones.

Our key point is to find the realization that best matches i lcurves in both
channels at the same time.

We initially begin with Probabilistic Neural Network.

2.4.1 PNN outputs

With the PNN method we are not able to compare couples of fightes simultane-
ously, but only one model light curve with one observed ligitve at a time. Since
we want to match simultaneously light curves in two différelmannels, our solution
has been to join each light curve in one channel to the caosretipg light curve in
the other channel. So, we first normalize each light curvéstsmaximum value, and
then we stitch the end point of one to the first point of the pthais is done for both
the simulated and observed light curves. Afterwards, wiadgchthe network with the
simulated light curves as training samples. The obsergdd durves are then fed the
network as the tested samples to classify with respect tovdiveed samples. The pro-
cess of classifying the data is done for the light curve ofsingle and of the row of
pixels separately.

The output of the network finds the best choice among theablailset of simu-
lated patterns which best resemble the data and labelshtitsibwn corresponding
key parameters. For each of the 12 sets of parameters, wetshdight curves of the
realisation that best matches the observed ones, Fig.r2dl6ingle pixel and Fig. 2.11
in a set of neighboring pixels according to the PNN method.aoetter visual com-
parison, we have applied normalization and shifting pracesl In the case of single
pixel light curves we also applied smoothing procedure witiox car of 8 data point.
We remark that the PNN compares the realizations with thggrai light curves (after
a normalization only).

In general, the PNN is unable to find simulated patterns teeeptly match the
observed ones, not even in one channel. The PNN choosesdiwobgion as the one
that shows the best match of the overall general patternsnekdioned above, we let
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Figure 2.10: Black solid lines: Light curves from realisations for each set of parameters (
and N) that best match the observed ones in the single peellifres) according to the PNN
method. The light curves in both the Mleft column) and 335 (right) channels are shown.
Comparison of observed (red lines) light curves to the bemtiehones (black lines) found
by the network for each set of parametans#{ and N). For a better visual comparison, the
intensities are normalized to the average and shifted eaalbiferent value, and the observed
light curves have been smoothed with a boxcar of 8 points.BEs¢absolute match is marked
(thick black lines).

the method find the best solution for each set of parameteramiains to be found
the best absolute solution. We might rank the best solutioitooverall ability to
reproduce the details of the observed features, and ircpktithe amplitude, shape
and time scale of the observed bumps in both channels. Frosualinspection of
Fig. 2.10 and Fig. 2.11 we realize that the best solutionsatrequivalent. Those with
the long pulse duration, with a small number of strands ant wisteep distribution
all show too broad features, which do not fit the observedifeaton the smallest time
scales, especially in the gdchannel. Also the solutions with the steeper distribution
(o = 2.5) are in general unable to reproduce the variability on shoré scale. A
small number of strands determines too strong bumps in ted3%annel. The best
absolute solutions appear those with the flatter energyitalition, and shorter pulse
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Figure 2.11: As Fig 2.10, The comparison for a set of neighboring pixels.

duration. Among these, the one with the largest number ahds yields the lowest
total root mean square deviation (RMSD) from the obsenggt kurves defined as:

M

(B — Oy)?
RMSD = Z - (2.10)
whereR; are the model intensities normalised to their average @ohe&hannel)Q;
are the observed intensities normalised to their averagj®lan the number of strands.
So, eventually, the best set of parameters found with PNN is-[1.5, 7 = 50 and
N = 1000] (black lines in Fig. 2.12), for which we obtain RMSB 0.15 in the case
of comparison with the light curves of a single pixel and RMSD.16 in the case of
comparison with the light curves of a set of neighboring |sixe

Two points here are worthy of being pointed out. One is thetfzat the network
is not sensitive to denoising or smoothing (Tajfirouze & 8a812). Another point
is that the output of the network does not change even wherewarge the order of
stitching the light curves. This means that the network st in its performing.

We obtain very similar results when we compare the modelza@ns with the
observed light curves extracted from the row of pixels,the.same best set of param-
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Figure 2.12: Modeled light curves (black lines) in AlA 9A channel (upper panels) and 335
A channel (lower panels) for the cagépha = 1.5 7 = 50 N = 1000 best matching the
observed ones (red lines) from (a) a single pixel and (b) afseighboring pixels, found with
the PNN method. These are the best absolute match. The nmbelesities are normalized to
their maximum.

eters with both PNN and cross-correlation. From now on, wiea@nsider the best
solution found for the single pixel and with the PNN methodresbest absolute one.

2.4.2 Results with cross correlation technique

We make an alternative comparison using the simple crogstation technique de-
scribed in Section 2.3.2. With this method we can comparsithalated and observed
light curves of both channels simultaneously without jogithem. In a given channel
each model light curve is time-shifted and cross-corrdlatih the observed one (ei-
ther the single pixel or the pixel row), and the cross-catreh value is computed. As
we did for PNN, we do this for each set of parameters. The basthms given by the
realization that provides the highest sum of cross-caioglavalues found for the two
channels and the same time lag. The best matching realisdtboeach set of param-
eters found with cross-correlation are shown in figure 2nlthé case of comparison
with observed light curves of single pixel and figure 2.14ha tase of comparison
with observed light curves of a set of neighboring pixels.

The best absolute matching (and the highest cross cooelatilue) are obtained
by the same set of parameters as that found with the PNN metleodn = 1.5,
T = 50, N = 1000, although with a different realisation (black lines in Fij15).
However, for the best realisations we obtain RMSD).20 in the case of comparison
with the light curves of single pixel and RMSE: 0.31 in the case of comparison
with the light curves of single pixel, which is higher thamtlobtained with the PNN
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Figure 2.13: As for Fig. 2.10, The comparison by Cross correlation teghei

method.

It is interesting to make considerations about the absohignsity values. We
first compare the ratio of the mean observed intensitiestividke of the best absolute
realisation (Figure 2.12a). We obt&ifsss /lo4)eps = 5.1 VS (I335/1o4)moea =~ 5.5. The
agreement is remarkable, the percent differencerfo) being less than the average
fluctuations of the 94\ light curve (~ 15%). The slightly higher emission observed
in the 335A channel might be simply due to some diffuse emission altedine of
sight. To report the model results to the observations we havwnake an assumption
about the cross section of the strands. We find that we neexta section of 0.56 and
0.52 pixels in the 94\ and 335A channels, respectively, to match the best model to
the observed light curves. In the assumption of 1000 equhlradependent strands,
this is equivalent to find that each strand has thickness @t km. This becomes a
lower limit if the strands are not entirely independent, ifethe same strand is heated
more times during our time lapse (see Section 2.2.1). Weldladgp keep in mind that
we have a logarithmic spacing in our sampling of the numbstrainds, and therefore
this value of the thickness should be taken with care.
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Figure 2.15: As for Fig.2.12, the best absolute match found by cross tadiwa technique.

2.5 Discussion

In this work we analyse the time evolution of the EUV emissiorthe core of an
active region, which shows evidence for a very hbt¥ 5 MK) plasma component
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(Reale et al. 2011). This hot component might be a signatitheooccurrence of
rapid but intense heating releases, which bring the plasmadh high temperature for
short times. In that active region we consider the light egrat the maximum time
resolution in three SDO/AIA channels picked up either inrgka pixel or in a row of
pixels where the emission evolves coherently.

We try to match the observed light curves with the emissiaivded from specific
loop modelling. The simultaneous presence of very hot pdaand steady emission
indicates that we might have storms of events with a broagerahenergy distribution.

In the light of this evidence, our choice has been to des¢héevolution in a sce-
nario of loops made by bundles of independent strands eatkd&or a time shorter
than the typical plasma cooling times (e.g., Guarrasi &Gl0). We assume that each
strand is tenuous and cool at the beginning and is heatecboiky, at a random time,
by a heat pulse of random intensity. It is then left free toagecThis is equivalent
to fewer strands heated repeatedly but not at high frequeecyafter time intervals
longer than the cooling and draining times (Warren et al0BQKlimchuk 2015, see
also Section 2.2.1).

Since we address the time evolution only, and no spatiatsgswe preferred to
consider the very efficient approach of 0D loop modellingt thescribes the evolution
of the average quantities of the coronal plasma containaddnp magnetic flux tube.
The output of the model is the evolution of the average dgasitl temperature, that we
use to derive the light curves in relevant channels to be emedpwith the observed
ones. An important issue is the choice of the free parametfs assume that all
strands have the same length, which is constrained fromlikereation. We observe
mostly straight bright structures in the core of the actegion deep in the disk, so we
assume semicircular strands that stand vertically fronstinface. The other important
parameters are the intensity of the heat pulses, theiridarand the number of strands.
In the framework of randomly occurring events, we assumettieheat pulses are
distributed as power laws. We assume two possible valudgeqgidwer law index, i.e.
a shallower ¢ = 1.5) and a steepern(= 2.5) one.

We then normalize the intensity and range of the distrilbusio to have an average
heating rate that is able to produce a loop plasma at 3 MK orageeaccording to the
loop scaling laws. We set two possible duration of the hekstgsiia short (50 s) and a
long (500 s) one. The number of strands changes logarithiifram a few (10), to
a relatively large number (1000). For each of the two pulsgiutions with different
« and of the two pulse durations, we generate a grid of 0D mo#elseach model we
derive the light curves in the AIA 94 and 335A channels. The next step has been
to choose a number of strands and to combine randomly thespmnding number of
light curves in a channel, according to one of the pulseitigions and for one pulse
duration. So we randomly pick up an intensity from the inigngistribution, and a
random start time of the pulse, uniformly distributed inragirange of 10000 s. For
each set of parameters we derive 10,000 different reaissti.e. random combina-
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2. Time Resolved Analysis and modeling an active region

tions of light curves in the 94 and 335A channels. Each couple of light curves has
been compared to the couple of the observed ones. The canpdias been made in-
dependently with two different methods, one based on adifictelligence, the other
on a simple cross-correlation. We do not address a perfeichnothe simulated and
observed light curves, that would require much larger sktealisations. We let the
methods find the best realisations for each set of the paeasaethen, we compare
these best cases and pick up the one that is able to reprodtieeng globally similar
to the observed ones, and in particular variations withlainaimplitude and timescales
and similar shapes of the local emission bumps or dips.

The parameter set of the realisation that best matchestapiualy and quantita-
tively the observed light curves is a shallow power law inftex= 1.5), a short pulse
duration (50 s) and relatively large number of strands (100Ris realisation has been
singled out with the PNN method, minimizes the deviatiomsrfrthe observational
data, is able to reproduce well many features of the obsdigletcurves, and delivers
a ratio of the intensities that is consistent with the obséianes. Realisations with the
same set of parameters best match the light curves both sirtgke pixel and of those
averaged over a row of a few pixels.

The distribution of events is able to describe the presehbeth many weak and
few strong events, that explain both the rather smooth kgintes and the presence
of a small amount of hot plasma at the same time. The relgtsmlall duration of
the heating release, of the order of 1 minute, is in agreemightrecent finding from
observations and modelling (Testa et al. 2013, Testa et04k)2 A relatively high
number of heated strands is preferred, and is able to repeodall the rather steady
emission. We find that the intensities from this combinatbparameters are compat-
ible with strands~ 10 km thick or more, to be compared with recent measurements
(~ 100 km) from high resolution observations (Brooks et al. 2013).

The simulated light curves that best match the observedshmsthat the emission
fluctuates more in the 94 channel, and it is smoother in the 385channel, which
is more sensitive to cooler plasma. However, we can see @ sae similarity in the
global trends.

Figure 2.16 shows the evolution of the plasma and heatingtgreperties for all
the modeled strands (In the case of best absolute match fogia pixel light curve
found by network). In the temperature plot, among the mudgtof lower temperature
events, we clearly distinguish a smaller number of everdashhng the temperature
above 10 MK for short times. They are consistent with the c&ie of a small and
filamented amount of very hot plasma in this region (Realé @04.1). It is interesting
to search for signatures of physical processes in the ligives. Figure 2.17 zooms
in a 1000 s time range of Fig. 2.16 and shows the temperatergs\the distribution
of heat pulses and the evolution of the average event hegdteg with a 50 s time
binning.
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Figure 2.16: Time evolution of (a) temperature, (b) density and (c) hedsgs of all the ran-
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Figure 2.17: Enlargement of Fig. 2.16 in a time range of 1000 s, showingef@perature, (b)
intensity of 94A, and 335A (see Fig. 2.12a), (c) the heat pulses and (d) the averadediea
of each pulse over bins of 50 s.

While we do not see any obvious correspondence betweergtiteclirves and the
first two quantities, we clearly see a correlation of the éheating rate with the trends
observed in the light curves. In particular, we see a traimeat bumps that anticipates
a train of emission bumps by 200 s in the 94A channel. This time lag is of the
same order as the delay between the temperature peak anthigsom peak for a
single strand shown in Fig. 2.4a,c (see also Section 2 @tirpately due to the more
gradual evolution of the density. We might therefore infeattstrong fluctuations in
the 94A channel probably mark a previous increment of heatingogf@s with a delay
of a few minutes. This signature is present also in theB8&annel, but is much less
significant.

Overall, the analysis presented here shows results thabasestent with previous
works. The short and infrequent heat pulses are largelyistems with the presence of
cooling plasma for most of the time, which was detected inddeiXRT observations
(Terzo et al. 2010) and in SDO/AIA observations (Viall & Klainuk 2012). In the
former work a good match with observations is obtained withnké Carlo simulations
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including most energetic random pulses at average timardistof 360 s from each
other. From Fig. 2.17 we can count a numberofB0 highest pulses (0.4 erg cth
s~!, with comparable peak temperature and duration with tho3eiizo et al. 2010) in
~ 1200 s, corresponding to an average time distance @50 s. This higher frequency
is not included in Terzo et al. (2010) and might be considtarthe core of an intense
active region. The model also involves the presence of vetyplasma as detected
in the same region analysed here in SDO/AIA observationsaléRet al. 2011). Our
analysis obtains additional information about the numébstribution and intensity of
the heating events and about the fine loop structuring, ancegout possible signature
of the heating directly detectable in the light curves.

This works improves also on the previous analysis with atéfintelligence meth-
ods (Tajfirouze & Safari 2012), because we use specificallyoa imodel as basic
model, because we address simultaneous match of the lighg<cin two different
channels, and because we cross-check with a different aisopamethod, namely
cross-correlation.

A further improvement on our analysis could be the attemphd¢tude also some
spatial information, i.e. the coherence of the signals exgame loop structures. This
requires using more detailed loop models that describedhined plasma with spatial
resolution. The nest chapter will be devoted to exploreitisise.

49



2. Time Resolved Analysis and modeling an active region

50



Chapter 3

Space Resolved Analysis of pixels
region

3.1 The question and the approach

In the previous Chapter, the analysis of observations ifEthg band has shown that
a storm of heat pulses in a coronal loop is able to explairdgteat flickering light
curves in single spatial elements (Tajfirouze et al. 2015pDAloop model (EBTEL
Klimchuk et al. 2008; Cargill et al. 2012) that computes agerloop quantities with
no spatial resolution was used with success to produce afsithulations of pulse-
heated strands with different heating rates and two basatidns, namely 50 s and
500 s, the latter comparable to plasma cooling times. Waeasda power-law energy
distribution of the pulses and three possible number ofpeddent strands, i.e. 10,
100 and 1000. In the assumption of active region loops mabaradles of strands, we
then combined the pulse-heated model strands with randengye®and random start
times of the heat pulses into 10000 realisations for eachfgpetrameters. An artificial
intelligence method allowed to find a realisation that begtaduces the observation in
two EUV channels. This realisation was labeled with a skafower law frequency
distribution (= 1.5) of the heat pulses, the short pulse duration (50 s)tlanthrgest
number of strands (1000).

Here we use the best realisation of the previous work (sefirouze et al. 2015)
which was able to reproduce properly the observed featdigesingle pixel in the EUV
band, as reference model to investigate a more detaileglisfated to the active region
coronal loops. We study how the temporal evolution of thession changes with the
spatial location along the loops. To do this, we need a modglspatial resolution so
we move from 0D to 1D loop modeling. We will freeze the modeigpaeters to those
of the previous work and explore the spatial dependencerdeted by this parameter
combination and possible diagnostics that we will compaurt&é observation.
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3. Space Resolved Analysis of pixels region

3.2 One Dimensional Loop Model

We use Palermo-Harvard code, One-dimensional time-deperdop model (Peres
et al. 1982; Betta et al. 2001), which considers the magfietit as static and solves
the hydrodynamic equations for a toroidal geometry withstant cross section along
one representative strand using an assumed heating rate.

The differential fluid equations of conservation of masspmatum and energy
are:

L)
at . os
b 000
M T T s MHY T 55\ s
L 00y 00T
dt+w85_EH nﬁP(T)jLM(&S) 8S(K88) (3.2)

p= (14 B)nksgT

¢ = =1+ B)nkgT + npBx

ot | W

w = 5(1 + B)nkpT +nBx

wheren is the hydrogen number densitythe plasma bulk speed;; the hydrogen
atom massy the local gravitational acceleration,the field line coordinates{ =
location of temperature minimum 4.5 x 10* ¢m, s, = location of temperature
maximum= 2 x 10° em). u the effective plasma viscosity,the fractional ionization
ne/ng (vViz., Brown 1973) s the boltzmann constan®,(7") the radiative loss function
(identical to that of Rosner et al. (1978) fbr> 2 x 10%, and forT” < 10* derived from
the Vernazza et al. (1981) atmosphere modetje plasma temperature the thermal
conduction coefficient (Spitzer 1963),the hydrogen ionization potential, arig}; is
assumed to be uniform in the corona (without any attempt ateiag its functional
dependence on plasma density and temperature ), and iedérom the (Vernazza
et al. 1981) models for the chromosphere.

The above equations are approximated with finite differeeqeations and are
solved on an adaptive grid, the number and the spatial sizehafh is modified at
each step of time integration to resolve properly the stespsition region especially
at the beginning of a flare. As shown in Betta et al. (1997), @dg@solution in the
transition region may also influence the solution in the naran fact, the evaluation
of the conductive flux and mass motions in the transitionaegilso determines the
quality of the results in the rest of the atmosphere. The atldess for including both
the spatial and temporal dependencies in the heating term.

The Palermo-Harvard code in particular, has been extdgsagplied to many
problems of coronal physics, including studies of loop #itgbanalysis of physical
processes influencing the thermal flare (Pallavicini et283} Peres & Reale 1993a,b;
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Reale & Peres 1995), diagnostics of the location of the gneaigase in solar flares
(Peres et al. 1987; Antonucci et al. 1987, 1993); the codalsasbeen used to model
a stellar flare observed by the Einstein satellite (Realé @088) allowing to infer the
characteristic length of the flaring structure, to studydkeay phase of solar (Serio
et al. 1991, Jakimiec et al. 1992; Sylwester et al. 1993) &siths flares (Reale et al.
1993), in order to devise diagnostics of flare conditiongfthe decay phase, and to
study microflares (Peres et al. 1993).

As we did in Chapter 2 with EBTEL model, we let a single stramolee under the
effect of a heat deposition uniformly distributed along #teand. The details of the
heat deposition are important in the initial phases of thteuion, but much less over
the longer time scales of our interest, when the plasma tjuiockes memory of the
previous evolution. The model computes the evolution ofiresity, temperature, and
velocity of the plasma along the single coordinate of th@ldthe initial cool and ten-
uous atmosphere is kept steady by a low constant heatingdk 10~* erg cm 35!
which supports a pressure 6018 dyn cm~2 and a temperature ¢f.62 MK in a
semicircular loop of half length 2.5 x 10% cm.

Top

1,
%
®

)

Foot-point

Figure 3.1: The scheme of an individual strand. Red, green and black stapectively point to the
top, middle and the footpoint of the loop.

The evolution of the loop plasma under the effect of a singlat lpulse is well
known from previous work (e.g. Cargill 1994; Cargill & Klirhak 2004; Bradshaw
& Cargill 2006; Reale & Orlando 2008; Guarrasi et al. 2010igufe 3.2 shows the
evolution of the density and temperature at three repraseatpositions (top, middle,
footpoint (see figure 3.1))of a single strand as the relased &tmosphere is perturbed
by a heat pulse with a triangular time evolution and a peanisity of, = 0.003 erg
cm~3 s~! and with a total duration of = 50 s.

As expected, the overall evolution is similar to that of tivegke strand shown in
Chapter 2 (see also., Tajfirouze et al. 2015). Again we sesep sémperature rise and
a slower decay, and a slower evolution of the density. Théu&wea is very similar
at all positions, except for a shift to higher temperature smlower density toward
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Figure 3.2: Evolution of (a) Density (b) Temperature (c) and Intensityoé A channel at 3 different
locations along a pulse-heated strand.
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the strand top, as expected from temperature and densdtjfisation. Figure 3.2
also shows periodic fluctuations in both quantities andlaiaditions. These are due
to pressure waves that travel back and forth along the straggkred by the highly
discontinuous heating. The maximum temperature at thestolpse to 2 MK, and the
density reaches arouridx 10® cm=3 close to the footpoints. As in previous Chapter,
we assume that each strand is heated only once by a singke \phtsse energy and
power are selected at random from a power-law distribution.

Using the outputs of 1D hydrodynamic model we can derive thession at any
time from single positions along the strand&s,t)*G[T'(s,t)] (see also appendix
A)where s, t are the spatial and temporal coordinates, respectively,the density,
T is the temperaturg;/(T') is the instrument sensitivity function to plasma emitting
at temperaturd’. In this work we consider the emission as observed in thé 94
and 3354 EUV channels of the Atmospheric Imaging Assembly (AlA) board the
Solar Dynamics Observatory (SDO). These channels are besitise to plasma at
~ 4 — 6 MK, and~ 3 MK respectively, in the core of an active region. Figure 3sda
shows the expected emission in thefdhannel, which has an intermediate evolution
between the temperature and the density. We see here |langedip fluctuations with
respect to those of temperature and density, but these ewtidistly washed out when
we will randomly combine the light curves of a bundle of stten

3.3 Analysis and Results

We generate the same grid of strand models for the shortidnta¢at pulses as we did
in Chapter 2, i.e. the same sampling of the energy range, anctbmbine them with
the same population, distribution and starting times astbst successful realisation
(recognized by PNN). As mentioned in Section 3.1, the endiglyibution is a power
law with indexa = 1.5, and we extract 1000 strand models, which we overlap with
exactly the same sequence as in Chapter 2 in the time rand#001s. Whereas in
Chapter 2 we summed the average loop emission of singledsttarobtain a single
light curve, here we sum the space-resolved emission almngttand, i.e. assuming
that all strands are parallel and start and end at exactlyaie locations on the solar
surface. The plasma distribution is rather smooth alongstirends and therefore no
significant changes are expected for small shifts of onaedti@the other.

Figure 3.3 shows the reconstruction of the realization ey PNN as the best
absolute match to the observed one in a single pixel by Palétanward code.

We have also attempted to produce the best absolute matahfroad 1000 heated
strands at different positions along the loop. Each pasitmnsists of a box of fibrils.
The dimension of each box was properly comparable to thasofgle pixel.

Figure 3.4 shows the light curves in the 84and 335A channels at 15 positions
along the loop. As in Chapter 2 the light curves in theloghannels are more variable
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3. Space Resolved Analysis of pixels region
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Figure 3.3: The best absolute match (see Fig. 2.12a) reconstructedesniaHarward code.

and show frequent peaks, because this channel is sensitiadter plasma, and there-
fore to the fast heat pulses. Some of the peaks are due todtios like those shown

in Fig. 3.2c. In the 335 channels we see smoother light curves. However, space
resolution allows us to notice that the light curves in thmsahannel are similar from
one location to the other along the loop, and show no obviou®lation to the light
curves in the other channel. In the 8hannel we also clearly see that the amplitude
of the fluctuations of the light curves increases moving ftbmbase to the top of the
loop. The opposite occurs in the 336channel: the fluctuations increase from the
top to the footpoints. This is not only a visual impressior; measured the standard
deviation from the average of each light curve and it growsargs in the 94 chan-

nel and downwards in the 33%5channel, thus showing the same trends quantitatively.
This means that we expect more flickering of the emissionggtuirthe top of the core
loops in the 94A channel, and to base in the 385hannel. We have investigated the
reason for this behaviour, which is not obvious because wéaking at the sum of a
multitude of contributions.

A hint can be found examining the brightest strands thatrdmrte to the emission
in the two channels. We have checked that thd@hannel is sensitive to the hottest
plasma at the top of the strands. The hottest strands ardhaise with the largest
emission measure, they are the fewest according to the gdawgand they stay very
hot for a small time. For these reasons the channel is exlyesaasitive to their vari-
ations, and in particular to plasma entering and exitinggitsperature response at the
top of the hottest strands. Since the temperature in eaahdsttecreases downwards
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Figure 3.4: Model light curves along the loop for the 934(Ieft) and 335A (right) channel. The
lightcurves from the bottom to the top of the plot are for lomas from closer to the footpoints to closer
to the loop top, and are shifted by a constant positive vaioim the bottom one (10 and 20 DN's
pixel~! for the 94A and 335A channel, respectively). Corresponding values of thedsteshdeviations
from the mean are reported on the right of each curve.

to the loop footpoints, the same strands lead to the samet effthe 3354 channel at
the loop footpoints. Fig 3.5 shows the histograms of thetamgistrand along the loop
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3. Space Resolved Analysis of pixels region

and confirms that the 94 one has a long tail to the high emission side at the top and
not elsewhere, the 335 one at the footpoint. These strands in the tail determiee th
larger fluctuations in the two channels.
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Figure 3.5: Histograms of the emitting strands vs emission intensity €' pix—!) in the 94A channel
(a) and 335 channel (b) at three different locations along the moddib@p, top (red), middle (green)
and footpoints (black). High emission tails are presertiatop in the 94 channel and at the footpoint
in the 335A channel.

As a feedback to the data, we have searched for a similar lmehavthe observa-
tions. We consider the same observation of AR11117 on 2016b®@c28 as in Reale
et al. (2011), and, in particular, the same sequence of 2d@28 co-aligned images
in the 94A and 335A channel, respectively, as in Previous Chapter, for a thtgdtion
of ~ 1 hour. The images are at full space resolution with an exgosne is 2.9 s in
both channels. The time distance between the images is bAdgcwith some gaps
up to~ 1 minute.

We have selected a row of neighbouring pixels among thossisavidence for
super-hot plasma in the core of the active region (Reale.2(dl1). Actually, we
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Figure 3.6: Observed light curves in neighbouring pixels in a row forf94left) and 335A (right)
channel. Bottom-up roughly proceeds from closer to the logppoints to closer to the loop top, i.e.
left to right in Fig. 3.7. The light curves are shifted by a stamt positive value from the bottom one (30
and 100 DN s! for the 94A and 335A channel, respectively). Corresponding values of thedsteoh

deviations are reported on the right of each curve.

have identified a few rows and columns of pixels where the €ionisshows a coherent
time behaviour, i.e. they probably intercept the same ldgmeds where the confined
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3. Space Resolved Analysis of pixels region

plasma evolves coherently. As a representative case wedeortee same row of
pixels as Chapter 2 (Fig 2.2). The row contains 9 pixels, the. projected length is
~ 3.8 x 10° cm, about 1/4 of our loop half length projected on the disks Hot very
important to localise exactly which section of the obserkep we are considering,
we only ascertain that the loop section taken by the row isralbne side of the loop
(left side) with respect to the apex, and does not contairidbp apex. Figure 3.6
shows the light curves in the gk and 335A channels (the third one from the bottom
is the single pixel one shown in figure 2.3).
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Figure 3.7: Core of the active region as observed in the&qa) and 335 (b) channels. Only the region
above a signal threshold (10 DN spixel~!) in the 94A channel is shown. The black segments mark
the row of pixels whose light curves are shown in Fig. 3.6. BMapstandard deviation (normalised
to the average) in the 94 (c) and 335A (d) channel. In the 338 channel the bright row around
[X,Y]=[40,60] is not a real feature, but it is a one-pixellepithat drifts rightwards after co-alignment.

One might then wonder how general these results are. Figs 8evoted to answer
this question. Together with the images of the core of theeotgion in the 94 and
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3.4 Discussion

335A channel, it shows respective maps of standard deviati@mormalised to the
average map for each channel). Thenaps are nicely complementary: the body of
many loops are better visible in the $4channel, the footpoints in the 335channel.
This confirms larger fluctuations at the footpoints in thedien” channel and at the
apex in the “hotter” channel in a significant part of the aztiggion core. The similar
emission distribution in the intensity maps of the two chelargFig. 3.7a,b) shows that
this effect is not caused by data statistics. As in the maglet turves, in each channel
the observed light curves are essentially synchronousmaitlr time resolution, with
very similar features and bumps that occur at the same tione éne pixel to the other.
However, already from a visual inspection, e.g. by comggiie top and bottom light
curves, we realise that the amplitude of the fluctuation®vobh well-defined trend:
they increase going from the bottom to the top in thef04hannel, and viceversa
in the 335A channel. These trends are confirmed quantitatively by @ing the
standard deviations of all light curves, which are shownhenrtght of each curve in
Fig. 3.6. These trends are the same as found from our mod&liadpave also checked
that in other randomly selected rows of pixels out of thevactegion core, the trends
are different: we do not find opposite trends in the two chine

3.4 Discussion

Our work shows that a model of finely-structured strandeg lv@th randomly dis-
tributed nanoflares with a power-law energy distributioadicts larger flickering of
pixels near the top of the loop in the 84channel, and near the footpoints in the 385
channel, at least in active region cores. The differenceéstd the different sensitivity
of the two channels to the temperature of the emitting plagmhigher temperature
in the former channel (at least in the core of active regionBgrefore, we expect that
this effect is not strictly linked to the specific channelt Boy bandpasses sensitive to
plasma at temperatures roughly above and below 4 MK shouwlg #ine same trends.
The prediction is largely confirmed in the observation of etive region core with ev-
idence for super-hot plasma found in Reale et al. (2011)¢hvisi a possible signature
of impulsive heating. The presence of fluctuations is istdrio the assumption of a
highly structured heating, which leads to a multi-thernrad aariable emission. The
correspondence between large fluctuations at the loopdoutpin the cooler channel
and at the loop top in the hotter channel is also a quan&atlidation of the temper-
ature and heating rates included in the model. Thereforgyéisult further supports
the model of multi-stranded pulse-heated coronal loop énattive region cores. In
the end, we have found an easy diagnostics of structurethgeathich might be use-
ful for extensive application to time sequences of fullkdiservations. Further work
IS necessary to investigate the origin and location of theuilsive heating wherever
present.
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Chapter 4

Conclusion

In the first part of this work a combination of field-aligneddngdynamic modeling
and observations from Solar Dynamics Observatory was wusgebvide additional ev-
idence that the solar corona is heated by impulsive naneflanethe second part we
introduced a flickering behavior of coronal loops as a newrmlstic of coronal heat-
ing. To do this we focused on an active region with evidenceeoy hot plasma. First
we made the light curves of single spatial elements of an EBtéator and compare
them to those obtained from a random combination of loop nsode

According to impulsive heating scenario in which the hedsgsiin the coronal
loops are released at constituent fundamental elementsise@ a OD loop model
which has no spatial resolution to study the temporal ei@iudf the magnetically
confined plasma. Once we modeled the evolution for such amreswived elemen-
tary fibril, we derived the emission in two EUV channels, nntee 942 and 333
channels imaged by the Atmospheric Imaging Assembly. la@é&work that a single
pixel contains tens to several hundreds of strands thahtgecepted along the line of
sight, we simulated the light curve of single pixels by sumgmver the intensities of
the involving strands. Each strand is characterised by @oranstart time of ignition
(from a uniform distribution) and a random energy pulser{fra power law frequency
distribution). A grid of strand models was created, so thatihcluded key parameters
(power law indexy, heat pulse duration, and the number of strand§) span reason-
ably all the loop conditions in the power law energy range. éach combination sets
of the key parameters we made a package of 10000 pairs otligies.

The simulated light curves were then compared to those arobd in the EUV
by Probabilistic Neural Network and separately by crossetation technique. The
realization that was found by PNN as the best absolute maasHateled by the same
parameters as was found by cross-correlation. The besluédsoatch was marked
with a shallow power-lawd{ = 1.5), a short duration of the heat pulses £ 50)
and large number of strands (N=1000). The shallow distidbus able to explain the
simultaneous presence of very hot plasma and steady emis$ite short duration
of the heat pulses{ 1 minute) agrees to previous analysis (Testa et al. 2013})201
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4. Conclusion

The largest number of strands is able to reproduce the patta&ving rather steady
emission.

In the second part of this work we examined the the spatiaéui@gnce of the
emission variability on the position along the loops. Afterezing the heating fea-
tures from the best match obtained in the first part, we rafdit the modeling using a
1D hydrodynamic loop model that could resolve the evolutibthe plasma in differ-
ent locations along each strand. Therefore, we obtainéd digrves in the two EUV
channels with regular spacing along the loop. We realisatl tthe model predicts
well-defined trends of brightness fluctuations as we mowvegadoloop made of pulse-
heated strands. In the channel sensitive to hotter plasafuttiuations decrease from
the top to the bottom of the loop. In the “cooler” channelytdecrease from the bot-
tom to the top. The measurable fluctuations are ultimatelged by the few largest
heat pulses, which determine peaks of emission at high texnpe at the loop top.
The same events propagate to the bottom as peaks at loweeraome. We checked
this prediction through the observation and found an egnéljuantitative agreement
at some positions in the active region core and a widespresgkpce of this effect
through complementary patterns of fluctuations througtioeitactive region: we see
larger fluctuations close to the loop tops in the 4mages and close to the loop
footpoints in the 334 channel.

This result provides a new tool that might be used in the &utardiagnose impul-
sive heating throughout the solar disk from EUV observatiddn the other hand, our
approach provides interesting constraints to more deltaile self-consistent magneto-
hydrodynamic loop models that address the interactionepthsma with the ambient
magnetic field and the conversion of magnetic energy intb. hea
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Appendix A

Emission measure

The coronal plasma is mostly optically thin. The emitteeirsity and the dected one
along the line of sight are respectively:

Iy = / n2P(T)dV (A.1)

Ipgc = / n?G(T)dV (A.2)

where n is the density, V is the emitting volume, G(T) is thstinmental response
function and P(T) is the plasma emissivity that depends ©nhiemical composition
(e.g., Rosner et al. 1978).

For an isothermal plasma the equation (A.1) will become:

Iy = P(T) / n2dV (A.3)

in which [ n?dV is the emission measure.
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