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## Preface

This manuscript summarizes my main research activity in this last triennium. It adheres to a common procedure of solving a scientistic problem. That is, introduction to the problem, selection of the mathematical and physical tools to model the problem, proposed solution, and experimental/numerical validation.

The main topics considered are the characterization and the modeling of the mechanical behavior of real materials, and the stochastic dynamics with special regards to the characterization of the stochastic processes. To address these two different kinds of problem an advanced mathematical tool is used. In particular, the differential calculus with non-integer operators offers several new mathematical tools that permit obtaining advanced results.

Therefore, two different topics are studied: mechanical modeling of materials, and stochastic characterization of random process. Both arguments are used in order to pursue one final aim. That is, the structural dynamics of real structures and structural elements built with advanced material. This is an important goal that regards many physical and engineering problems. Indeed, in several mechanical and engineering problems it is needed to perform the dynamic analysis of such structures that are increasingly complex, and made with advanced materials. For such structures the classical models and the common tools of the structural dynamics are unable to provide an accurate description of the real problem. Obviously, to perform this kind of dynamical analysis it is necessary to define properly the global model of the structure, to describe correctly the real mechanical behavior of the building materials, and to simulate the external forced processes that load the structures during their life.

The characterization of the mechanical behavior of real building materials is obtained with the aid of recent advanced models which involve fractional operators in the constitutive stress-strain relation. This kind of model
is known as fractional viscoelasticity. The choice of this kind of stress-strain model is due to the fact that the fractional viscoelasticity allows to obtain the best agreement with experimental observations for a plethora of materials. After such choice, it is necessary to define the global mechanical model of the structure. In this work both continuous and discretized models of structures with fractional viscoelastic constitutive law are considered.

To complete the dynamic analysis it is needed to represent the real external loads and the corresponding output in terms of displacements of the considered structures. In many cases of engineering interest the external loads are adequately modeled as random processes (earthquake excitation, wind velocity field, ocean-waves actions, impact loading, etc.). To perform this characterization, the classical tools of stochastic dynamics are developed by using fractional calculus. In particular, the fractional operators permit obtaining a new stochastic characterization of the inputs (external actions) and outputs (displacements) process.

## Declaration
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## Introduction

## Aims and reasons

The main purpose of this thesis is to provide a new way to correctly perform stochastic analysis of structures with viscoelastic constitutive law. The reason for this kind of problem relates the fact that structures with viscoelastic materials are built in many areas of mechanical, civil and aerospace engineering. To perform this kind of stochastic analysis there are two fundamental problems. That is, the mechanical description of the viscoelastic phenomenon, and the correct representation of the external loads. Both of these problems are addressed and solved by the proposed modeling that involves some advanced mathematical tools.

The reason to describe materials as viscoelastic is given by the fact that the elastic model, commonly used to describe the mechanical behavior in the classic approach of the mechanics of materials is an idealization of the real mechanical behavior. Indeed, many materials are not completely elastic but have a mechanical behavior intermediate between the purely elastic behavior, that is typical of the solids, and the purely viscous behavior, which is common in the fluids. This phenomenon is known as viscoelastic behavior and is typical of many different materials used in various engineering fields. Moreover, in recent years complex materials, increasingly used in engineering applications, have been obtained with the aid of sophisticated industrial processes aiming to enhance stiffness and strength of materials. For these latter materials the elastic models do not yield an adequate representation of the real mechanical behavior and the modeling through viscoelastic laws is always greater. Besides, the viscoelastic properties cannot be neglected when it is necessary to evaluate the long-term effects in the structures. For example, concrete and some kinds of rocks, that are commonly modeled as elastic-brittle materials, for long observation times they also show viscoelastic behavior. Viscoelas-
tic materials, commonly used in the engineering fields, are woods, pultruded elements, elastomers, fibre-reinforced-polymers, resins, bio-inspired materials, etc.. Other materials which have viscoelastic properties are some kinds of rocks, bitumens, bones, rubbers, biologic tissues, etc..

There are different ways to model the stress-strain relation of the viscoelastic material but the best results, compared to the experimental investigation are given by the use of fractional operators in the stress-strain relation.


After the choice of the correct way to model the stress-strain relation (the local model), to perform the dynamic analysis it is necessary to properly model the structure. In other words, it is needed to pass from the local stress-strain relation model to the global load-displacement model. In this manuscript two different global models are considered: the continuous model of the beam, and the discretized multi-degree-of-freedom system with lumped parameters. The first one represents the continuous viscoelastic structural elements (rods, beam, etc.); the second one is capable of describing the structures with viscoelastic devices which can be modeled as frames (building, space frame, etc.).

The last step of the dynamic analysis involves the modeling of the external loads. The choice to perform the dynamic analysis as stochastic is justified by the fact that the external loads acting on the structures are well modeled as random processes. For this reason some tools of the stochastic mechanics will be introduced and developed with the aid of the fractional calculus.

## Mathematical tools

In addition to the common tools of the mechanics (eigenvalue analysis, Monte Carlo simulation, step-by-step integration, etc.), an important tool, widely used in this manuscript, is the fractional calculus. It is no more than the
generalization of the ordinary differential and integral calculus to the noninteger derivatives and integrals. The theory of non-integer order derivation goes back to seventeenth century, when in 1695 Leibniz, in his letter, asked about the meaning of half derivative to L'Hôpital. With this event the study of derivatives and integrals with arbitrary order began, and this study has continued to the end of nineteenth century by Liouville, Grünwald, Letnikov e Riemann.

Despite the fact that fractional calculus has existed for more than two hundred years, in the engineering and physics fields its application has been relatively limited. Perhaps, the main reason of this limitation is due to the fact that this kind of operators have no obvious geometrical meaning. This implies that in some physical application there is no obvious mechanical interpretation of the analytical law which involves fractional operators. In the present work this powerful tools is used to describe the viscoelastic stress-strain relation of the real materials, and in stochastic mechanics to perform a new description of the random processes by the complex spectral moments.

## Fractional constitutive laws

Several scientists have been experimentally demonstrated that the best way to describe the viscoelastic behavior of real materials is by fractional operators in the stress-strain relation. After an accurate study of the existent results, and with the aid of some experimental investigations performed at the laboratory of the Department of Civil, Environmental, Aerospace and Materials Engineering of University of Palermo, it is possible to assert that the elastic model and the classic models of viscoelasticity are unable to fully describe the viscoelastic phenomenon. For this reason it is needed to introduce an advanced model which involves the fractional differential operators in the stress-strain relation $\sigma(t)-\varepsilon(t)$.

The fractional constitutive law also contains the the perfect elastic model and the purely Newtonian one. Indeed the fractional law contains these two behavior as bounded cases. This kind of model is able to give a good agreement with the experimental observations, and excellent results can be obtained by the best-fitting of experimental test with the aid of few parameters.

## Continuous and discrete models

After the choice of the local stress-strain relation, the dynamic analysis of real structures is driven by introducing a proper global model which must be able to describe the behavior in terms of displacements and loads $u(t)-q(t)$.

Two kinds of global models are considered, the continuous systems and the discretized one with lumped parameters. In both cases, the choice of fractional operators in the local stress-strain relation leads to have fractional differential equations in the global displacement-load relations when the dynamic analysis is performed. This kind of differential equations are more difficult to solve respect to the integer-orders one. For this reason new methods to solve this kind of equations are developed and provided in this manuscript.


As continuous system, the Euler-Bernoulli beam with fractional dampers is considered; while, as discretized case, the case of shear-type multi-degreeof freedom system with fractional viscoelastic elements is discussed.

The dynamic analysis of a continuous Euler-Bernoulli beam with fractional dampers leads to a partial fractional differential equation in term of
the displacements $u(z, t)$, and the external loads $q(z, t)$ as

$$
\begin{equation*}
\rho \frac{\partial^{2}}{\partial t^{2}} u(z, t)+C(\beta) J \frac{\partial^{4} \partial^{\beta}}{\partial z^{4} \partial t^{\beta}} u(z, t)+E J \frac{\partial^{4}}{\partial z^{4}} u(z, t)=q(z, t) \tag{1}
\end{equation*}
$$

where $u(z, t)$ denotes the displacements function in the time $t$ along the beam axis $z, J$ is the moment of inertia of the cross section, $\rho$ is the mass density, $C(\beta)$ and $\beta$ are characteristic coefficients of the fractional stress-strain relation, and $E$ is the Young's modulus. This problem is solved by the proposed eigenanalysis with the aid of the eigenfunction of the classic elastic Euler-Bernoulli beam and the solution of a set of uncoupled fractional differential equations in the modal space. The analysis is conducted considering both stochastic and deterministic loads. Structural elements that can be modeled as continuous Euler-Bernoulli beams with viscoelastic dampers are the pultruded elements, which are composed by fibers with elastic-brittle behavior into a matrix with pronounced viscoelastic behavior.

The discretized multi-degree-of-freedom system with lumped parameters with fractional viscoelastic elements leads to a set of coupled fractional differential equations that rule the motion of the model as

$$
\begin{equation*}
\mathbf{M} \boldsymbol{x}(t)+\sum_{j=1}^{n} \mathbf{C}_{j}\left(\mathbf{D}^{j \beta} \boldsymbol{x}\right)(t)+\mathbf{K} \boldsymbol{x}=\mathbf{f}(t) \tag{2}
\end{equation*}
$$

where $\mathbf{M}$ and $\mathbf{K}$ are the matrix of mass and stiffness, respectively, $\mathbf{C}_{j}$ are the matrices that contain the parameters of the fractional viscoelastic elements, $j \beta$ are the fractional orders involved, $x(t)$ represents the vector of nodal displacements, and $\mathbf{f}(t)$ is the vector of the forced loads. In the general case such coupled system cannot be decoupled by the classical methods. For this reason, a novel method based on complex eigenanalysis in the expanded state variables domain.

## Stochastic characterization of the response

The external loads in the structures are often well modeled as stochastic processes. In this manner the response in terms of function (in the continuous model) or vector (in the discretized models) displacements is stochastic as well. In order to characterize the response from a stochastic point of view the fractional calculus provides some important tools that are also discussed in
this thesis, with particular emphasis on the characterization of the structures with fractional viscoelastic constitutive law forced by Gaussian white noise.

In particular, with the aid of the complex spectral moments, that are related to the fractional integrals of the power-spectral density function, it is possible to obtain a complete characterization of the stochastic processes. This method is used in conjunction with other results to provide a new description of the stochastic response of the fractional multi-degree-of-freedom system under Gaussian white noise.

## Organization of the thesis

This thesis comprises six Chapters. The first two Chapter contain some concepts about the advanced mathematical tools used. In particular, Chapter 1 is devoted to the introduction of some special functions needed to understand the basic concept about the mathematical tools used in fractional calculus. This Chapter also contains the property of the integral transforms.

Chapter 2 introduces the fractional calculus. The fractional derivatives and integrals and their properties are discussed extensively. Particular attention is devoted to this kind of differential calculus since it represents the main used tool in the following Chapters.

Chapter 3 recalls the concepts inherent in the linear stress-strain relations of the viscoelasticity. In particular, the different ways to model this kind of phenomenon, the classic models (Kelvin-Voigt, Maxwell, SLS, etc.), the integral representation of the viscoelasticity and the fractional stress-strain relation are discussed. The capabilities of the fractional model are also shown.

Chapter 4 presents the mechanical interpretation of the fractional stressstrain relation. In particular, with the aid of the recent developments in the fractional viscoelasticity, this Chapter demonstrates that the analytical law which involves fractional operators in the stress-strain constitutive law has a mechanical counterpart. This is an important aspect from an engineering point of view, since it shows that the fractional operators in the mechanical law are more than simple mathematical tools because they also have the corresponding physical meanings.

Chapter 5 discusses the dynamic analysis of real structures with fractional viscoelastic constitutive law. In particular, it deals with two different cases: the continuous structural elements, and the discrete system. In the first part the dynamic analysis of continuous fractional viscoelastic beam is considered.

Whereas, the second part is devoted to the analysis of multi-degree of freedom systems with lumped parameters endowed with fractional viscoelastic devices. For the latter case a new state variable transformation is proposed to simplify the solution. In both cases the forced loads are modeled as stochastic processes and the corresponding responses of the systems (continuous and discrete) are obtained by the step-by-step integration and the Monte Carlo simulation.

In the Chapter 6 a stochastic representation of the random processes by the complex spectral moments is presented. This method is used in conjunction with the expanded state variable analysis, introduced in the previous Chapters, to provide a new representation of the stochastic response of the multi-degree-of-freedom system endowed with fractional viscoelastic devices.

## Notation

In order to make easier the reading of this manuscript, it is showed below the mainly used symbols and acronyms (in order of appearance).

| $f(t)$ | function of the real variable $t$ |
| :--- | :--- |
| $\left(\mathrm{D}_{a^{+}}^{\alpha} \cdot\right)(t)$ | Grünwald-Letnikov fractional differintegral of order $\alpha$ |
| $\left(D_{a^{+}}^{\alpha} \cdot\right)(t)$ | Riemann-Liouville fractional derivative of order $\alpha$ |
| $\left(\mathrm{I}_{a^{+}}^{\alpha} \cdot\right)(t)$ | Riemann-Liouville fractional integral of order $\alpha$ |
| $\left({ }_{C} D_{a^{+}}^{\alpha} \cdot\right)(t)$ | Caputo's fractional derivative of order $\alpha$ |
| $\left(\mathbf{I}^{\alpha} \cdot\right)(t)$ | Riesz fractional integral of order $\alpha$ |
| $\left(\mathbf{H}^{\alpha} \cdot\right)(t)$ | complementary Riesz fractional integral of order $\alpha$ |
| $\alpha$ or $\beta$ | real differintegration order |
| $\gamma$ | complex integral order |
| $a$ | lower bound of the fractional operator |
| $t$ | time variable and /or upper bound |
| $z$ or $s$ | complex variable |
| $j$ or $i$ | imaginary unit $j=i=\sqrt{-1}$ |
| $\mathbb{N}$ | set of the natural numbers |
| $\mathbb{Q}$ | set of the rational numbers |


| $\mathbb{R}$ | set of the real numbers |
| :---: | :---: |
| C | set of complex numbers |
| * | convolution product |
| $\mathcal{L}\left\} \mathcal{L}^{-1}\{ \}\right.$ | Laplace transform operator and its inverse |
| $\mathcal{F}\left\} \quad \mathcal{F}^{-1}\{ \}\right.$ | Fourier transform operator and its inverse |
| $\mathcal{M}\left\} \mathcal{M}^{-1}\{ \}\right.$ | Mellin transform operator and its inverse |
| $\mathrm{F}_{\mathcal{L}}(\mathrm{s})$ | Laplace transform of $f(t)$ |
| $\mathrm{F}_{\mathcal{F}}(\omega)$ | Fourier transform of $f(t)$ |
| $\mathrm{F}_{\mathcal{M}}(s)$ | Mellin transform of $f(t)$ |
| $\Re()$ | real part of complex number |
| $\Im()$ | imaginary part of complex number |
| $\Gamma(z)$ | Euler gamma function |
| $\mathrm{E}_{\alpha, \beta}(z)$ | Mittag-Leffler function |
| $W(z, \alpha, \beta)$ | Wright function |
| $J_{v}(z)$ and $Y_{v}(z)$ | first and second kind Bessel functions |
| $I_{v}(z)$ and $K_{v}(z)$ | first and second kind modified Bessel functions |
| $\delta(t)$ | generalized Dirac delta function |
| $U(t)$ | Unit step function |
| $\operatorname{rect}(t)$ | rectangular function |
| $\sigma(t)$ | stress history |
| $\varepsilon(t)$ and $\gamma(t)$ | axial and shear strain history |
| $\Phi(t)$ | relaxation function |
| $\Psi(t)$ | creep function |


| $G(t)$ | shear relaxation function |
| :---: | :---: |
| $J(t)$ | shear creep function |
| T | Cauchy stress tensor |
| $\varepsilon$ | deformation tensor |
| $J^{\sigma}$ | linear invariant of $\mathbf{T}$ |
| $J^{\varepsilon}$ | linear invariant of $\varepsilon$ |
| $\mathrm{T}^{d}$ | deviatoric part of the stress tensor |
| $\varepsilon^{d}$ | deviatoric part of the deformation tensor |
| E | Young's modulus |
| G | shear modulus |
| $v$ | Poisson's ratio |
| K | bulk modulus |
| EV | elasto-viscous |
| VE | visco-elastic |
| $\mathrm{H}(\omega)$ | transfer function |
| I | identity matrix |
| M | mass matrix |
| C | damping matrix |
| $\mathrm{C}_{\beta}$ | matrix of the coefficients of fractional terms with order $\beta$ |
| K | stiffness matrix |
| $x(t)$ | vector of displacements $x_{j}(t)$ |
| FSDOF | fractional single-degree-of-freedom |
| FMDOF | fractional multi-degree-of-freedom |


| $\mathbf{H}(\omega)$ | transfer matrix |
| :---: | :---: |
| $\mathbf{z}(t)$ | vector of state variables $z_{j}(t)$ |
| $\boldsymbol{\Phi}$ | matrix of eigenvectors |
| $\boldsymbol{\phi}_{j}$ | $j^{\text {th }}$ eigenvector |
| $\lambda$ | eigenvalue |
| $\Psi$ | matrix of complex eigenvectors |
| $\psi_{j}$ | $j^{\text {th }}$ complex eigenvector |
| $\mathrm{g}(t)$ | Green function |
| E[•] | expectation operator |
| $W(t)$ | Gaussian white noise process |
| $w_{k}(t)$ | $k^{\text {th }}$ realization of the Gaussian white noise |
| $S_{0}$ | power spectral density of the Gaussian white noise $W(t)$ |
| $X(t)$ | stochastic process |
| $x_{k}(t)$ | $k^{\text {th }}$ realization of the stochastic process $X(t)$ |
| $\sigma_{X}^{2}$ | stationary variance of the stochastic process $X(t)$ |
| $R_{X}(\tau)$ | correlation function of the process $X(t)$ |
| CF | correlation function |
| $S_{X}(\omega)$ | power spectral density of the process $X(t)$ |
| PSD | power spectral density |
| $R_{X Y}(\tau)$ | cross-correlation function of the processes $X(t)$ and $Y(t)$ |
| CCF | cross-correlation function |
| $S_{X Y}(\omega)$ | cross-power spectral density of the process $X(t)$ and $Y(t)$ |
| CPSD | cross-power spectral density |

$\mathrm{M}_{X}(\gamma-1) \quad$ complex moment of order $\gamma-1$ of the process $X(t)$
CFM complex fractional moment
$\Lambda_{X}(-\gamma) \quad$ spectral complex moment of order $-\gamma$ of the process $X(t)$
CSM complex spectral moment

## Chapter 1

## Special functions and integral transforms

This Chapter introduces some special functions, the knowledge of which is necessary to fully understand the fractional calculus and the topics reported in what follows.

Further, other concepts about the integral transforms of Laplace, Fourier and Mellin are discussed. In particular, some properties of the mathematical transforms for the ordinary differential calculus are introduced. The knowledge of those properties will expedite the application of the transforms to the fractional differential calculus, that will be discussed in the next Chapter.

### 1.1 Special functions

Knowledge of some special functions is indispensable to understand fractional calculus. This section reports briefly these special functions and its properties. In particular, the special functions discussed are the Euler gamma function, the Mittag-Leffler, and the Wright functions. Other insights about this argument can be found in [20,53-55, 64, 77, 83, 91, 99].

### 1.1.1 Euler gamma function

One of the fundamental special functions of fractional calculus is the Euler gamma function $\Gamma(z)$. This function generalizes the concept of factorial $n$ ! for non-integer and/or complex value of $n$. Indeed, this function was obtained
from an interpolation problem placed in a letter from Christian Goldbach (16901764) to the young Leonhard Euler (1707-1783): find a simple formula to evaluate the factorials also for non-integer number.

The gamma function, in the positive half-plane of $z$, is defined by integral

$$
\begin{equation*}
\Gamma(z):=\int_{0}^{\infty} e^{-t} t^{z-1} d t \tag{1.1}
\end{equation*}
$$

the integral converges in the right side of the complex plane (that is with $\Re(z)>0)$; indeed, if $z=x+j y$

$$
\begin{align*}
\Gamma(x+j y) & =\int_{0}^{\infty} e^{-t} t^{x-1+j y} d t=\int_{0}^{\infty} e^{-t} t^{x-1} e^{j y \log (t)} d t \\
& =\int_{0}^{\infty} e^{-t} t^{x-1}\{\cos [y \log (t)]+j \sin [y \log (t)]\} d t \tag{1.2}
\end{align*}
$$

the expression in the square brackets is bounded $\forall t$; convergence at infinity is given by $e^{-t}$, and if $x=\Re(z)>1$ also the convergence at the origin is provided. The gamma function is a meromorphic function, it has simple poles


Figure 1.1: Absolute value of the Euler gamma function on the Gauss plane $(|\Gamma(z)|$ for $z \in \mathbb{C}$ ).
for $x=-n$ (with $n=1,2,3, \ldots$ ) and it is continuous and positive for real and positive values of $z$ (that is for $\Re(z)>0$ ). Figure 1.1 shows the absolute value
of gamma function on the Gauss plane $(|\Gamma(z)|$ for $z \in \mathbb{C})$, it can be seen the presence of isolated singularities for $x=-n$.

Another representation of the Euler gamma function has been provided by Gauss, in the form

$$
\begin{equation*}
\Gamma(z):=\lim _{n \rightarrow \infty} \frac{n!n^{z}}{z(z+1) \ldots(z+n)} \tag{1.3}
\end{equation*}
$$

From the integral formulation of gamma function in Eq. (1.1) some common integral forms can be readily obtained. The most known one is

$$
\begin{equation*}
\sqrt{\pi}=\Gamma\left(\frac{1}{2}\right)=\int_{0}^{\infty} t^{-\frac{1}{2}} e^{-t} d t \tag{1.4}
\end{equation*}
$$

The Table 1.1 shows some common values of the Euler gamma function.

| $\Gamma\left(-\frac{3}{2}\right)=\frac{4}{3} \sqrt{\pi}$ | $\Gamma(1)=1$ |
| :---: | :---: |
| $\Gamma(-1)= \pm \infty$ | $\Gamma\left(\frac{3}{2}\right)=\frac{1}{2} \sqrt{\pi}$ |
| $\Gamma\left(-\frac{1}{2}\right)=-2 \sqrt{\pi}$ | $\Gamma(2)=1$ |
| $\Gamma(0)= \pm \infty$ | $\Gamma\left(\frac{5}{2}\right)=\frac{3}{4} \sqrt{\pi}$ |
| $\Gamma\left(\frac{1}{2}\right)=\sqrt{\pi}$ | $\Gamma(3)=2$ |

Table 1.1: Common values of $\Gamma(x)$ for $-\frac{3}{2} \leq x \leq 2$

## Properties of gamma function

A fundamental property of the gamma function is that

$$
\begin{equation*}
\Gamma(z+1)=z \Gamma(z) \tag{1.5}
\end{equation*}
$$

which can be demonstrated by integration by parts. Specifically

$$
\begin{equation*}
\Gamma(z+1)=\int_{0}^{\infty} e^{-t} t^{z} d t=\left[-e^{-t} t^{z}\right]_{t=0}^{t=\infty}+z \int_{0}^{\infty} e^{-t} t^{z-1} d t=z \Gamma(z) \tag{1.6}
\end{equation*}
$$

and by taking into account of Eq. (1.5), and by knowing that $\Gamma(1)=1$,

$$
\begin{aligned}
\Gamma(2) & =1 \Gamma(1)=1=1! \\
\Gamma(3) & =2 \Gamma(2)=2 \cdot 1!=2! \\
\Gamma(4) & =3 \Gamma(3)=3 \cdot 2!=3! \\
\cdots & \cdots \cdots \cdots \cdots \\
\Gamma(n+1) & =n \Gamma(n)=n \cdot(n-1)!=n!
\end{aligned}
$$

that property can be readily seen in Figure 1.2(a). Indeed, it shows the graph


Figure 1.2: Euler gamma function and its inverse for $x \in \mathbb{R}$.
of the function $\Gamma(x)$ for $x \in \mathbb{R}$; the red dots have as abscissa $x=n$ (with $n \in \mathbb{N}$ ) and as ordinate $\Gamma(n)=(n-1)$ !.

In the next Chapter, in the definitions of fractional operator, there will be the inverse gamma function, that is $\Gamma(x)^{-1}$. The graph of this function for $x \in \mathbb{R}$ is shown in Figure 1.2(b). It can be seen that the trend of the inverse gamma function is oscillating for negative values of $x$ and it tends to zero for $x \rightarrow \infty$.

Moreover, observe that the function $\Gamma(z)$ does not have zero finite values, then its inverse is an integer function.

A particular property of the gamma function is given by the relation

$$
\begin{equation*}
\Gamma(z) \Gamma(1-z)=\frac{\pi}{\sin \pi z} \tag{1.8}
\end{equation*}
$$

this Eq. (1.8) is known as Euler's reflection formula.
Moreover, the following relation holds:

$$
\begin{equation*}
\Gamma(z) \Gamma\left(z+\frac{1}{2}\right)=2^{1-2 z} \sqrt{\pi} \cdot \Gamma(2 z) ; \quad 2 z \neq 0,-1,-2, \ldots \tag{1.9}
\end{equation*}
$$

that is known as duplication formula. This formula is a special case of the multiplication theorem

$$
\begin{equation*}
\Gamma(z) \Gamma\left(z+\frac{1}{m}\right) \Gamma\left(z+\frac{2}{m}\right) \ldots \Gamma\left(z+\frac{m-1}{m}\right)=(2 \pi)^{\frac{m-1}{2}} m^{\left(\frac{1}{2}-m z\right)} \Gamma(m z) \tag{1.10}
\end{equation*}
$$

The derivative of gamma function can be expressed by the product of itself and other functions. Indeed,

$$
\Gamma^{\prime}(z)=\Gamma(z) \cdot \psi_{0}(z)
$$

where $\psi_{0}$ is the polygamma function of order 0 . In particular,

$$
\Gamma^{\prime}(1)=-\gamma
$$

where $\gamma$ is the Euler-Mascheroni constant $(\gamma=0,57721566)$.

### 1.1.2 Mittag-Leffler function

The swedish mathematician Magnus Gustaf (Götta) Mittag-Leffler introduced in the 1903 the special function $\mathrm{E}_{\alpha}(z)$. That function is defined by the power series

$$
\begin{equation*}
\mathrm{E}_{\alpha}(z):=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(\alpha k+1)} \tag{1.11}
\end{equation*}
$$

Eq. (1.11) represents the Mittag-Leffler (M-L) function in one-parameter ( $\alpha$ ) form. Another definition, that plays an important role in the fractional calculus, is the two-parameters M-L function, defined by:

$$
\begin{equation*}
\mathrm{E}_{\alpha, \beta}(z):=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(\alpha k+\beta)} ; \quad(\alpha>0, \quad \beta>0) \tag{1.12}
\end{equation*}
$$

From the definition in Eq. (1.12), some particular cases can be readily obtained. Specifically,

$$
\begin{gather*}
\mathrm{E}_{1,1}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(k+1)}=\sum_{k=0}^{\infty} \frac{z^{k}}{k!}=e^{z}  \tag{1.13}\\
\mathrm{E}_{1,2}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(k+2)}=\sum_{k=0}^{\infty} \frac{z^{k}}{(k+1)!}=\frac{1}{z} \sum_{k=0}^{\infty} \frac{z^{k+1}}{(k+1)!}=\frac{e^{z}-1}{z} \tag{1.14}
\end{gather*}
$$

and

$$
\begin{equation*}
\mathrm{E}_{1,3}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(k+3)}=\sum_{k=0}^{\infty} \frac{z^{k}}{(k+2)!}=\frac{1}{z^{2}} \sum_{k=0}^{\infty} \frac{z^{k+2}}{(k+2)!}=\frac{e^{z}-1-z}{z^{2}} \tag{1.15}
\end{equation*}
$$

For $\alpha=1$ and generic value of $\beta, \mathrm{M}-\mathrm{L}$ becomes:

$$
\begin{equation*}
\mathrm{E}_{1, m}(z)=\frac{1}{z^{m-1}}\left\{e^{z} \sum_{k=0}^{m-2} \frac{z^{k}}{k!}\right\} \tag{1.16}
\end{equation*}
$$

It can be seen that if the parameter $\beta=1$, the two-parameters $\mathrm{M}-\mathrm{L}$ function becomes the one-parameter one. Indeed,

$$
\begin{equation*}
\mathrm{E}_{\alpha, 1}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(\alpha k+1)} \equiv \mathrm{E}_{\alpha}(z) \tag{1.17}
\end{equation*}
$$

As shown in Eqs. (1.13)-(1.15) the M-L function is related to some particular functions for certain values of the parameters $\alpha$ and $\beta$. Also the hypergeometric sine and cosine are particular cases of the M-L function:

$$
\begin{gather*}
\mathrm{E}_{2,1}\left(z^{2}\right)=\sum_{k=0}^{\infty} \frac{z^{2 k}}{\Gamma(2 k+1)}=\sum_{k=0}^{\infty} \frac{z^{2 k}}{(2 k)!}=\cosh (z)  \tag{1.18}\\
\mathrm{E}_{2,2}\left(z^{2}\right)=\sum_{k=0}^{\infty} \frac{z^{2 k}}{\Gamma(2 k+2)}=\frac{1}{z} \sum_{k=0}^{\infty} \frac{z^{2 k+1}}{(2 k+1)!}=\frac{\sinh (z)}{z} . \tag{1.19}
\end{gather*}
$$

Another particular case can be obtained by setting $\alpha=\frac{1}{2}$ and $\beta=1$ :

$$
\begin{equation*}
\mathrm{E}_{\frac{1}{2}, 1}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma\left(\frac{k}{2}+1\right)}=e^{z^{2}} \operatorname{erfc}(-z) \tag{1.20}
\end{equation*}
$$

where $\operatorname{erfc}(-z)$ represents the complementary error function, that is defined as

$$
\begin{equation*}
\operatorname{erfc}(z)=\frac{2}{\sqrt{\pi}} \int_{z}^{\infty} e^{-t^{2}} d t \tag{1.21}
\end{equation*}
$$

Other properties and applications of M-L function can be found in [6, 55, 64, 74, 91, 99].

### 1.1.3 Wright function

Useful function to solve the linear fractional differential equation is the Wright function $[6,53]$. It is closely related to the two-parameters M-L and is defined as

$$
\begin{equation*}
W(z ; \alpha, \beta):=\sum_{k=0}^{\infty} \frac{z^{k}}{k!\Gamma(\alpha k+\beta)} \tag{1.22}
\end{equation*}
$$

for $\alpha=0$ and $\beta=1$, the Wright function becomes:

$$
\begin{equation*}
W(z ; 0,1)=\sum_{k=0}^{\infty} \frac{z^{k}}{k!\Gamma(1)}=\sum_{k=0}^{\infty} \frac{z^{k}}{k!}=e^{z} \tag{1.23}
\end{equation*}
$$

If $\beta=1-\alpha$ the Wright function becomes the Mainardi's function [6, 74]. It is denoted by $M(z ; \alpha)$, and defined as

$$
\begin{equation*}
W(-z ;-\alpha, 1-\alpha)=M(z ; \alpha):=\sum_{k=0}^{\infty} \frac{(-1)^{k} z^{k}}{k!\Gamma[-\alpha(k+1)+1]} \tag{1.24}
\end{equation*}
$$

### 1.2 Bessel functions

This section briefly introduces the Bessel functions. The concepts reviewed in this part are needed to understand the some developments in the ensuing Chapters. Other details about this special functions can be found in [29, 56, 88, 96].

### 1.2.1 Functions of the first and the second kind

The first two kinds of Bessel functions are defined as canonical solutions of the Bessel equation. That is,

$$
\begin{equation*}
z^{2} \frac{d^{2} y_{v}(z)}{d z^{2}}+z \frac{d y_{v}(z)}{d z}+\left(z^{2}-v^{2}\right) y_{v}(z)=0 \tag{1.25}
\end{equation*}
$$

It can be noted that the Eq. (1.25) represents an ordinary differential equation of second order, for which two linear independent solutions must exist at least. Other solutions in a finite domain can be represented by linear combination of the two linear independent solutions. A possible solution of Bessel equation is

$$
\begin{equation*}
J_{v}(z)=z^{v} \sum_{k=0}^{\infty} c_{k} z^{k} \tag{1.26}
\end{equation*}
$$

Using the Eq. (1.26) in Eq. (1.25) and placing $v \geqslant 0$ yields

$$
\begin{equation*}
J_{v}(z):=\left(\frac{z}{2}\right)^{v} \sum_{n=0}^{\infty} \frac{(-1)^{n}\left(\frac{z}{2}\right)^{2 n}}{n!\Gamma(n+v+1)} \tag{1.27}
\end{equation*}
$$

The Eq. (1.27), first solution of Eq. (1.25), is known as Bessel function of first kind. The Figure 1.3 shows this kind of function for some values of $v$.


Figure 1.3: Bessel function of first kind for $v=0,1,2,3$.

For non-integer values of $v$ the function $J_{-v}(z)$ becomes the second solution of the Eq. (1.25). This second solution is linear independent by $J_{v}(z)$, it is denoted by $Y_{v}(z)$ and it can be expressed by linear combination of $J_{v}(z)$ and $J_{-v}(z)$. Specifically,

$$
\begin{equation*}
Y_{v}(z):=\frac{J_{v}(z) \cos (\pi v)-J_{-v}(z)}{\sin (\pi v)} \tag{1.28}
\end{equation*}
$$

this equation is known as Bessel function of second kind or Neumann function.


Figure 1.4: Bessel function of second kind for $v=0,1,2,3$.

Figure 1.4 shows the second solution of the Bessel function for certain values of $v$. Comparing the two graphs it can be seen that the functions $J_{v}(z)$ have finite values at the origin (for $z=0$ ), while the functions $Y_{v}(z)$ have singularities at $z=0$.

Observe that for the particular case in which $v=1 / 2$, the linear independent solutions of the Bessel equations becomes

$$
\begin{equation*}
J_{\frac{1}{2}}(z)=\frac{\cos (z)}{\sqrt{z}}, \quad Y_{\frac{1}{2}}(z)=\frac{\sin (z)}{\sqrt{z}} \tag{1.29}
\end{equation*}
$$

This implies that at least some solutions of the Bessel equation may have oscillating trends, suggesting a similarity between the Bessel functions and the trigonometric functions.

### 1.2.2 Modified Bessel functions

The adjective "modified" denotes the Bessel functions with imaginary argument. Their equation is obtained by replacing $z$ with $j z$ in the Eq. (1.25). That is,

$$
\begin{equation*}
z^{2} \frac{d^{2} w_{v}(z)}{d z^{2}}+z \frac{d w_{v}(z)}{d z}+\left(z^{2}-v^{2}\right) w_{v}(z)=0 \tag{1.30}
\end{equation*}
$$

The first solution of the Eq. (1.30) is

$$
\begin{equation*}
I_{v}(z):=e^{-j \frac{\pi}{2} v} J_{v}\left(z e^{j \frac{\pi}{2}}\right)=\sum_{k=0}^{\infty} \frac{\left(\frac{z}{2}\right)^{v+2 k}}{k!\Gamma(k+v+1)} \tag{1.31}
\end{equation*}
$$

this solution is known as the modified Bessel function of the first kind. Similarly to the previous Bessel function, if $v$ is non-integer, then $I_{-v}(z)$ is linear independent of $I_{v}(z)$. The linear combination of $I_{v}(z)$ and $I_{-v}(z)$ permits to obtain the second solution of Eq. (1.30), that is denoted by $K_{v}(z)$ and defined as

$$
\begin{equation*}
K_{v}(z):=\frac{\pi\left[I_{-v}(z)-I_{v}(z)\right]}{2 \sin (\pi v)} \tag{1.32}
\end{equation*}
$$

the Eq. (1.32) is called modified Bessel function of second kind or rather Basset function. If the first and second kind Bessel function were related to the sine and cosine function, the modified Bessel function are similar to the hypergeometric function $\cosh (z)$ and $\sinh (z)$.


Figure 1.5: Modified Bessel functions for $v=0,1,2,3$.
Figure 1.5 shows the modified Bessel function for $v=0,1,2,3$. Observe that for real and positive values of $z$ the functions $I_{v}(z)$ and $K_{v}(z)$ are real function, but their trends are not oscillating. In particular, $I_{v}(z)$ is a monotonically increased function, that becomes zero for $z=0$ if $v>0$. While, $K_{v}(z)$ has a singularity at the origin, and tends to zero when $z \rightarrow \infty$.

### 1.3 Laplace transform

The function $\mathrm{F}_{\mathcal{L}}(s)$ of the complex variable $s=\gamma+j \eta$, defined as

$$
\begin{equation*}
\mathrm{F}_{\mathcal{L}}(s)=\mathcal{L}\{f(t) ; s\}:=\int_{0}^{\infty} e^{-s t} f(t) d t \tag{1.33}
\end{equation*}
$$

is known as the Laplace transform of the function $f(t)$. This transform allows switching the study of a function in the real variable $t$ to the study in a complex space of variable $s$.

For the existence of the integral introduced in Eq. (1.33), the function $f(t)$ must be of exponential order $\alpha$. This means that two positive constants $M$ and $T$ exist, these constants are such that:

$$
\begin{equation*}
e^{-\alpha t}|f(t)| \leq M, \quad \forall t>T, \tag{1.34}
\end{equation*}
$$

the inequality in Eq. (1.34) implies that the function $f(t)$ must not grow faster then an exponential function of order $\alpha$ when $t \rightarrow \infty$.

From the Laplace transform $\mathrm{F}_{\mathcal{L}}(s)$ is possible to obtain the original function $f(t)$ by the inverse Laplace transform. Specifically,

$$
\begin{equation*}
f(t)=\mathcal{L}^{-1}\left\{\mathrm{~F}_{\mathcal{L}}(s) ; t\right\}:=\frac{1}{2 \pi j} \int_{c-j \infty}^{c+j \infty} e^{s t} \mathrm{~F}_{\mathcal{L}}(s) d s, \tag{1.35}
\end{equation*}
$$

where $c \in \Re(s)>c_{0}$, and $c_{0}$ belongs to the right plane of the absolute convergence of the Laplace integral. Observe that $f(t)$, from the inverse Laplace transform, is obtained by performing the integral along the imaginary axis, since the real part of $s$ remains constant.

### 1.3.1 Properties of the Laplace transform

The Laplace transform of the summation of two functions $f(t)$ and $g(t)$ is equal to the summation of the transformations $\mathrm{F}_{\mathcal{L}}(s)$ and $\mathrm{G}_{\mathcal{L}}(s)$. That is,

$$
\begin{equation*}
\mathcal{L}\{f(t)+g(t) ; s\}=\mathrm{F}_{\mathcal{L}}(s)+\mathrm{G}_{\mathcal{L}}(s) \tag{1.36}
\end{equation*}
$$

the Eq. (1.36) is obtained by assuming that for both functions the Laplace transform exists. The Eq. (1.36) represents the property of Laplace transform known as additivity.

Consider two function $f(t)$ e $g(t)$, for which the Laplace transform exists; for all $\lambda, \mu \in \mathbb{C}$ the following relation holds:

$$
\begin{equation*}
\mathcal{L}\{\lambda f(t)+\mu g(t) ; s\}=\lambda \mathcal{L}\{f(t) ; s\}+\mu \mathcal{L}\{g(t) ; s\}=\lambda \mathrm{F}_{\mathcal{L}}(s)+\mu \mathrm{G}_{\mathcal{L}}(s) \tag{1.37}
\end{equation*}
$$

from which is possible to observe that the operator $\mathcal{L}\{\ldots\}$ is linear.
Consider the convolution of two function $f(t)$ e $g(t)$, which are equal to zero for $t<0$ :

$$
\begin{equation*}
f(t) * g(t)=\int_{0}^{t} f(t-\tau) g(\tau) d \tau=\int_{0}^{t} f(\tau) g(t-\tau) d \tau \tag{1.38}
\end{equation*}
$$

the Laplace transform of this convolution is equal to the product of the Laplace transform of the two involved functions. That is,

$$
\begin{equation*}
\mathcal{L}\{f(t) * g(t) ; s\}=\mathrm{F}_{\mathcal{L}}(s) \mathrm{G}_{\mathcal{L}}(s) \tag{1.39}
\end{equation*}
$$

the Eq. (1.39) holds true provided that $\mathrm{F}_{\mathcal{L}}(s)$ and $\mathrm{G}_{\mathcal{L}}(s)$ exist.
Next, consider the Laplace transform of a derivative of integer order $n$ of the function $f(t)$. That is,

$$
\begin{equation*}
\mathcal{L}\left\{f^{(n)}(t) ; s\right\}=s^{n} \mathrm{~F}_{\mathcal{L}}(s)-\sum_{r=0}^{n-1} s^{n-r-1} f^{(r)}(0)=s^{n} \mathrm{~F}_{\mathcal{L}}(s)-\sum_{r=0}^{n-1} s^{r} f^{(n-r-1)}(0) \tag{1.40}
\end{equation*}
$$

the Eq. (1.40) is obtained by integrating by parts under the assumption that the Laplace transform of $f^{(n)}(t)$ exists. The proof of Eq. (1.40) is trivial for $n=1$ :

$$
\begin{equation*}
\mathcal{L}\left\{f^{\prime}(t) ; s\right\}=s \mathrm{~F}_{\mathcal{L}}(s)-f(0) \tag{1.41}
\end{equation*}
$$

Another property of the Laplace transform $\mathrm{F}_{\mathcal{L}}(s)$ is related to its derivative. Specifically,

$$
\begin{align*}
\frac{d}{d s} \mathcal{L}\{f(t) ; s\}=\frac{d}{d s} \mathrm{~F}_{\mathcal{L}}(s) & =\frac{d}{d s} \int_{0}^{\infty} e^{-s t} f(t) d t=\int_{0}^{\infty} \frac{d}{d s} e^{-s t} f(t) d t \\
& =-\int_{0}^{\infty} e^{-s t}(t f(t)) d t=-\mathcal{L}\{t f(t) ; s\} \tag{1.42}
\end{align*}
$$

For a fixed value of $s_{0} \in \mathbb{C}$, the relation

$$
\begin{equation*}
\mathcal{L}\left\{e^{s_{0} t} f(t) ; s\right\}=\mathcal{L}\left\{f(t) ; s-s_{0}\right\}=\mathrm{F}_{\mathcal{L}}\left(s-s_{0}\right) \tag{1.43}
\end{equation*}
$$

holds. This Eq. (1.43), known as frequency shifting, can be readily proved by the definition of Laplace transform:

$$
\begin{equation*}
\mathcal{L}\left\{e^{s_{0} t} f(t) ; s\right\}=\int_{0}^{\infty} e^{-s t} e^{s_{0} t} f(t) d t=\mathcal{L}\left\{f(t) ; s-s_{0}\right\} \tag{1.44}
\end{equation*}
$$

Moreover, for all $t_{0}>0$, if $f(t)=0$ for all $t<0$, the following property holds true:

$$
\begin{equation*}
\mathcal{L}\left\{f\left(t-t_{0}\right) ; s\right\}=e^{-s t_{0}} \mathcal{L}\{f(t) ; s\}=e^{-s t_{0}} \mathrm{~F}_{\mathcal{L}}(s) \tag{1.45}
\end{equation*}
$$

the Eq. (1.45) is known as time shifting.
For all $a>0$, the following relation

$$
\begin{equation*}
\mathcal{L}\{f(a t) ; s\}=\frac{1}{a} \mathcal{L}\left\{f(t) ; \frac{s}{a}\right\}=\frac{1}{a} \mathrm{~F}_{\mathcal{L}}\left(\frac{s}{a}\right) \tag{1.46}
\end{equation*}
$$

holds.

### 1.3.2 Application to differential equations

The Laplace transform allows to solve the differential equations with constant coefficients under assigned initial condition.

A not-homogeneous differential equation of order $n$, with constant coefficient $c_{k}$, can be expressed in the form

$$
\begin{equation*}
\sum_{k=0}^{n} C_{k} \frac{d^{k} x(t)}{d t^{k}}=f(t) \tag{1.47}
\end{equation*}
$$

with appended initial conditions:

$$
\begin{equation*}
x(0)=x_{0} ; x^{\prime}(0)=x_{0}^{\prime} ; \ldots x^{(n-1)}(0)=x_{0}^{(n-1)} \tag{1.48}
\end{equation*}
$$

for the uniqueness of the solution of the Eq. (1.47) the initial conditions must be $n$.

By performing the Laplace transform of Eq. (1.47):

$$
\begin{gather*}
\mathcal{L}\{x(t) ; s\}=\mathrm{X}_{\mathcal{L}}(s)  \tag{1.49}\\
\mathcal{L}\left\{x^{\prime}(t) ; s\right\}=s X_{\mathcal{L}}(s)-x(0)=s \mathrm{X}_{\mathcal{L}}(s)-x_{0}  \tag{1.50}\\
\mathcal{L}\left\{x^{\prime \prime}(t) ; s\right\}=s^{2} X_{\mathcal{L}}(s)-s x(0)-x^{\prime}(0)=s^{2} X_{\mathcal{L}}(s)-s x_{0}-x_{0}^{\prime} \tag{1.51}
\end{gather*}
$$

and setting

$$
\begin{equation*}
\mathcal{L}\{f(t) ; s\}=\mathrm{F}_{\mathcal{L}}(s) \tag{1.52}
\end{equation*}
$$

from Eq. (1.47) is obtained that:

$$
\begin{equation*}
\mathrm{X}_{\mathcal{L}}(s)\left(c_{0}+c_{1} s+c_{2} s^{2}+\cdots+c_{n} s^{n}\right)-\mathrm{P}_{n-1}(s)=\mathrm{F}_{\mathcal{L}}(s) \tag{1.53}
\end{equation*}
$$

where $\mathrm{P}_{n-1}(s)$ is a polynomial in $s$ of order $n-1$ that contains the summation of all contributions of the initial conditions. Eq. (1.53) yields

$$
\begin{equation*}
\mathrm{X}_{\mathcal{L}}(s)=\frac{\mathrm{F}_{\mathcal{L}}(s)+\mathrm{P}_{n-1}(s)}{\left(c_{0}+c_{1} s+c_{2} s^{2}+\cdots+c_{n} s^{n}\right)} \tag{1.54}
\end{equation*}
$$

by performing the inverse Laplace transform of the Eq. (1.54), the solution $x(t)$ of the differential equation (1.47) is given in the form:

$$
\begin{equation*}
x(t)=\mathcal{L}^{-1}\left\{\mathrm{X}_{\mathcal{L}}(s) ; t\right\}=\frac{1}{2 \pi j} \int_{c-j \infty}^{c+j \infty} e^{s t} \mathrm{X}_{\mathcal{L}}(s) d s \tag{1.55}
\end{equation*}
$$

Example Consider the homogeneous differential equation

$$
x^{\prime \prime}(t)+7 x^{\prime}(t)+8 x(t)=0
$$

with the initial conditions:

$$
\text { I.C. }\left\{\begin{array}{l}
x(0)=2 \\
x^{\prime}(0)=5
\end{array}\right.
$$

By performing the Laplace transform of the given differential equation, one obtains:

$$
\begin{gathered}
s^{2} \mathrm{X}_{\mathcal{L}}(s)-2 s-5+7 s \mathrm{X}_{\mathcal{L}}(s)-14+8 \mathrm{X}_{\mathcal{L}}(s)=0 \\
\mathrm{X}_{\mathcal{L}}(s)\left(s^{2}+7 s+8\right)-(2 s+19)=0 \\
\mathrm{X}_{\mathcal{L}}(s)=\frac{2 s+19}{\left(s^{2}+7 s+8\right)}
\end{gathered}
$$

the solution $x(t)$ is given by the inverse Laplace transform of $X_{\mathcal{L}}(s)$.

### 1.4 Fouirer transform

The Fourier transform of the continuous and fully integrable function $f(t)$ is defined as

$$
\begin{equation*}
\mathrm{F}_{\mathcal{F}}(\omega)=\mathcal{F}\{f(t) ; \omega\}:=\int_{-\infty}^{\infty} e^{j \omega t} f(t) d t \tag{1.56}
\end{equation*}
$$

and it permits to express a mathematical function of time $t$ as a function of frequency $\omega$.

Starting from the knowledge of the Fourier transform $\mathrm{F}_{\mathcal{F}}(\omega)$, the function $f(t)$ can be determined by the inverse Fourier transform. That is,

$$
\begin{equation*}
f(t)=\mathcal{F}^{-1}\left\{\mathrm{~F}_{\mathcal{F}}(\omega) ; t\right\}:=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-j \omega t} \mathrm{~F}_{\mathcal{F}}(\omega) d \omega \tag{1.57}
\end{equation*}
$$

Clearly, the Fourier transform is nothing else that a particular case of the Laplace transform, in which the lower bound of the integral has been modified (from 0 to $-\infty$ ), and the variable $s=-j \omega$ has been introduced.

Some books report other definitions of the Fourier transform and its inverse as

$$
\mathrm{F}_{\mathcal{F}}(\omega)=\mathcal{F}\{f(t) ; \omega\}:=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-j \omega t} f(t) d t
$$

$$
\mathcal{F}^{-1}\left\{\mathrm{~F}_{\mathcal{F}}(\omega) ; t\right\}:=\int_{-\infty}^{\infty} e^{j \omega t} \mathrm{~F}_{\mathcal{F}}(\omega) d \omega
$$

or even

$$
\begin{aligned}
& \mathrm{F}_{\mathcal{F}}(\omega)=\mathcal{F}\{f(t) ; \omega\}:=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{j \omega t} f(t) d t \\
& \mathcal{F}^{-1}\left\{\mathrm{~F}_{\mathcal{F}}(\omega) ; t\right\}:=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-j \omega t} \mathrm{~F}_{\mathcal{F}}(\omega) d \omega
\end{aligned}
$$

These latter ones are the definition used by the software Mathematica ${ }^{\odot}$. In the following the definition in Eq. (1.56) for the Fourier transform, and the definition in Eq. (1.57) for the inverse Fourier transform will be used.

The Eq. (1.56) is a complex function of a complex variable, then, by using the Euler formula, it can be distinguished the real from the imaginary part of $\mathrm{F}_{\mathcal{F}}(\omega)$. Specifically,

$$
\begin{align*}
\mathcal{F}\{f(t) ; \omega\} & =\int_{-\infty}^{\infty} e^{j \omega t} f(t) d t \\
& =\int_{-\infty}^{\infty} \cos (\omega t) f(t) d t+j \int_{-\infty}^{\infty} \sin (\omega t) f(t) d t \tag{1.58}
\end{align*}
$$

The first part of the Eq. (1.58) is defined as the cosine-transform $\mathcal{F}_{c}\{f(t) ; \omega\}$ and it represents the real part of the Fourier transform $\Re(\mathcal{F})$. While, the second part, known as the sine-transform $\mathcal{F}_{s}\{f(t) ; \omega\}$, denotes the imaginary part of the transform $\Im(\mathcal{F})$.

From the Eq. (1.58) some useful observations can be drawn. Specifically, if $f(t)$ is even $\Rightarrow \mathcal{F}_{s}=0 \Rightarrow \mathrm{~F}_{\mathcal{F}}(\omega)=\mathcal{F}_{c}\{f(t) ; \omega\}$, the Fourier transform is real and even; and if $f(t)$ is odd $\Rightarrow \mathcal{F}_{c}=0 \Rightarrow \mathrm{~F}_{\mathcal{F}}(\omega)=\mathcal{F}_{s}\{f(t) ; \omega\}$, the Fourier transform is imaginary and odd.

Example: Consider the generalized Dirac delta function $\delta(t)$, by performing the Fourier transform of this function

$$
\mathcal{F}\{\delta(t) ; \omega\}=1
$$

this result cab be obtained by using the Euler formula. Indeed,

$$
\int_{-\infty}^{\infty} \delta(t) \cos (\omega t) d t+j \int_{-\infty}^{\infty} \delta(t) \sin (\omega t) d t
$$

the second part is zero since the $\delta(t)$ is an even function, then for the sampling property of Dirac delta:

$$
[\cos (\omega t)]_{t=0}=1
$$

### 1.4.1 Properties of the Fourier transform

The Fourier transform has the additivity property

$$
\begin{equation*}
\mathcal{F}\{f(t)+g(t) ; \omega\}=\mathrm{F}_{\mathcal{F}}(\omega)+\mathrm{G}_{\mathcal{F}}(\omega) \tag{1.59}
\end{equation*}
$$

under the assumption that for both functions $f(t)$ and $g(t)$ the Fourier transform exists.

Both the operators $\mathcal{F}\{\ldots\}$ and $\mathcal{F}^{-1}\{\ldots\}$ are linear. Thus,

$$
\begin{equation*}
\mathcal{F}\{\lambda f(t)+\eta g(t) ; \omega\}=\lambda \mathrm{F}_{\mathcal{F}}(\omega)+\eta \mathrm{G}_{\mathcal{F}}(\omega) ; \quad \forall \lambda, \eta \in \mathbb{C} \tag{1.60}
\end{equation*}
$$

Consider the Fourier transform of the convolution:

$$
\begin{equation*}
f(t) * g(t)=\int_{-\infty}^{\infty} f(t-\tau) g(\tau) d \tau=\int_{-\infty}^{\infty} f(\tau) g(t-\tau) d \tau \tag{1.61}
\end{equation*}
$$

for two function $f(t)$ and $g(t)$, which are defined in the range $(-\infty, \infty)$, the Fourier transform of their convolution is equal to the product of the transforms. That is,

$$
\begin{equation*}
\mathcal{F}\{f(t) * g(t) ; \omega\}=\mathrm{F}_{\mathcal{F}}(\omega) \mathrm{G}_{\mathcal{F}}(\omega) \tag{1.62}
\end{equation*}
$$

under the assumption that the transforms $\mathrm{F}_{\mathcal{F}}(\omega)$ and $\mathrm{G}_{\mathcal{F}}(\omega)$ exist. The property in Eq. (1.62) will be useful to obtain the Fourier transform of the fractional operators.

Another useful property is related to the Fourier transform of the derivative of the function $f(t)$. In this regard, considering a continuous and $n$ derivable function, the Fourier transform yields

$$
\begin{equation*}
\mathcal{F}\left\{f^{(n)}(t) ; \omega\right\}=(-j \omega)^{n} \mathrm{~F}_{\mathcal{F}}(\omega) \tag{1.63}
\end{equation*}
$$

where $n$ represents the derivation order.
The derivative of the Fourier transform is represented by

$$
\begin{equation*}
\mathcal{F}\left\{t^{n} f(t) ; \omega\right\}=(-j)^{n} \frac{d^{n}}{d \omega^{n}} \mathrm{~F}_{\mathcal{F}}(\omega) \tag{1.64}
\end{equation*}
$$

note that no all Fourier transforms $\mathrm{F}_{\mathcal{F}}(\omega)$ admit derivative of order $n$.
Considering $t_{0} \in R$, the Fourier transform yields

$$
\begin{equation*}
\mathcal{F}\left\{f\left(t+t_{0}\right) ; \omega\right\}=e^{-j \omega t_{0}} \mathrm{~F}_{\mathcal{F}}(\omega) \tag{1.65}
\end{equation*}
$$

while, assuming that $\omega_{0} \in \mathrm{C}$, the Fourier transform provides

$$
\begin{equation*}
\mathcal{F}\left\{e^{j \omega_{0} t} f(t) ; \omega\right\}=\mathcal{F}\left\{f(t) ; \omega+\omega_{0}\right\}=\mathrm{F}_{\mathcal{F}}\left(\omega+\omega_{0}\right) \tag{1.66}
\end{equation*}
$$

such expression can be readily proved:

$$
\begin{equation*}
\mathcal{F}\left\{e^{j \omega_{0} t} f(t) ; \omega\right\}=\int_{\mathbb{R}} e^{j \omega_{0} t} f(t) e^{j \omega t} d t=\int_{\mathbb{R}} f(t) e^{j\left(\omega+\omega_{0}\right) t} d t=\mathrm{F}_{\mathcal{F}}\left(\omega+\omega_{0}\right) \tag{1.67}
\end{equation*}
$$

By considering $\forall a \in \mathbb{R} \backslash\{0\}$ the relation

$$
\begin{equation*}
\mathcal{F}\{f(a t) ; \omega\}=\frac{1}{|a|} \mathcal{F}\left\{f(t) ; \frac{\omega}{a}\right\}=\frac{1}{|a|} \mathrm{F}_{\mathcal{F}}\left(\frac{\omega}{a}\right) \tag{1.68}
\end{equation*}
$$

holds true. Other insights and application of this integral transform can be found in [6].

### 1.4.2 Application to differential equations

Similarly to the case of the Laplace transform, by making the Fourier transform of differential equation in the time domain it is possible to obtain a polynomial equation in the frequency domain, for which the solution is readily evaluated.

Consider the generic solution of non-homogeneous differential equation with constant coefficients. That is,

$$
\begin{equation*}
c_{0} x(t)+c_{1} \frac{d}{d t} x(t)+\cdots+c_{n} \frac{d^{n}}{d t^{n}} x(t)=f(t) \tag{1.69}
\end{equation*}
$$

under the assumptions that the function $f(t)$, the solution $x(t)$ and its derivative, admit the Fourier transform, the Eq. (1.69) in the frequency domain becomes:
$c_{0} X_{\mathcal{F}}(\omega)+c_{1}(-j \omega) X_{\mathcal{F}}(\omega)+c_{2}(-j \omega)^{2} X_{\mathcal{F}}(\omega)+\cdots+c_{n}(-j \omega)^{n} X_{\mathcal{F}}(\omega)=\mathrm{F}_{\mathcal{F}}(\omega)$
from which one obtains

$$
\begin{equation*}
X_{\mathcal{F}}(\omega)=\frac{\mathrm{F}_{\mathcal{F}}(\omega)}{\sum_{k=0}^{n} c_{k}(-j \omega)^{k}} \tag{1.71}
\end{equation*}
$$

the function

$$
\mathrm{H}(\omega)=\frac{1}{\sum_{k=0}^{n} c_{k}(-j \omega)^{k}}
$$

is known as transfer function.
If the solution $x(t)$ of the differential equation (1.69) exists, this solution can be obtained by the inverse Fourier transform of $X_{\mathcal{F}}(\omega)$ : +

$$
\begin{equation*}
x(t)=\mathcal{F}^{-1}\left\{\mathrm{X}_{\mathcal{F}}(\omega) ; t\right\}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{F}_{\mathcal{F}}(\omega) \mathrm{H}(\omega) e^{-j \omega t} d \omega \tag{1.72}
\end{equation*}
$$

Note that the inverse Fourier transform does not depend of the initial condition.

### 1.5 Mellin transform

Another useful mathematical transform is the well known Mellin transform. Consider a function $f(t)$ defined in a range $(0, \infty)$, its Mellin transform is

$$
\begin{equation*}
\mathrm{F}_{\mathcal{M}}(\gamma)=\mathcal{M}\{f(t) ; \gamma\}:=\int_{0}^{\infty} f(t) t^{\gamma-1} d t, \quad \gamma=\rho+j \eta, \tag{1.73}
\end{equation*}
$$

where $\gamma \in \mathbb{C}$. This integral transform has a power-law as kernel.
Vice-versa, from the knowledge of transformed function $\mathrm{F}_{\mathcal{M}}(\gamma)$, the given function $f(t)$ can be obtained by performing the inverse Mellin transform. That is,

$$
\begin{equation*}
f(t)=\mathcal{M}^{-1}\left\{\mathrm{~F}_{\mathcal{M}}(\gamma) ; t\right\}:=\frac{1}{2 \pi j} \int_{\rho-j \infty}^{\rho+j \infty} \mathrm{~F}_{\mathcal{M}}(\gamma) t^{-\gamma} d s, \quad(0<t<\infty), \tag{1.74}
\end{equation*}
$$

where $-\rho_{1}<\rho<-\rho_{2}$. This means that $\rho$ must belong to a particular range $\left(-\rho_{1},-\rho_{2}\right)$, that is known as fundamental strip of the Mellin transform. This particular mathematical interval will be discuss in the next subsection.

Observe that the inverse Mellin transform in Eq. (1.74) is performed by integrating the function $\mathrm{F}_{\mathcal{M}}(\gamma) t^{-\gamma}$ along the imaginary axis. Therefore, it can be rewritten as

$$
\begin{equation*}
f(t)=\frac{t^{-\rho}}{2 \pi} \int_{-\infty}^{+\infty} \mathrm{F}_{\mathcal{M}}(\gamma) t^{-j \eta} d \eta ; \quad\left(-\rho_{1}<\rho<-\rho_{2}\right) \tag{1.75}
\end{equation*}
$$

and that integral does not depend of selected $\rho$, provided that it belongs to the fundamental strip.

By the definition in Eq. (1.73) it is possible to assert that the gamma function $\Gamma(\gamma)$, for $\rho \geq 0$, can be consider as a particular case of the Mellin transform. Indeed, the Mellin transform of the exponential function $e^{-t}$ leads to:

$$
\begin{equation*}
\mathcal{M}\left\{e^{-t} ; \gamma\right\}=\int_{0}^{\infty} e^{-t} t^{\gamma-1} d t=\Gamma(\gamma) \tag{1.76}
\end{equation*}
$$

Example: Consider the rectangular function:

$$
\operatorname{rect}(t)= \begin{cases}1 & \rightarrow 0<t<1 \\ \frac{1}{2} & \rightarrow t=1 \\ 0 & \rightarrow t>1\end{cases}
$$

its Mellin transform is

$$
\mathrm{R}_{\mathcal{M}}(\gamma)=\int_{0}^{\infty} t^{\gamma-1} \operatorname{rect}(t) d t
$$

the integral absolutely converges if $\rho>0$, its solution is

$$
\operatorname{R}_{\mathcal{M}}(\gamma)=\left[\frac{t^{\gamma}}{\gamma}\right]_{0}^{1}=\frac{1}{\gamma}
$$

The inverse Mellin transform gives

$$
\operatorname{rect}(t)=\frac{1}{2 \pi j} \int_{\rho-j \infty}^{\rho+j \infty} \frac{1}{\gamma} t^{-\gamma} d s ; \quad \rho>0
$$

### 1.5.1 The fundamental strip

The integral in Eq. (1.73) converges if $\Re(\gamma)=\rho$ belongs to the fundamental strip, that is, if $-\rho_{1}<\rho<-\rho_{2}$. The bounds of the fundamental strip, denoted by $\rho_{1}$ e $\rho_{2}$, depend on the given function $f(t)$. In particular, $\rho_{1}$ represents the order of the given function at the origin, then when $t \rightarrow 0$; while $\rho_{2}$ is the order of the function when $t \rightarrow \infty$.

In other words, if the function $f(t)$ is a continuous function in the range $(-\infty, \infty)$, and if it is such that

$$
\begin{equation*}
\lim _{t \rightarrow 0} f(t)=\mathcal{O}\left(t^{\rho_{1}}\right) \tag{1.77}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{t \rightarrow \infty} f(t)=\mathcal{O}\left(t^{\rho_{2}}\right) \tag{1.78}
\end{equation*}
$$

then the Mellin transform of the function $f(t)$ exists for any $\gamma \in \mathbb{C}$ such that $\rho$ lies in the fundamental strip. Further, if there is a constant $C>0$, such that

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left|\mathrm{F}_{\mathcal{M}}(\rho+j \eta)\right| d \eta<\mathrm{C}, \quad \forall \rho:-\rho_{1}<\rho<-\rho_{2} \tag{1.79}
\end{equation*}
$$

the inverse Mellin transform $\mathrm{F}_{\mathcal{M}}(\gamma)$ exists and the Eq. (1.74) yields the given function $f(t)$.

Example - fundamental strip: Consider the rational function:

$$
f(t)=\frac{1}{1+t}
$$

To evaluate the fundamental strip, it is necessary to determine the limits

$$
\begin{align*}
& \lim _{t \rightarrow 0} \frac{1}{1+t}=1 \Rightarrow t^{\rho_{1}}=1 \Rightarrow \rho_{1}=0 \\
& \lim _{t \rightarrow \infty} \frac{1}{1+t}=\frac{1}{\infty} \Rightarrow t^{\rho_{2}}=\infty^{-1}=0 \Rightarrow \rho_{2}=-1 \tag{1.80}
\end{align*}
$$

Then, for the considered function the fundamental strip is $0 \div 1$.
Other examples of Mellin transform of common functions and their fundamental strip can be found in $[85,118]$.

### 1.5.2 Properties of the Mellin transform

A fundamental property of the Mellin transform is

$$
\begin{equation*}
\mathcal{M}\left\{t^{\alpha} f(t) ; \gamma\right\}=\mathcal{M}\{f(t) ; \gamma+\alpha\}=\mathrm{F}_{\mathcal{M}}(\gamma+\alpha) \tag{1.81}
\end{equation*}
$$

Further, consider the Mellin convolution:

$$
\begin{equation*}
f(t) * g(t)=\int_{0}^{\infty} f(t \tau) g(\tau) d \tau \tag{1.82}
\end{equation*}
$$

the Mellin transform of this convolution yields

$$
\begin{equation*}
\mathcal{M}\left\{\int_{0}^{\infty} f(t \tau) g(\tau) d \tau ; \gamma\right\}=\mathrm{F}_{\mathcal{M}}(\gamma) \mathrm{G}_{\mathcal{M}}(1-\gamma) \tag{1.83}
\end{equation*}
$$

Moreover, taking into account of the property in Eq. (1.81) yields

$$
\begin{equation*}
\mathcal{M}\left\{t^{\lambda} \int_{0}^{\infty} \tau^{\mu} f(t \tau) g(\tau) d \tau ; \gamma\right\}=\mathrm{F}_{\mathcal{M}}(\gamma+\lambda) \mathrm{G}_{\mathcal{M}}(1-\gamma-\lambda+\mu) \tag{1.84}
\end{equation*}
$$

Another useful property is obtained by making the Mellin transform of the product of the derivative of function $f(t)$ by the variable $t$. That is,

$$
\begin{equation*}
\mathcal{M}\left\{t \frac{d}{d t} f(t) ; \gamma\right\}=-\gamma \mathrm{F}_{\mathcal{M}}(\gamma) \tag{1.85}
\end{equation*}
$$

By integrating repeatedly by parts the following relations about the Mellin transform of the integer-order derivative can be obtained:

$$
\begin{align*}
\mathcal{M}\left\{f^{(n)}(t) ; \gamma\right\}= & \int_{0}^{\infty} f^{(n)}(t) t^{\gamma-1} d t \\
= & {\left[f^{(n-1)}(t) t^{\gamma-1}\right]_{0}^{\infty}-(\gamma-1) \int_{0}^{\infty} f^{(n-1)}(t) t^{\gamma-2} d t } \\
= & {\left[f^{(n-1)}(t) t^{\gamma-1}\right]_{0}^{\infty}-(\gamma-1) \mathcal{M}\left\{f^{(n-1)}(t) ; \gamma-1\right\} } \\
= & \cdots \\
= & \sum_{r=0}^{n-1}(-1)^{r} \frac{\Gamma(\gamma)}{\Gamma(\gamma-r)}\left[f^{(n-r-1)}(t) t^{\gamma-r-1}\right]_{0}^{\infty}  \tag{1.86}\\
& +(-1)^{n} \frac{\Gamma(\gamma)}{\Gamma(\gamma-n)} \mathrm{F}_{\mathcal{M}}(\gamma-n) \\
= & \sum_{r=0}^{n-1} \frac{\Gamma(1-\gamma+r)}{\Gamma(1-\gamma)}\left[f^{(n-r-1)}(t) t^{\gamma-r-1}\right]_{0}^{\infty} \\
& +\frac{\Gamma(1-\gamma+n)}{\Gamma(1-\gamma)} \mathrm{F}_{\mathcal{M}}(\gamma-n) .
\end{align*}
$$

Moreover, if $f(t)$ and $\Re(\gamma)=\rho$ are such that the first part of Eq. (1.86) is equal to zero, the Mellin transform of the integer-order derivative of the function $f(t)$ becomes:

$$
\begin{equation*}
\mathcal{M}\left\{f^{(n)}(t) ; \gamma\right\}=\frac{\Gamma(1-\gamma+n)}{\Gamma(1-\gamma)} \mathrm{F}_{\mathcal{M}}(\gamma-n) \tag{1.87}
\end{equation*}
$$

For an $a>0$, the following relations holds true:

$$
\begin{gather*}
\mathcal{M}\{f(a t) ; \gamma\}=a^{-\gamma} \mathrm{F}_{\mathcal{M}}(\gamma),  \tag{1.88}\\
\mathcal{M}\left\{f\left(t^{a}\right) ; \gamma\right\}=\frac{1}{a} \mathrm{~F}_{\mathcal{M}}\left(\frac{\gamma}{a}\right),  \tag{1.89}\\
\mathcal{M}\left\{f\left(t^{a}\right) ; \gamma\right\}=\frac{1}{a} \mathrm{~F}_{\mathcal{M}}\left(-\frac{\gamma}{a}\right),  \tag{1.90}\\
\mathcal{M}\left\{t^{\alpha} f\left(t^{a}\right) ; \gamma\right\}=\frac{1}{a} \mathrm{~F}_{\mathcal{M}}\left(\frac{\gamma+\alpha}{a}\right), \tag{1.91}
\end{gather*}
$$

$$
\begin{equation*}
\mathcal{M}\left\{t^{\alpha} f\left(t^{-a}\right) ; \gamma\right\}=\frac{1}{a} \mathrm{~F}_{\mathcal{M}}\left(-\frac{\gamma+\alpha}{a}\right) . \tag{1.92}
\end{equation*}
$$

Another property is given by the integer-order derivative of the Mellin transform:

$$
\begin{equation*}
\mathcal{M}\left\{\log (t)^{n} f(t) ; \gamma\right\}=\mathrm{F}_{\mathcal{M}}{ }^{(n)}(\gamma) \quad \text { where } n=1,2,3, \ldots \tag{1.93}
\end{equation*}
$$

The Mellin transform is strictly related to the Fourier transform:

$$
\begin{equation*}
\mathcal{M}\{\mathcal{F}\{f(t) ; \omega\} ; \gamma\}=\Gamma(\gamma) \cos \left(\frac{\pi \gamma}{2}\right) \mathcal{M}\{f(t) ; 1-\gamma\} \tag{1.94}
\end{equation*}
$$

## Chapter 2

## Fractional Operators

> "Thus it follows that $d^{1 / 2} x$ will be equal to $x \sqrt{d x: x}$, an apparent paradox, from which one day useful consequences will be drawn."
> G. W. Leibniz, letter to G. A. L'Hôpital Hannover, Germany, Sept. $30^{\text {th }} 1695$.

This Chapter deals with the Fractional Calculus, a branch of mathematical analysis that extends the classical integro-differential calculus to non-integer order operators. The fractional operators represent the core of this Chapter. In particular, the derivatives and integrals of fractional order, their fundamental properties, and some numerical examples about this mathematical tools will be introduced and defined. Moreover, the integral transforms introduced in the previous Chapter will be applied to fractional derivatives and fractional integrals.

The fractional operators introduced in this Chapter are just those required to understand the concepts of fractional viscoelasticity next, but there are other definitions of fractional derivatives and integrals, i.e. the definition of E.L. Post, A. Marchaud, etc.. Further details can be found in [16, 53-55, 6466, 77, 83, 91, 99].

### 2.1 Brief history

As can see from the the epigraph, the first question about the fractional derivative dates back to the classical derivative, when, in the 1695 , the German math-
ematician and philosopher Gottfried Wilhelm von Leibniz introduced the concept of half-derivative in a letter to his French colleague Guillaume de L'Hôpital. After that first idea, the first systematic studies have been made only half century later, and they involved several mathematicians, such as Fourier, Laplace, Lacroix and Euler.

Probably, the first one who used fractional calculus in a mathematical problem was N. H. Abel. He studied in the 1823 the tautochrone curve by the integral

$$
\int_{a}^{t}(t-\tau)^{-\frac{1}{2}} f(\tau) d \tau
$$

which is similar to the fractional integral that will be introduced by Riemann later. But the main breakthrough has been made by the French mathematician Joseph Liouville, who in the 1832 formulates the first definition of fractional derivative. He defined a derivative of non-integer order considering an exponential series expansion of the function and operating by a singular element of the summation. In particular, Liouville considered the derivative of exponential function:

$$
\frac{\mathrm{d}^{n}}{d t^{n}} e^{a t}=a^{n} e^{a t} \quad n \in \mathbb{N}
$$

and he extended the derivation considering an order $n=\alpha$ with $\alpha$ is a noninteger number, and obtaining

$$
\frac{\mathrm{d}^{\alpha}}{d t^{\alpha}} e^{a t}=a^{\alpha} e^{a t}, \quad \alpha \in \mathbb{R}^{+}
$$

Subsequently, around the 1835 , he expressed the generic function $f(t)$ as a summation of exponential with infinity terms, and he defined the derivative of fractional order as series

$$
\left(D^{\alpha} f\right)(t)=\sum_{j=0}^{\infty} c_{j} a_{j}^{\alpha} e^{a_{j} t}
$$

where $f(t)=\sum_{j=0}^{\infty} a_{j}^{\alpha} e^{a_{j} t}$.
An important contribution was provided in the 1847 by the 22-years-old George Friedrich Bernhard Riemann, who introduced a definition of fractional integration by generalizing the Taylor series. That is,

$$
\left(\mathrm{I}_{a^{+}}^{\alpha} f\right)(t)=\frac{d^{-\alpha}}{d t^{-\alpha}} f(t)=\frac{1}{\Gamma(\alpha)} \int_{a}^{t}(t-\tau)^{\alpha-1} f(\tau) d \tau
$$

The definitions of Liouville and Riemann have been unified with the aid of Cauchy integration formula in the manuscript of the 1869 by N. Ya. Sonin entitled "On Differentiation with Arbitrary Index". This is probably the first document in which the two definitions appear unified. Other contributions to this unification were provided by A. Krug, and Aleksey Vasilievic Letnikov, the latter one in the 1872 extended the work of Sonin by his paper "An Explanation of the Theory of Differentiation of Arbitrary Index".

Next, during the collaboration with Letnikov, in the 1867 Anton Karl Grünwald overcame the limits of Liouville definition, obtaining a more complete definition. Indeed, the Grünwald-Letnikov derivative has been obtained with the aid of the difference quotient. In the 1930 the mathematician Emil Leon Post extended the definition of Grünwald and Letnikov.

Recently, around 1967, Michele Caputo provided a new mathematical formulation that represents a good tool to solve some physical problems.

### 2.2 Fractional derivatives and integrals

By considering the classical derivation and integration operators:

$$
\begin{equation*}
\frac{d^{n} f(t)}{d t^{n}} ; \ldots \frac{d^{2} f(t)}{d t^{2}} ; \frac{d f(t)}{d t} ; f(t) ; \int_{a}^{t} f(\tau) d \tau ; \int_{a}^{t} \int_{a}^{\tau_{1}} f(\tau) d \tau d \tau_{1} ; \ldots\left(\mathrm{I}_{a^{+}}^{n} f\right)(t) \tag{2.1}
\end{equation*}
$$

it can be observed that the derivation/integration orders, denoted by $n$, are all natural numbers $(n \in \mathbb{N})$. The fractional calculus extends these concepts for all $n \in \mathbb{R}$. Indeed, the operators with real order $\alpha$ can be obtained as a sort of interpolation of the sequence of classical operators in Eq. (2.1).

The fractional derivative can be denoted by

$$
\begin{equation*}
\left(\mathrm{D}_{a^{+}}^{\alpha} f\right)(t) \tag{2.2}
\end{equation*}
$$

where $a$ is the lower bound, $t$ is the derivation variable and $\alpha$ is the "fractional" order. Another common-used notation is that one provided by Davis, for which the derivative is denoted by ${ }_{a} \mathrm{D}_{t}^{\alpha} f(t)$.

The fractional integral, or arbitrary-order integral, corresponds to assume in the previous operator a negative value as order $\alpha$. This integration operator is denoted by

$$
\begin{equation*}
\left(\mathrm{I}_{a^{+}}^{\alpha} f\right)(t)=\left(\mathrm{D}_{a^{+}}^{-\alpha} f\right)(t) \tag{2.3}
\end{equation*}
$$

according to the Davis' notation the fractional integral is denoted by ${ }_{\mathrm{a}} \mathrm{I}_{\mathrm{t}}^{\alpha} f(t)$.

A fractional differential equation is an equation which involves some fractional derivatives. Similarly, in a fractional integral equation the fractional integrals appear. A fractional order system involves fractional differential/integral equations.

The main definitions of fractional operators will be introduced in the next.

### 2.2.1 The Grünwald-Letnikov differintegral

Starting from the definition of integer-order $n$ derivative the Grünwald-Letnikov definition is readily obtainable. Before this definition, it is needed to introduce an operator that contains derivative and integral at the same time. In this regard, by considering the classical definition of the derivative of a continuous function $f(t)$ as a limit of difference quotient:

$$
\begin{equation*}
\frac{d f(t)}{d t}=f^{\prime}(t):=\lim _{h \rightarrow 0} \frac{f(t)-f(t-h)}{h} \tag{2.4}
\end{equation*}
$$

Applying this definition twice, the second order derivative is given as

$$
\begin{align*}
\frac{d^{2} f(t)}{d t^{2}}=f^{\prime \prime}(t) & :=\lim _{h \rightarrow 0} \frac{f^{\prime}(t)-f^{\prime}(t-h)}{h} \\
& =\lim _{h \rightarrow 0} \frac{1}{h}\left[\frac{f(t)-f(t-h)}{h}-\frac{f(t-h)-f(t-2 h)}{h}\right]  \tag{2.5}\\
& =\lim _{h \rightarrow 0} \frac{f(t)-2 f(t-h)+f(t-2 h)}{h^{2}}
\end{align*}
$$

Similarly, the third-order derivative is

$$
\begin{equation*}
\frac{d^{3} f(t)}{d t^{3}}=f^{\prime \prime \prime}(t):=\lim _{h \rightarrow 0} \frac{f(t)-3 f(t-h)+3 f(t-2 h)-f(t-3 h)}{h^{3}} \tag{2.6}
\end{equation*}
$$

Observe that if the derivation order increases, more distant values of the function appear in the calculus. Taking into account that the coefficients in Eqs. (2.42.6) follow the binomial coefficients rule with alternating signs, the derivative of order $n$ can be found by induction as

$$
\begin{equation*}
f^{(n)}(t)=\frac{d^{n} f(t)}{d t^{n}}:=\lim _{h \rightarrow 0} \frac{1}{h^{n}} \sum_{r=0}^{n}(-1)^{r}\binom{n}{r} f(t-r h), \tag{2.7}
\end{equation*}
$$

where $\binom{n}{r}$ represents the binomial coefficient:

$$
\begin{equation*}
\binom{n}{r}:=\frac{n(n-1)(n-2) \ldots(n-r+1)}{r!} \tag{2.8}
\end{equation*}
$$

The Eq. (2.7) is the generalized integer-order derivative. Now, in order to obtain the differintegral operator, it is needed to introduce the generalized integral. In this regard, consider the definition of integral as Riemann summation:

$$
\begin{equation*}
\frac{d^{-1} f(t)}{[d(t-a)]^{-1}} \equiv f^{(-1)}(t):=\int_{a}^{t} f(t) d t=\lim _{h \rightarrow 0}\left[h \sum_{r=0}^{N-1} f(t-r h)\right] \tag{2.9}
\end{equation*}
$$

the integral represents the area under the integrand function, which can be evaluated as summation of $N$ rectangles with infinitesimal base $h$, and with surface $h f(t)$. The fixed lower bound permits to get an uniques solution of the integral. As was done for the second-order derivative, the second-order integral is

$$
\begin{equation*}
\frac{d^{-2} f(t)}{[d(t-a)]^{-2}} \equiv f^{(-2)}(t):=\lim _{h \rightarrow 0}\left[h^{2} \sum_{r=0}^{N-1}(r+1) f(t-r h)\right] \tag{2.10}
\end{equation*}
$$

the third-order becomes

$$
\begin{equation*}
\frac{d^{-3} f(t)}{[d(t-a)]^{-3}} \equiv f^{(-3)}(t):=\lim _{h \rightarrow 0}\left[h^{3} \sum_{r=0}^{N-1} \frac{(r+1)(r+2)}{2} f(t-r h)\right] \tag{2.11}
\end{equation*}
$$

and by induction, the generalized integer-order integral is

$$
\begin{equation*}
\frac{d^{-n} f(t)}{[d(t-a)]^{-n}} \equiv f^{(-n)}(t):=\lim _{h \rightarrow 0}\left[h^{n} \sum_{r=0}^{N-1}\binom{r+n-1}{r} f(t-r h)\right] \tag{2.12}
\end{equation*}
$$

Now, it is needed the unification of the two operators in Eq. (2.7) and in Eq. (2.12). For the generalized integral, the base $h$ can be expressed as $h=$ $(t-a) / N$, where $a$ is a real constant (the lower bound of the integral). The same expression can be used for the increment $h$ of the derivative operator in Eq. (2.7). Such choice leads to

$$
\begin{equation*}
\frac{d^{n} f(t)}{d t^{n}}=\lim _{N \rightarrow \infty}\left\{\left(\frac{t-a}{N}\right)^{-n} \sum_{r=0}^{N-1}(-1)^{r}\binom{n}{r} f\left[t-r\left(\frac{t-a}{N}\right)\right]\right\} \tag{2.13}
\end{equation*}
$$

for the derivative of order $n$. While the integral of order $n$ is

$$
\begin{equation*}
\frac{d^{-n} f(t)}{d(t-a)^{-n}}=\lim _{N \rightarrow \infty}\left\{\left(\frac{t-a}{N}\right)^{n} \sum_{r=0}^{N}\binom{r+n-1}{r} f\left[t-r\left(\frac{t-a}{N}\right)\right]\right\} \tag{2.14}
\end{equation*}
$$

The two definitions in Eq. (2.13) and in Eq. (2.14) are still not unified. In order to do this, it is necessary to use a property of the binomial coefficient. Such coefficient, denoted by $C(n, k)$, is usually defined as

$$
\begin{equation*}
C(n, k)=\binom{n}{r}:=\frac{n!}{(n-r)!r!} \tag{2.15}
\end{equation*}
$$

It has the property

$$
\begin{equation*}
\binom{n}{r}=\binom{n}{n-r}=(-1)^{r}\binom{r-n-1}{r} \tag{2.16}
\end{equation*}
$$

and with the aid of such property, it is possible to prove that the derivative in Eq. (2.13) and the integral in Eq. (2.14) are equivalent. Indeed, the relation

$$
\begin{equation*}
(-1)^{r}\binom{n}{r}=\binom{r-n-1}{r} \tag{2.17}
\end{equation*}
$$

holds true for $n \in \mathbb{N}$.
In order to extend the definition of derivation and integration to the real and/or complex order, it is necessary to generalize the binomial coefficient with the aid of the Euler gamma function. This special function, introduced in the previous Chapter, is strictly related to the binomial coefficients, according to the property in Eq. (1.7). Using such property, the Eq. (2.17) can be expressed through the gamma function as

$$
\begin{equation*}
\binom{r-\alpha-1}{r}=\frac{(r-\alpha-1)!}{(-\alpha-1)!r!}=\frac{\Gamma(r-\alpha)}{\Gamma(-\alpha) \Gamma(r+1)} \tag{2.18}
\end{equation*}
$$

observe that in this latter case the real number $\alpha \in \mathbb{R}$ in the binomial coefficient appears.

The derivation (2.13) and the integration (2.14) for integer-value of the order $n$ have been defined previously. Now, the extension to non-integer order cases can be readily obtained replacing the Eq. (2.18) in the Eq. (2.13). In this way the Grünwald-Letnikov differintegral is given as

$$
\begin{equation*}
\left(\mathrm{D}_{a^{+}}^{\alpha} f\right)(t):=\lim _{N \rightarrow \infty}\left\{\left(\frac{t-a}{N}\right)^{-\alpha} \frac{1}{\Gamma(-\alpha)} \sum_{r=0}^{N-1} \frac{\Gamma(r-\alpha)}{\Gamma(r+1)} f\left[t-r\left(\frac{t-a}{N}\right)\right]\right\} \tag{2.19}
\end{equation*}
$$

Such definition has some useful advantages respect than the other next definitions. Indeed,

- the integral or the derivative of the function $f(t)$ not explicitly appear;
- it permits to get the approximate numerical solutions of several fractional derivatives and integrals (e.g. see [49]);
- it is readily applicable to various function.


### 2.2.2 The Riemann-Liouville definition

The definition of integral by Cauchy (Augustin-Louis, French mathematician and engineering, 1789-1857) is

$$
\begin{align*}
\left(\mathrm{I}_{a^{+}}^{n} f\right)(t)=\frac{d^{-n} f(t)}{d(t-a)^{-n}} & :=\int_{a}^{t} \int_{a}^{\tau_{n-1}} \ldots \int_{a}^{\tau_{1}} f(\tau) d \tau d \tau_{1} \ldots d \tau_{n-1}  \tag{2.20}\\
& =\frac{1}{(n-1)!} \int_{a}^{t}(t-\tau)^{n-1} f(\tau) d \tau
\end{align*}
$$

in this way the multiple integral is represented as a convolution integral in which the kernel is $(t-\tau)^{n-1}$. By using the property of the Euler gamma function the Cauchy multiple integral formula can be generalized to the noninteger order case, obtaining the Riemann-Liouville (RL) definition. In this regard, by replacing the factorial $(n-1)$ ! with the gamma function, and the integer order $n$ with generic order $\alpha$ (real or complex), the following relation holds:

$$
\begin{equation*}
\left(\mathrm{I}_{a^{+}}^{\alpha} f\right)(t)=\frac{d^{-\alpha} f(t)}{d(t-a)^{-\alpha}}:=\frac{1}{\Gamma(\alpha)} \int_{a}^{t}(t-\tau)^{\alpha-1} f(\tau) d \tau \tag{2.21}
\end{equation*}
$$

The Eq. (2.21) is known as Riemann-Liouville fractional integral, since $\Re(\alpha)>0$, and it holds true for $\alpha \in \mathbb{C}$. According the Davis notation, the integral is also denoted by ${ }_{a} I_{t}^{\alpha} f(t)$. In particular, this integral represents the left-sided integral, since the lower bound is the parameter $a$, and then $t>a$. The rightsided integral can be obtained chosen as lower bound the integration variable $t$. That is,

$$
\begin{equation*}
\left(\mathrm{I}_{b^{-}}^{\alpha} f\right)(t):=\frac{1}{\Gamma(\alpha)} \int_{t}^{b}(\tau-t)^{\alpha-1} f(\tau) d \tau \tag{2.22}
\end{equation*}
$$

in this case the parameter $b$ is such that $b>t$. For the Davis notation the right-sided integral is also denoted by ${ }_{t}{ }_{b}^{\alpha} f(t)$.

The left-sided (2.21) and right-sided R-L (2.22) integrals with lower/upper bound $\mp \infty$ can be write as convolution

$$
\begin{equation*}
\left(\mathrm{I}_{ \pm}^{\alpha} f\right)(t):=\frac{1}{\Gamma(\alpha)} \int_{-\infty}^{\infty} \tau_{ \pm}^{\alpha-1} f(t-\tau) d \tau=\frac{1}{\Gamma(\alpha)} \int_{0}^{\infty} \tau^{\alpha-1} f(t \pm \tau) d \tau \tag{2.23}
\end{equation*}
$$

where $\Re(\alpha)>0,\left(\mathrm{I}_{+}^{\alpha} f\right)(t)$ and $\left(\mathrm{I}_{-}^{\alpha} f\right)(t)$ denote the left-sided and right-sided R-L integral, respectively. The Eq. (2.23) represents the fractional integrals on the whole real axis.

The Riemann-Liouville fractional derivative can be readily obtained from the definition of R-L fractional integral. In particular, by considering that the derivative of order $n$ can be represented as the derivative of order $n+m$ of the $m$-order primitive function, the non-integer order the definition is obtained:

$$
\begin{equation*}
\left(D_{a^{+}}^{\alpha} f\right)(t):=\frac{1}{\Gamma(n-\alpha)}\left(\frac{d}{d t}\right)^{n} \int_{a}^{t} \frac{f(\tau)}{(t-\tau)^{\alpha-n+1}} d \tau \tag{2.24}
\end{equation*}
$$

where $(n-1)<\Re(\alpha)<n$. The Eq. (2.24) represents the left-sided derivative, since $t>a$. Instead, chosen an upper bound $b: t<b$, the right-sided derivative is defined as

$$
\begin{equation*}
\left(D_{b^{-}}^{\alpha} f\right)(t):=\frac{1}{\Gamma(n-\alpha)}\left(-\frac{d}{d t}\right)^{n} \int_{t}^{b} \frac{f(\tau)}{(\tau-t)^{\alpha-n+1}} d \tau \tag{2.25}
\end{equation*}
$$

For the Davis notation the right-sided and left-sided derivative are denoted by ${ }_{a} D_{t}^{\alpha} f(t)$ and ${ }_{t} D_{b}^{\alpha} f(t)$ respectively.

In the previous definitions appear the backward difference $(t-\tau)$ in the convolution integral. If the forward difference $(t+\tau)$ is chosen, then another definition, known as Weil differintegral operator, is obtained.

Observe that the R-L derivative of a constant is not zero, indeed:

$$
\begin{equation*}
D_{0^{+}}^{\alpha} c=\frac{c t^{-\alpha}}{\Gamma(1-\alpha)} \tag{2.26}
\end{equation*}
$$

## The Courant-Hilbert differintegral

Another definition was proposed by Courant and Hilbert in the 1962. That is,

$$
\begin{equation*}
\frac{d^{\frac{1}{2}} f(t)}{d(t-a)^{\frac{1}{2}}}:=\frac{1}{\sqrt{\pi}} \frac{d}{d t} \int_{a}^{t} \frac{f(\tau)}{\sqrt{t-\tau}} d \tau \tag{2.27}
\end{equation*}
$$

This operator is known as Courant-Hilbert differintegral, and it is nothing else that a particular case of Eq. (2.24) with $\alpha=\frac{1}{2}$.

### 2.2.3 Riesz fractional integrals

The Riesz fractional integral, denoted by $\left(\mathbf{I}^{\alpha} f\right)(t)$, is defined as

$$
\begin{equation*}
\left(\mathbf{I}^{\gamma} f\right)(t):=\frac{1}{2 v_{c}(\alpha)} \int_{-\infty}^{\infty} \frac{f(\tau)}{|t-\tau|^{1-\alpha}} d \tau \tag{2.28}
\end{equation*}
$$

where $v_{c}(\alpha)=\Gamma(\alpha) \cos (\alpha \pi / 2)$. The Eq. (2.28) holds true for $\Re(\alpha)>0$, and $\Re(\alpha) \neq 1,3,5, \ldots$.

The complementary Ries integral, denoted by $\left(\mathbf{H}^{\alpha} f\right)(t)$, is defined as

$$
\begin{equation*}
\left(\mathbf{H}^{\gamma} f\right)(t)=\frac{1}{2 v_{s}(\alpha)} \int_{-\infty}^{\infty} \frac{f(\tau) \operatorname{sgn}(t-\tau)}{|t-\tau|^{1-\alpha}} d \tau \tag{2.29}
\end{equation*}
$$

where $v_{s}(\alpha)=\Gamma(\alpha) \sin (\alpha \pi / 2)$. The Eq. (2.29) is valid for $\Re(\alpha)>0$, and $\Re(\alpha) \neq 2,4,6, \ldots$.

The Riesz integrals are related to the R-L definitions. Indeed, simple mathematical considerations lead to:

$$
\begin{align*}
\left(\mathbf{I}^{\alpha} f\right)(t) & =\frac{\Gamma(\alpha)}{2 v_{c}(\alpha)}\left[\left(\mathrm{I}_{+}^{\alpha} f\right)(t)+\left(\mathrm{I}_{-}^{\alpha} f\right)(t)\right]  \tag{2.30}\\
\left(\mathbf{H}^{\alpha} f\right)(t) & =\frac{\Gamma(\alpha)}{2 v_{s}(\alpha)}\left[\left(\mathrm{I}_{+}^{\alpha} f\right)(t)-\left(\mathrm{I}_{-}^{\alpha} f\right)(t)\right] \tag{2.31}
\end{align*}
$$

where $\left(\mathrm{I}_{+}^{\alpha} f\right)(t)$ and $\left(\mathrm{I}_{-}^{\alpha} f\right)(t)$ are expressed in Eq. (2.23).

### 2.2.4 Caputo's approach

Another definition has been provided by Michele Caputo, and it is applied to solve several physical problems.

The Riemann-Liouville definition represents an accurate mathematica tool, but often it is unsuitable to solve and/or to model real physical problems. In particular, the solution of fractional differential equations with R-L derivatives can be found if the initial conditions are expressed as the involved fractional operators. Such derivatives, having no physical meaning, are unknown in the physical problems, then they do not permit to represent also the initial condition of those problems.

The Caputo's approach $[18,19]$, overcomes the limitations of the R-L definition. Since, it permits to define the fractional derivative and/or integral of
the function $f(t)$ by using initial conditions expressed as integer-order derivative. In this manner, when there is a fractional differential equation with Caputo's fractional operators, the solution can be evaluated by the knowledge of a certain number of initial conditions expressed as the classical way. To model the mechanical behavior of real materials, the fractional derivation is common used in the rheology. In this physical field there are some problems in which the initial conditions are known in terms of integer-order derivatives (e.g. the deformation rate is the first-order derivative in time of the strain history). The Caputo's formulation permits to solve this kind of problems, providing an accurate modeling of the phenomena.
M. Caputo, around the 1967, provided the following definition of fractional operator:

$$
\begin{equation*}
\left({ }_{C} D_{a^{+}}^{\alpha} f\right)(t):=\frac{1}{\Gamma(n-\alpha)} \int_{a}^{t} \frac{f^{(n)}(\tau)}{(t-\tau)^{\alpha+1-n}} d \tau \tag{2.32}
\end{equation*}
$$

which is known as Caputo's differintegral and it is valid for $n-1<\alpha<n$. The Eq. (2.32) is obtained as a kind of interpolation of the integer-order derivative. Indeed, if $\alpha \rightarrow n$ the Eq. (2.32) leads to $n$-order derivative of the function $f(t)$. In this case, the Caputo's derivative of a constant is zero.

In certain cases, in which the function $f(t)$ has particular properties when $t \rightarrow-\infty$, and under specific initial conditions, the R-L derivative and the Caputo's one coincide.

### 2.3 Properties of fractional operators

The properties of classical derivation and integration can be extended to the fractional operators. This shows that the integer-order differential/integral calculus is nothing else that a subset of the fractional calculus.

This section introduces just three fundamental property of the fractional operators, that is, the linearity that concerns the summation of two operators; the Leibniz rule that affects the product; and the semigroup property, which is useful for multiple integration and derivation.

### 2.3.1 The linearity

The fractional derivative is a linear operator. Considering two function $f(t)$ and $g(t)$, and two parameters $\lambda, \mu \in \mathbb{C}$, the following relation holds:

$$
\begin{equation*}
\left(D^{\alpha} \lambda f+\mu g\right)(t)=\lambda\left(D^{\alpha} f\right)(t)+\mu\left(D^{\alpha} g\right)(t) \tag{2.33}
\end{equation*}
$$

this property of fractional derivative is a consequence of its definition.
In order to show this property, consider the Grünwald-Letnikov definition, for which:

$$
\begin{align*}
& \left(\mathrm{D}_{a^{+}}^{\alpha} \lambda f+\mu g\right)(t)=\lim _{\substack{h \rightarrow 0 \\
n h t-a}} h^{-\alpha} \sum_{r=0}^{n}(-1)^{r}\binom{\alpha}{r}[\lambda f(t-r h)+\mu g(t-r h)] \\
& \quad=\lambda \lim _{\substack{h \rightarrow 0 \\
n h=t-a}} h^{-\alpha} \sum_{r=0}^{n}(-1)^{r}\binom{\alpha}{r} f(t-r h)+\mu \lim _{\substack{h \rightarrow 0 \\
n h=t-a}} h^{-\alpha} \sum_{r=0}^{n}(-1)^{r}\binom{\alpha}{r} g(t-r h) \tag{2.34}
\end{align*}
$$

that leads to

$$
\begin{equation*}
\left(\mathrm{D}_{a^{+}}^{\alpha} \lambda f+\mu g\right)(t)=\lambda\left(\mathrm{D}_{a^{+}}^{\alpha} f\right)(t)+\mu\left(\mathrm{D}_{a^{+}}^{\alpha} g\right)(t) \tag{2.35}
\end{equation*}
$$

The property can be proved considering the other definitions.

### 2.3.2 The Leibniz rule

Take two function $f(t)$ and $\varphi(t)$, the Leibniz rule permits to evaluate the $n$ derivative of their product:

$$
\begin{equation*}
\frac{d^{n}}{d t^{n}}[\varphi(t) f(t)]=\sum_{r=0}^{n}\binom{n}{r} \varphi^{(r)}(t) f^{(n-r)}(t) \tag{2.36}
\end{equation*}
$$

where $\binom{n}{r}$ represents the binomial coefficient, and $\varphi^{(r)}(t)$ is the $r$-order derivative.

In order to demonstrate that the Leibniz rule is still available for fractional operators, let consider the Grünwald-Letnikov derivative of order $\alpha \in \mathbb{R}$ :

$$
\begin{equation*}
\left(\mathrm{D}_{a^{+}}^{\alpha} \varphi f\right)(t)=\sum_{r=0}^{n}\binom{\alpha}{r} \varphi^{(r)}(t)\left(\mathrm{D}_{a^{+}}^{\alpha-r} f\right)(t)-\mathrm{R}_{n}^{\alpha}(t) \tag{2.37}
\end{equation*}
$$

which is obtained under the assumptions that $n \geq \alpha+1$, that the function $f(\tau)$ is continuous in the range $[a, t]$, and that $\varphi(\tau)$ admits $n+1$ continuous derivatives in the domain $[a, t]$. The second term of the Eq. (2.37) is

$$
\begin{equation*}
\mathrm{R}_{n}^{\alpha}(t)=\frac{1}{n!\Gamma(-\alpha)} \int_{a}^{t}(t-\tau)^{-\alpha-1} f(\tau) d \tau \int_{\tau}^{t} \varphi^{(n+1)}(\xi)(\tau-\xi)^{n} d \xi \tag{2.38}
\end{equation*}
$$

and represents a sort of remainder, which is due to the fact that the summation in Eq. (2.37) does not have infinite terms, but it is truncated at finite number
n. By using infinite terms in the summation, the Leibniz rule for fractional derivatives becomes:

$$
\begin{equation*}
\left(\mathrm{D}_{a^{+}}^{\alpha} \varphi f\right)(t)=\sum_{r=0}^{\infty}\binom{\alpha}{r} \varphi^{(r)}(t)\left(\mathrm{D}_{a^{+}}^{\alpha-r} f\right)(t)(t) . \tag{2.39}
\end{equation*}
$$

Also in this case, the shown property can be proved by other definitions of fractional derivative.

### 2.3.3 The semigroup rule

Considering a function $f(t)$, which is integrable for both order $\alpha_{1}$ and $\alpha_{2}$, with $\Re\left(\alpha_{1}\right)>0$ and $\Re\left(\alpha_{2}\right)>0$, then the following relation holds:

$$
\begin{equation*}
\left(I_{a^{+}}^{\alpha_{1}} I_{a^{+}}^{\alpha_{2}} f\right)(t)=\left(I_{a^{+}}^{\alpha_{2}} a_{a^{+}}^{\alpha_{1}} f\right)(t)=\left(I_{a^{+}}^{\alpha_{1}+\alpha_{2}} f\right)(t) \tag{2.40}
\end{equation*}
$$

this property is still available for right-sided integration, then:

$$
\begin{equation*}
\left(\mathrm{I}_{b^{-}}^{\alpha_{1}} I_{a^{-}}^{\alpha_{2}} f\right)(t)=\left(\mathrm{I}_{b^{-}}^{\alpha_{2}} \mathrm{a}_{b_{1}^{-}}^{\alpha_{1}} f\right)\left(\mathrm{I}_{b^{-}}^{\alpha_{1}+\alpha_{2}} f\right)(t) . \tag{2.41}
\end{equation*}
$$

The Eq. (2.40) is known as semigroup property. Observe that the integration is also commutative.

Take an $\alpha: \Re(\alpha)>0$, then:

$$
\begin{align*}
& \left(D_{a^{\alpha}}^{\alpha} I_{a}^{\alpha} f\right)(t)=f(t),  \tag{2.42}\\
& \left(D_{b-}^{\alpha} I_{b^{-}}^{\alpha} f\right)(t)=f(t) .
\end{align*}
$$

The Eqs. (2.42) can be proved by the R-L definition. Indeed, by using this definition from the first of Eqs. (2.42), the following equality holds:

$$
\begin{equation*}
\left(D_{a^{+}}^{\alpha} I_{a^{+}}^{\alpha} f\right)(t)=\frac{d^{n}}{d t^{n}}\left\{\left(D_{a^{+}}^{-n+\alpha} I_{a^{+}}^{\alpha} f\right)(t)\right\}=f(t), \quad \text { with } n=\Re(\alpha)+1 \tag{2.43}
\end{equation*}
$$

the latter operation, between derivative and integral, is not commutative, therefore:

$$
\begin{align*}
& \left(\mathrm{I}_{a^{\alpha}}^{\alpha} D_{a^{+}}^{\alpha} f\right)(t) \neq f(t), \\
& \left(\mathrm{I}_{b^{-}}^{\alpha} D_{b^{-}}^{\alpha}-f\right)(t) \neq f(t) . \tag{2.44}
\end{align*}
$$

Another particular case can be obtained if $\Re(\alpha)>\Re(\gamma)>0$ :

$$
\begin{align*}
& \left(D_{a^{\gamma}}^{\gamma} \mathrm{I}_{a^{\alpha}}^{\alpha}\right)(t)=\left(\mathrm{I}_{a^{+}}^{\alpha-\gamma} f\right)(t), \\
& \left(D_{b^{-}}^{\gamma} \mathrm{I}_{b^{-}}^{\alpha} f\right)(t)=\left(\mathrm{I}_{b^{-}}^{\alpha-\gamma} f\right)(t) \tag{2.45}
\end{align*}
$$

Moreover, considering an $\alpha: \Re(\alpha)>0$ and an $n \in \mathbb{N}$, then:

$$
\begin{align*}
& \frac{d^{n}}{d t^{n}}\left(D_{a^{+}}^{\alpha} f\right)(t)=\left(D_{a^{+}}^{\alpha+n} f\right)(t)  \tag{2.46}\\
& \frac{d^{n}}{d t^{n}}\left(D_{b^{-}}^{\alpha} f\right)(t)=(-1)^{n}\left(D_{b^{-}}^{\alpha+n} f\right)(t)
\end{align*}
$$

### 2.4 Laplace transform of fractional operators

In this section the introduced concepts about the Laplace transform are extended to the fractional operators. This mathematical transformation is useful in order to solve the fractional differential equations. For this reason it is commonly used when the fractional calculus is applied to describe physical phenomena.

### 2.4.1 Laplace transform of Riemann-Liouville fractional derivative

The Laplace transform of the Riemann-Liouville fractional derivative of order $\Re(\alpha)>0$ with lower bound $a=0$ is

$$
\begin{equation*}
\mathcal{L}\left\{\left(D_{0^{+}}^{\alpha} f\right)(t) ; s\right\}=s^{\alpha} \mathrm{F}_{\mathcal{L}}(s)-\sum_{r=0}^{n-1} s^{r}\left[\left(D_{0^{+}}^{\alpha-r-1} f\right)(t)\right]_{t=0} \tag{2.47}
\end{equation*}
$$

where $\alpha$ : $n-1 \leq \alpha<n$.
In this mathematical transformation the values of the R - L fractional derivatives at the origin appear. In the physical problems described by fractional differential equations, the R-L formulation cannot be used, since this fractional derivative at the origin have no physical meaning.

### 2.4.2 Laplace transform of Caputo's fractional derivative

The Laplace transform of the Caputo's fractional derivative leads to:

$$
\begin{equation*}
\mathcal{L}\left\{\left({ }_{c} D_{0^{+}}^{\alpha} f\right)(t) ; s\right\}=s^{\alpha} \mathrm{F}_{\mathcal{L}}(s)-\sum_{r=0}^{n-1} s^{\alpha-r-1} f^{(r)}(0) \tag{2.48}
\end{equation*}
$$

where $\alpha$ : $n-1 \leq \alpha<n$.
Observe that in this case the integer derivatives at the origin appear. This is an important characteristic of this kind of fractional derivatives, since the

Eq. (2.48) can be applied to solve physical problems in which the Caputo's fractional derivatives appear, and when the initial conditions are given in terms of integer derivative. Under a physical point of view, the difference by the Eq. (2.47) and the Eq. (2.48) is crucial, since the integer-order derivative at the origin has a physical meaning (e.g.: if $x(t)$ is the displacement function, $x^{\prime}(0)$ is the initial velocity, $f^{\prime \prime}(0)$ is the initial acceleration).

### 2.4.3 Laplace transform of Grünwald-Letnikov fractional derivative

Applying the Laplace transform to the Grünwald-Letnikov definition, the following relation is given:

$$
\begin{equation*}
\mathcal{L}\left\{\left(\mathrm{D}_{0^{+}}^{\alpha} f\right)(t) ; s\right\}=\frac{f(0)}{s^{1-\alpha}}+\frac{1}{s^{1-\alpha}}\left[s \mathrm{~F}_{\mathcal{L}}(s)-f(0)\right]=s^{\alpha} \mathrm{F}_{\mathcal{L}}(s) \tag{2.49}
\end{equation*}
$$

where $0 \leq \alpha<1$, and the lower bound is $a=0$. The assumption about the chosen order is due to the fact that the Laplace transform for $\alpha>1$ does not exist in this case in classical sense.

### 2.5 Fourier transform of fractional operators

In some physical problems, expressed by fractional differential equations, is useful to apply the Fourier transform. In this section the previous concepts about this mathematical transformation are extended to fractional derivatives and integrals.

### 2.5.1 Fourier transform of fractional integral

Considering the R-L fractional integrals on the whole real axis, that is with lower bound $a=-\infty$, and order $\alpha: 0<\alpha<1$, the previous definitions leads to:

$$
\begin{equation*}
\left(\mathrm{I}_{+}^{\alpha} f\right)(t)=\left(D_{+}^{-\alpha} f\right)(t):=\frac{1}{\Gamma(\alpha)} \int_{-\infty}^{t}(t-\tau)^{\alpha-1} f(\tau) d \tau \tag{2.50}
\end{equation*}
$$

by performing the Forier transform of (2.50), the following relation holds:

$$
\begin{equation*}
\mathcal{F}\left\{\left(D_{+}^{-\alpha} f\right)(t) ; \omega\right\}=(i \omega)^{-\alpha} \mathrm{F}_{\mathcal{F}}(\omega) \tag{2.51}
\end{equation*}
$$

where $\alpha \in \mathbb{R}$.

By using the Eq. (2.51) to left and right-sided fractional integrals $\left(I_{+}^{\alpha} f\right)(t)$, the Fourier transform becomes:

$$
\begin{equation*}
\mathcal{F}\left\{\left(\mathrm{I}_{ \pm}^{\alpha} f\right)(t) ; \omega\right\}=(\mp i \omega)^{-\alpha} \mathrm{F}_{\mathcal{F}}(\omega) \tag{2.52}
\end{equation*}
$$

where:

$$
\begin{equation*}
(\mp i \omega)^{-\alpha}=\left[\cos \left(\frac{\alpha \pi}{2}\right) \pm i \operatorname{sgn}(\omega) \sin \left(\frac{\alpha \pi}{2}\right)\right]|\omega|^{-\alpha} \tag{2.53}
\end{equation*}
$$

The Eq. (2.51), obtained from the R-L definition, is still available for the GrünwaldLetnikov $\left(\mathrm{D}_{+}^{-\alpha}.\right)(t)$ and the Caputo's definition $\left({ }_{c} D_{+}^{-\alpha}.\right)(t)$.

For the Riesz fractional integral and its complementary, by performing the Fourier transform to the Eq. (2.30) and Eq. (2.31) and by using the Eq. (2.53), the following relations hold:

$$
\begin{gather*}
\mathcal{F}\left\{\left(\mathbf{I}^{\alpha} f\right)(t) ; \omega\right\}=|\omega|^{-\alpha} \mathrm{F}_{\mathcal{F}}(\omega),  \tag{2.54}\\
\mathcal{F}\left\{\left(\mathbf{H}^{\alpha} f\right)(t) ; \omega\right\}=i \operatorname{sgn}(\omega)|\omega|^{-\alpha} \mathrm{F}_{\mathcal{F}}(\omega) . \tag{2.55}
\end{gather*}
$$

### 2.5.2 Fourier transform of fractional derivative

As it was done in the previous case, consider the fractional derivative with lower bound $a=-\infty$ :

$$
\begin{equation*}
\left(D_{+}^{\alpha} f\right)(t)=\frac{1}{\Gamma(n-\alpha)} \int_{-\infty}^{t} \frac{f^{(n)}(\tau)}{(t-\tau)^{\alpha+1-n}} d \tau=\left(D_{+}^{\alpha-n} f^{(n)}\right)(t) \tag{2.56}
\end{equation*}
$$

under the assumption that the function $f(t)$ is derivable $n$-times, and where $\alpha: n-1<\alpha<n$.

The Fourier transform of Eq. (2.56), taking into account the Eqs. (2.51) and (1.63), is

$$
\begin{equation*}
\mathcal{F}\left\{\left(D_{+}^{\alpha} f\right)(t) ; \omega\right\}=(-i \omega)^{\alpha} \mathrm{F}_{\mathcal{F}}(\omega) \tag{2.57}
\end{equation*}
$$

That expression is common used to solve several physical problem. For example, the equation of the harmonic oscillator with fractional dampers is

$$
\begin{equation*}
\ddot{x}(t)+a\left(D_{+}^{\alpha} x\right)(t)+b x(t)=g(t) \tag{2.58}
\end{equation*}
$$

it has been studied by H. Beyer and S. Kempfle [13], by the Fourier transform.

### 2.6 Mellin transform of fractional operators

The Mellin transform is the more related to the fractional operators among the all integral transformations. This fact is due to the power-law kernel of this transforms. Indeed, some fractional operators can be considered as Mellin transforms of some particular functions. This section shows how this mathematical transformation modifed the fractional derivatives and integrals in the Mellin domain.

### 2.6.1 Mellin transform of Riemann-Liouville fractional integral

In order to apply the Mellin transform to the R-L fractional integral, consider the case in which the lower bound is $a=0$ and take $\tau=t \xi$ :

$$
\begin{align*}
\left(\mathrm{I}_{+}^{\alpha} f\right)(t) & =\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1} f(\tau) d \tau=\frac{t^{\alpha}}{\Gamma(\alpha)} \int_{0}^{1}(1-\xi)^{\alpha-1} f(t \xi) d \xi  \tag{2.59}\\
& =\frac{t^{\alpha}}{\Gamma(\alpha)} \int_{0}^{\infty} f(t \xi) g(\xi) d \xi
\end{align*}
$$

where

$$
g(t)= \begin{cases}(1-t)^{\alpha-1}, & 0 \leq t<1 \\ 0, & t \geq 1\end{cases}
$$

The Mellin transform of the function $g(t)$ can be expressed by the gamma function:

$$
\begin{equation*}
\mathcal{M}\{g(t) ; s\}=\frac{\Gamma(\alpha) \Gamma(s)}{\Gamma(\alpha+s)} . \tag{2.60}
\end{equation*}
$$

Taking into account the Eqs. (1.84), (2.59), and (2.60), the Mellin transform of the fractional integral becomes:

$$
\begin{equation*}
\mathcal{M}\left\{\left(\mathrm{I}_{0^{+}}^{\alpha} f\right)(t) ; s\right\}=\frac{\Gamma(1-s-\alpha)}{\Gamma(1-s)} \mathrm{F}_{\mathcal{M}}(s+\alpha) \tag{2.61}
\end{equation*}
$$

where $\mathrm{F}_{\mathcal{M}}(s)$ denotes the Mellin transform of the function $f(t)$. Observe that Eq. (2.61) can be readily obtained by placing $n=-\alpha$ into the Eq. (1.87).

### 2.6.2 Mellin transform of Riemann-Liouville fractional derivative

Considering $0 \leq n-1<\alpha<n$ and $a=0$, by virtue of the R-L definition in Eq. (2.24) the following relation holds:

$$
\left(D_{0^{+}}^{\alpha} f\right)(t)=\frac{d^{n}}{d t^{n}}\left(D_{0^{+}}^{-n+\alpha} f\right)(t)
$$

As was done in the evaluation of the Mellin transform of integer-order derivative, in Eq. (1.86), it can be introduced a function $g(t)=\left(D_{0^{+}}^{n-\alpha} f\right)(t)$. Moreover, taking into account the previous definition in Eq. (2.61), the Mellin transform of the R-L fractional derivative is given as

$$
\begin{align*}
\mathcal{M}\left\{\left(D_{0^{+}}^{\alpha} f\right)(t) ; s\right\}= & \mathcal{M}\left\{\frac{d^{n}}{d t^{n}}\left(D_{0^{+}}^{\alpha-n} f\right)(t) ; s\right\}=\mathcal{M}\left\{g^{(n)}(t) ; s\right\} \\
= & \sum_{r=0}^{n-1} \frac{\Gamma(1-s+r)}{\Gamma(1-s)}\left[g^{(n-r-1)}(t) t^{s-r-1}\right]_{0}^{\infty} \\
& +\frac{\Gamma(1-s+n)}{\Gamma(1-s)} \mathrm{G}_{\mathcal{M}}(s-n) \\
= & \sum_{r=0}^{n-1} \frac{\Gamma(1-s+r)}{\Gamma(1-s)}\left[\frac{d^{n-r-1}}{d t^{n-r-1}}\left(D_{0^{+}}^{\alpha-n} f\right)(t) t^{s-r-1}\right]_{0}^{\infty} \\
& +\frac{\Gamma(1-s+n) \Gamma(1-s+n-n+\alpha)}{\Gamma(1-s) \Gamma(1-s+n)} \mathrm{F}_{\mathcal{M}}(s-n+n-\alpha), \tag{2.62}
\end{align*}
$$

or:

$$
\begin{align*}
\mathcal{M}\left\{\left(D_{0^{+}}^{\alpha} f\right)(t) ; s\right\}= & \sum_{r=0}^{n-1} \frac{\Gamma(1-s+r)}{\Gamma(1-s)}\left[\left(D_{0^{+}}^{\alpha-r-1} f\right)(t) t^{s-r-1}\right]_{0}^{\infty}+  \tag{2.63}\\
& +\frac{\Gamma(1-s+\alpha)}{\Gamma(1-s)} \mathrm{F}_{\mathcal{M}}(s-\alpha)
\end{align*}
$$

If $0<\alpha<1$, then the Eq. (2.63) becomes:

$$
\begin{equation*}
\mathcal{M}\left\{\left(D_{0^{+}}^{\alpha} f\right)(t) ; s\right\}=\left[\left(D_{0^{+}}^{\alpha-1} f\right)(t) t^{s-1}\right]_{0}^{\infty}+\frac{\Gamma(1-s+\alpha)}{\Gamma(1-s)} \mathrm{F}_{\mathcal{M}}(s-\alpha) \tag{2.64}
\end{equation*}
$$

Moreover, if $f(t)$ and $\Re(s)$ are such that all terms in the square brackets in the Eq. (2.63) become zero, then the Mellin transform takes the following simpler form:

$$
\begin{equation*}
\mathcal{M}\left\{\left(\mathrm{D}_{0^{+}}^{\alpha} f\right)(t) ; s\right\}=\frac{\Gamma(1-s+\alpha)}{\Gamma(1-s)} \mathrm{F}_{\mathcal{M}}(s-\alpha) \tag{2.65}
\end{equation*}
$$

### 2.6.3 Mellin transform of Caputo's fractional derivative

The Mellin transform of the Caputo's fractional derivative is

$$
\begin{align*}
\mathcal{M}\left\{\left({ }_{c} D_{0^{+}}^{\alpha} f\right)(t) ; s\right\}= & \mathcal{M}\left\{\left({ }_{C} D_{0^{+}}^{-n+\alpha} f^{(n)}\right)(t) ; s\right\} \\
= & \sum_{r=0}^{n-1} \frac{\Gamma(1-s-n+\alpha+r)}{\Gamma(1-s)}\left[f^{(n-r-1)}(t) t^{s+n-\alpha-r-1}\right]_{0}^{\infty} \\
& +\frac{\Gamma(1-s+\alpha)}{\Gamma(1-s)} \mathrm{F}_{\mathcal{M}}(s-\alpha) \tag{2.66}
\end{align*}
$$

that equation can be proved by the previous case.
If $0<\alpha<1$, Eq. (2.66) becomes:

$$
\mathcal{M}\left\{\left({ }_{c} D_{0^{+}}^{\alpha} f\right)(t) ; s\right\}=\frac{\Gamma(\alpha-s)}{\Gamma(1-s)}\left[f(t) t^{s-\alpha}\right]_{0}^{\infty}+\frac{\Gamma(1-s+\alpha)}{\Gamma(1-s)} \mathrm{F}_{\mathcal{M}}(s-\alpha)
$$

Moreover, if $f(t)$ and $\Re(s)$ are such that the first term of the Eq. (2.66) is equal to zero, the Mellin transform of the Caputo's derivative becomes:

$$
\begin{equation*}
\mathcal{M}\left\{\left({ }_{C} D_{0^{+}}^{\alpha} f\right)(t) ; s\right\}=\frac{\Gamma(1-s+\alpha)}{\Gamma(1-s)} \mathrm{F}_{\mathcal{M}}(s-\alpha) \tag{2.67}
\end{equation*}
$$

### 2.7 Some examples of fractional derivatives

This section reports some examples of fractional derivatives and integrals of common function. In particular, it will be considered operators with real differintegration order $\alpha \in \mathbb{R}$. More examples can be found in the Appendix.

### 2.7.1 Unit step function

Consider the Unit step function, denoted by $U(t)$, and defined as

$$
U(t)= \begin{cases}0, & t<0  \tag{2.68}\\ 1, & t>0\end{cases}
$$

By the Eq. (2.24), the R-L definition applied to the Unit step function $U(t)$ leads to

$$
\begin{equation*}
\left(D_{0^{+}}^{\alpha} U\right)(t)=\frac{t^{-\alpha}}{\Gamma(1-\alpha)^{-\alpha}} \tag{2.69}
\end{equation*}
$$



Figure 2.1: Fractional derivative of the Unit step function $U(t)$ with $t \geq 0, a=0$, and differentiation order $-1<\alpha<1$.
where the lower bound of the fractional derivative is $a=0$.
The Figure 2.1 shows the fractional derivative of the function $U(t)$ for $0<$ $t<1$, with fractional order $\alpha \in[-1,1]$. It can be observed that for $\alpha=0$ the graph represents the Unit step function, for $\alpha=1$ the first-order derivative is shown (the delta Dirac function), instead, for $\alpha=-1$ the primitive, i.e. the ramp function is given. All fractional values represent the fractional derivative (for $0<\alpha \leq 1$ ) or the fractional integral (for $-1 \leq \alpha<0$ ).

### 2.7.2 Power-law function

Consider the following power-law function:

$$
\begin{equation*}
f(t)=(t-a)^{v} \tag{2.70}
\end{equation*}
$$

where $v \in \mathbb{R}$. By choosing a value $n$ such that $n-1 \leq \alpha \leq n$, the $\mathrm{R}-\mathrm{L}$ definition in Eq. (2.24) leads to:

$$
\begin{equation*}
\left(D_{a^{+}}^{\alpha} f\right)(t)=\frac{d^{n}}{d t^{n}}\left(D_{a^{+}}^{-n+\alpha} f\right)(t) \tag{2.71}
\end{equation*}
$$

By placing $\gamma=n-\alpha$ the following relation holds:

$$
\begin{equation*}
\left(D_{a^{+}}^{-\gamma}(t-a)^{v}\right)(t)=\frac{\Gamma(1+v)}{\Gamma(1+v+\gamma)}(t-a)^{v+\gamma} \tag{2.72}
\end{equation*}
$$

and by simple manipulation the equation

$$
\begin{equation*}
\left(D_{a^{+}}^{\alpha}(t-a)^{v}\right)(t)=\frac{\Gamma(1+v)}{\Gamma(1+v-\alpha)}(t-a)^{v-\alpha} \tag{2.73}
\end{equation*}
$$

holds true, under the assumptions that $v>-1$.

## Chapter 3

## Linear viscoelastic stress-strain constitutive law

This Chapter introduces some concepts about the linear viscoelasticity, with special regard to the classical modeling approach, based on the discrete mechanical models (springs and dashpots). Another formulation, known as Boltzmann superposition principle, is also introduced. In the end of the Chapter, the fractional viscoelastic model, based on the fractional calculus, is presented, and the advantages of this kind of modeling are discussed.

### 3.1 Preliminary remarks

The main characteristic of solids is that they have own shapes, in particular the elastic solid shows a deformation if there is an external load, but that deformation disappears when the external load finish, and the solids recover the original shape. Instead, the liquids do not have own shapes, it means that the internal stress does not depend of the deformation (that also is indefinable). In particular, for the newtonian liquids the internal stress linear depends on the deformation rate by a characteristic parameters of the liquid (visosity).

The viscoelasticity denotes a typical behavior of such materials that shown solid and liquid characteristic at the same time. In other words, the viscoelastic material is characterized by two bounder behavior: the solid-elastic behavior and the liquid-viscous one. This is a common behavior of polymeric materials [43, 62, 78, 92, 106], biological tissues [89, 90, 131], bones [30], mortars [121], resins [43], wood [63], asphalt and bitumen mixture [1, 34], some
kind of rocks [132], ecc.
In the structural engineering the study of the viscoelastic properties of materials is an important research field. This is due to the fact that the viscoelasticity allows to predict the long-time effect in the structures and it also permits to characterize the real stress-strain relation of all construction materials. Moreover, in recent years complex materials, obtained with the aid of sophisticated industrial processes aiming to enhance stiffness and strength of materials, are increasingly used in engineering applications. For this kind of materials the mechanical characterization needs to consider the viscoelastic properties.

In order to describe the viscoelastic behavior is needed to consider the time variable. For this reason it will be introduced the stress history and the strain history. Moreover, these properties of real materials will be investigated with introducing time dependent measures of stress (relaxation test) and/or strain (creep test).

Any real material shows a time-dependent stress-strain relation, for this reason the viscoelasticity represents an important aspect that cannot be neglected when the mechanical characterization is performed.

### 3.2 The elastic Hooke's model

The linear elastic stress-strain relation used to describe the mechanical behavior of the solid is

$$
\begin{equation*}
\sigma=E \varepsilon \tag{3.1}
\end{equation*}
$$

where $\sigma$ represents the stress (Pascal), $\varepsilon$ denotes the strain, and $E$ is a characteristic coefficient of the material (Pascal). The Eq. (3.1), known as Hooke's law, is commonly modeled by a perfect spring with constant stiffness $E$, as represented in Figure 3.1(a).

The Hooke's law represents a stress-strain relation in which the involved mechanical quantities do not depend of the time. Indeed, if the elastic solid is subjected in the time to a constant stress $\sigma$, the corresponding deformation $\varepsilon$ does not depend by time. Moreover, if the imposed stress goes to zero, the deformation becomes null without loss of energy. This means that the expended work during the loading phase is totally recovered during the unloading phase.


Figure 3.1: Hooke' model.

### 3.3 The viscous Newton-Petroff model

The viscous model, used to describe the stress-strain relation in the liquid, is represented by the relation

$$
\begin{equation*}
\sigma(t)=\mu \dot{\varepsilon}(t) \tag{3.2}
\end{equation*}
$$

where $\sigma(t)$ is the stress history, $\dot{\varepsilon}(t)$ is the strain rate $\left(\sec ^{-1}\right)$, and $\mu$ is a characteristic parameter of the liquid, known as viscosity (Pascal sec $=10$ Poise). The viscosity depends on the material and is also variable with temperature.

The Eq. (3.2) is common represented by a dashpot with viscosity as damping coefficient $\mu$ as shown in Figure 3.2(a).

(a) Perfect dashpot with damp-
(b) Constant imposed stress and strain ing coefficient $\mu$

Figure 3.2: Newton-Petroff model.
The Eq. (3.2) is known as Newton-Petroff law, and shows that the stress $\sigma(t)$ does not depend of the strain $\varepsilon(t)$ but of its temporal rate. The external
energy is not accumulated by the fluid (that is unable to return to the initial configuration) and then it is entirely converted into heat. In other words, the viscous fluid flows in an irreversible manner under the effect of an external stress.

It should be stated that there are other kinds of fluids, known as nonNewtonian, in which there is not a proportional link between the stress $\sigma(t)$ and the deformation rate $\dot{\varepsilon}(t)$.

### 3.4 The viscoelastic model

The viscoelastic materials have a particular behavior intermediate between the purely elastic one and the perfect Newtonian. All materials are viscoelastic, that is, whether in a solid is applied a constant load can be observed that the corresponding deformation history increases, i.e. it flows (Creep), or if it is applied a constant deformation, the stress history decays (Relaxation). Obviously, these phenomena are more evident in some materials, like rubbers, polymers, biological tissues, but less evident in other materials, like steel, rocks.

The classical way to describe this particular behavior is by some mechanical models in which there are perfect springs and dashpots assembled each other.

### 3.4.1 The Maxwell model

The Maxwell model is depicted in Figure 3.3(a). It is composed by a perfect spring with stiffness $E$, and a dashpot with coefficient $\mu$ connected in series. Assume with $\varepsilon_{e}(t)$ the elongation of the spring and with $\varepsilon(t)$ the total elongation of the Maxwell model. The stress-strain relation is given by the following two equations:

$$
\begin{equation*}
\sigma(t)=E \varepsilon_{e}(t), \quad \sigma(t)=\mu\left[\dot{\varepsilon}(t)-\dot{\varepsilon}_{e}(t)\right] \tag{3.3}
\end{equation*}
$$

properly combining the two equations the following relation is obtained:

$$
\begin{equation*}
\mu \dot{\sigma}(t)+E \sigma(t)=E \mu \dot{\varepsilon}(t) \tag{3.4}
\end{equation*}
$$

that can be expressed in canonical form

$$
\begin{equation*}
\dot{\sigma}(t)+v \sigma(t)=E \dot{\varepsilon}(t) \tag{3.5}
\end{equation*}
$$



Figure 3.3: Maxwell model.
where

$$
v=\frac{E}{\mu}\left(\sec ^{-1}\right)
$$

For such equation has to be added the initial condition at $t=0\left(\sigma(0)=\sigma_{0}\right)$. The set of initial condition and the Eq. (3.5) allow to get the stress history caused by an imposed strain history $\varepsilon(t)$. The solution of the differential equation in Eq. (3.5) is the summation of the homogeneous $\sigma_{o m}(t)$ and the particular solution $\sigma_{p}(t)$, the latter depends on the forced strain history $\dot{\varepsilon}(t)$. That is,

$$
\begin{equation*}
\sigma(t)=B e^{-v t}+\sigma_{p}(t) \tag{3.6}
\end{equation*}
$$

where $B$ is an integration constant which depends on the initial condition $\sigma_{0}$ and of $\left.\sigma_{p}(t)\right|_{t=0}$. Assuming $\dot{\varepsilon}(t)=0, \forall t>0$, the following relation holds:

$$
\begin{equation*}
\sigma(t)=\sigma_{0} e^{-\mu t} \tag{3.7}
\end{equation*}
$$

this equation shows that the stress history decays under a constant strain history, this phenomenon can be experimentally observed. The physics of this system can be summarized as follows: applying a constant deformation in a specimen, at the origin $t=0$ the spring adsorbs the all stress and assumes a deformation configuration, in which the total strain is elastic $\varepsilon_{e}(0)=\sigma(0) / E$, in the initial step the dashpot behavior is the same of a rigid element, because the incompressible fluid in the dashpot does not have time to flows inside the chamber. After this step, the fluid inside the dashpot chamber flows, the total deformation remains constant but the elastic deformation $\varepsilon_{e}(t)$ decays, the spring starts to release the stored energy. At $t=\infty$, the elastic deformation is entirely transferred to the dashpot, thus $\varepsilon_{e}(t)=0$.

### 3.4.2 The Kelvin-Voigt model

Another classical way to model the viscoelastic behavior is by the Kelvin-Voigt model. This is obtained by the connection in parallel of a perfect spring with a ideal dashpot. This model is depicted in Figure 3.4(a).

(a) Spring and dashpot connected in parallel

(b) Constant imposed stress and strain

Figure 3.4: Kelvin Voigt model.
In this case the stress in the spring and in the dashpot are different but the deformation is the same. The stress in the spring, denoted by $\sigma_{e}(t)$, and the stress in the dashpot, denoted by $\sigma_{\mu}(t)$, are given by the following expression:

$$
\begin{equation*}
\sigma_{e}(t)=E \varepsilon(t), \quad \sigma_{\mu}(t)=\mu \dot{\varepsilon}(t) \tag{3.8}
\end{equation*}
$$

For the equilibrium the following relation

$$
\sigma(t)=\sigma_{e}(t)+\sigma_{\mu}(t)
$$

holds true, then:

$$
\begin{equation*}
\mu \dot{\varepsilon}(t)+E \varepsilon(t)=\sigma(t) \tag{3.9}
\end{equation*}
$$

this equation can be rewritten in the canonical form:

$$
\begin{equation*}
\dot{\varepsilon}(t)+v \varepsilon(t)=\frac{\sigma(t)}{\mu} \tag{3.10}
\end{equation*}
$$

The initial condition is $\varepsilon(0)=\varepsilon_{0}$. Assuming that $\sigma(t)=0$, the output in terms of deformation history under an imposed stress history at $t=0$ is $\varepsilon(t)=$ $\varepsilon_{0} e^{-v t}$.

### 3.4.3 Other classical models

By increasing the simple elements (spring and dashpot) in the Kelvin-Voigt and/or in the Maxwell model, it is possible to obtain some complex model, that are used to accurately describe the viscoelastic phenomenon. Such models, known as SLS (Standard Linear Solid) or Zener model, are depicted in Figure 3.5.


Figure 3.5: Sandard Linear Solid or Zener models.

The model depicted in Figure 3.5(a) is obtained by the connection in parallel of a spring with a Maxwell model. The stress-strain relation is given by the following differential equation:

$$
\begin{equation*}
\dot{\sigma}(t)+C \sigma(t)=A \mu \dot{\varepsilon}(t)+C E_{1} \varepsilon(t) \tag{3.11}
\end{equation*}
$$

where

$$
A=\frac{E_{1}+E_{2}}{\mu}, \quad C=\frac{E_{2}}{\mu} .
$$

The model, depicted in Figure 3.5(b), obtained by the connection in series of a spring with a Kelvin-Voigt model, is characterized by the following stressstrain relation:

$$
\begin{equation*}
\dot{\sigma}(t)+A \sigma(t)=E_{1}[\dot{\varepsilon}(t)+C \varepsilon(t)] \tag{3.12}
\end{equation*}
$$

where the coefficients $A$ e $C$ are the same of the previous case.
These two models are more able to describe the experimental results but are more complex because there are more coefficients to calibrate in order to obtain a best fitting of experimental data.

Other models can be obtained combining Maxwell and Kelvin-Voigt model, in this casese the stress-strain relation contains a lot of coefficients. The number of parameters increases with the complexity of the model. In the general case the stress-strain relation of this multi-element models can be expressed as

$$
\begin{equation*}
\sum_{k=0}^{n} a_{k} \frac{d^{k}}{d t^{k}} \sigma(t)=\sum_{k=0}^{m} b_{k} \frac{d^{k}}{d t^{k}} \varepsilon(t) \tag{3.13}
\end{equation*}
$$

where the numbers of parameters $m$ and $n$ depend on the complexity of the model. It can be seen that the Eq.s (3.5), (3.10), (3.11) and (3.12) are particular case of the Eq. (3.13).

Note that the increase of the elements in the model leads to an improvements of the description of the experimental evidence but it also could lead to a loss of the physical meaning of the involved parameters. Indeed, it is possible to obtain negative stiffness and viscosities of some elements in the model from the best-fitting of experimental data. Among the multi-element models the more reliable are those depicted in Figure 3.5(b). Other complex models can be found in [22, 48, 74, 106].

### 3.5 The creep and the relaxation function

The creep function is the response in terms of deformation history under of unitary stress history. Such function, denoted by $\Psi(t)$, is monotonically increasing function. In the linear viscoelasticity field the following relation holds:

$$
\begin{equation*}
\varepsilon(t)=\Psi(t) \sigma_{0} \tag{3.14}
\end{equation*}
$$

where $\sigma_{0}$ is a constant imposed stress. The function $\Psi(t)$ is the response in terms of strain history for an imposed stress history $\sigma(t)=U(t)$, where $U(t)$ represents the unit step function. In other words the creep function is the unit step response in terms of deformation. Figure 3.6 shows the imposed stress history and the corresponding creep function $\Psi(t)$. This function depends on the considered material.

The relaxation function, denoted by $\Phi(t)$, is the stress history caused by an imposed unitary strain history $\varepsilon_{0}=1$. In the linear viscoelasticity the following relation holds:

$$
\begin{equation*}
\sigma(t)=\Phi(t) \varepsilon_{0} \tag{3.15}
\end{equation*}
$$

where $\varepsilon_{0}$ is a constant imposed deformation. The function $\Phi(t)$ is the unit step response in terms of stress.


Figure 3.6: Creep function.

Figure 3.7 shows the imposed unitary strain history and the corresponding relaxation function $\Phi(t)$. That function is monotonically decreasing function.


Figure 3.7: Relaxation function.

The functions $\Phi(t)$ and $\Psi(t)$ contain all informations about the viscoelastic behavior of the materials. It is useful to observe that both creep and relaxation functions are positive $\forall t \geq 0$, while are null for $t<0$.

### 3.5.1 The Boltzmann superposition principle

Consider the creep experiment, in which the imposed stress history is like that one shown in Figure 3.8(a). For $t=t_{1}$ the stress is $\sigma(t)=\sigma_{1} H\left(t-t_{1}\right)$, while


Figure 3.8: Imposed stress history and corresponded strain
for $t>t_{2}$ the total stress is $\sigma_{1}+\sigma_{2}$, then the imposed stress is

$$
\begin{equation*}
\sigma(t)=\sigma_{1} H\left(t-t_{1}\right)+\sigma_{2} H\left(t-t_{2}\right) \tag{3.16}
\end{equation*}
$$

the creep function $\Psi(t)$ is defined for $t \geq 0$, then the strain response under the imposed stress in Eq. (3.16), depicted in Figure 3.8(a), is given as

$$
\begin{equation*}
\varepsilon(t)=\sigma_{1} \Psi\left(t-t_{1}\right), \tag{3.17}
\end{equation*}
$$

for all $t: t_{1}<t<t_{2}$. For $t>t_{2}$ the strain history can be obtained considering two contributions:

$$
\begin{equation*}
\varepsilon(t)=\sigma_{1} \Psi\left(t-t_{1}\right)+\sigma_{2} \Psi\left(t-t_{2}\right) \tag{3.18}
\end{equation*}
$$

The Eq. (3.18) is valid if the system is linear, and since $\Psi(t) \neq 0$ for $t \geq 0$, and then $\Psi\left(t-t_{i}\right)$, with $t_{i}=t_{1}, t_{2}$, it is different from zero only if $t \geq t_{1}$.

The Eq. (3.18) is obtained for two jumps in the imposed stress history. If in the imposed stress history there are $n$ jumps in the time steps $t_{1}, t_{2}, \ldots, t_{n-1}$ of $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}$, the stress-strain relation becomes:

$$
\begin{equation*}
\varepsilon(t)=\sum_{j=1}^{n} \sigma_{j} \Psi\left(t-t_{j}\right) \tag{3.19}
\end{equation*}
$$

this equation represents the superposition principle that is available in linear viscoelasticity.

If the input in terms of stress history is a continuous law, it is possible to discretize the imposed stress history, considering time increments $\Delta t$ and stress increments $\Delta \sigma$, as shown in Figure 3.9. Considering infinitesimal in-


Figure 3.9: Continuous imposed stress history and response.
crements, that is, if $\Delta t \rightarrow 0$, then the stress increment becomes infinitesimal $\Delta \sigma \rightarrow d \sigma(t)$, and the summation in Eq. (3.19) becomes an integral:

$$
\begin{equation*}
\varepsilon(t)=\int_{0}^{t} d \sigma(\tau) \Psi(t-\tau)=\int_{0}^{t} \dot{\sigma}(\tau) \Psi(t-\tau) d \tau \tag{3.20}
\end{equation*}
$$

If at $t=0$ the imposed stress is different from zero, i.e. $\sigma(0)=\sigma_{0}$, the strain history is given as

$$
\begin{equation*}
\varepsilon(t)=\int_{0}^{t} \dot{\sigma}(\tau) \Psi(t-\tau) d \tau+\sigma_{0} \Psi(t) \tag{3.21}
\end{equation*}
$$

Eq. (3.20) is a convolution (or faltung), it represents that the strain-history response at a certain time depends on all the past imposed stress. In other words, the material has memory of the past, then the stress history, as response, is a function of the entire imposed stress history. The Eq. (3.21) represents the integral formulation of linear viscoelasticity, introduced by Ludwig Boltzmann and Vito Volterra.

Consider the relaxation test in which there is an imposed strain history, the corresponding stress history can be found by using the relaxation function and using the same principle. That is,

$$
\begin{equation*}
\sigma(t)=\int_{0}^{t} \dot{\varepsilon}(\tau) \Phi(t-\tau) d \tau+\varepsilon_{0} \Phi(t) \tag{3.22}
\end{equation*}
$$

where $\varepsilon(0)=\varepsilon_{0}$ is the initial value at $t=0$ of the imposed deformation.
The two functions $\Phi(t)$ and $\Psi(t)$ have to be related each other. In order to show this link, consider a quiescent viscoelastic system forced by an imposed
stress history $\sigma(t)$ with $\sigma_{0}=0$, by the Eq. (3.20) the corresponding strain history $\varepsilon(t)$ can be found. After that, by evaluating the derivative of the strain response $\dot{\varepsilon}(t)$ and putting it into the Eq. (3.22) it is possible to found the relaxation function such that restitutes the given imposed $\sigma(t)$. In the Laplace domain the Eq.s (3.21) and (3.22), for $\sigma_{0}=0$ e $\varepsilon_{0}=0$, lead to:

$$
\begin{equation*}
\Psi_{\mathcal{L}}(s) \Phi_{\mathcal{L}}(s)=\frac{1}{s^{2}} \tag{3.23}
\end{equation*}
$$

where $\Psi_{\mathcal{L}}(s)$ and $\Phi_{\mathcal{L}}(s)$ are the Laplace transforms of the creep and relaxation function respectively. The Eq. (3.23) represents the link between the two functions in the Laplace domain, from this relation it is possible to evaluate one of the functions just with the knowledge of the other. In this way, if from the experimental tests the function $\Psi(t)$ is determined, it is possible to obtain the function $\Phi(t)$, and vice-versa.

### 3.5.2 Creep and relaxation function for the Maxwell model

Consider a constant deformation $\varepsilon(t)=U(t)$, then $\dot{\varepsilon}(t)=\delta(t)$. In this case, the stress history obtained from the Maxwell equation (3.5) represents the relaxation function $\sigma(t)=\Phi(t)$, indeed:

$$
\begin{equation*}
\dot{\Phi}(t)+v \Phi(t)=E \delta(t) \tag{3.24}
\end{equation*}
$$

placing the initial condition:

$$
\Phi(0)=\sigma_{0}=E
$$

the following relation is obtained

$$
\begin{equation*}
\Phi(t)=E e^{-v t} \tag{3.25}
\end{equation*}
$$

The creep function can be obtained from Eq. (3.23) as follows:

$$
\begin{equation*}
\Psi(t)=\frac{v}{E} t+\frac{1}{E} \tag{3.26}
\end{equation*}
$$

Therefore, the Boltzmann integrals for the Maxwell models are:

$$
\begin{equation*}
\sigma(t)=E \int_{0}^{t} e^{-v(t-\tau)} \dot{\varepsilon}(\tau) d \tau \tag{3.27}
\end{equation*}
$$

$$
\begin{equation*}
\varepsilon(t)=\frac{v}{E} \int_{0}^{t}\left[(t-\tau)+\frac{1}{v}\right] \dot{\sigma}(\tau) d \tau \tag{3.28}
\end{equation*}
$$

Figure 3.10 shows the functions $\Phi(t)$ and $\Psi(t)$ for the Maxwell model. From such Figure can be observed that the relaxation function decays with exponential law, showing an acceptable correspondence with the experimental evidence. Instead, the creep function follows a trend that is not experimentally validated.


Figure 3.10: Relaxation and creep function for the Maxwell model.
Observe that the Eq. (3.32) is a convolution integral with exponential kernel. This kind of kernel is common of the ordinary differential equation with integer order operators. At this kind of integer-order differential equation corresponds stress-strain relation with exponential kernel.

### 3.5.3 Creep and relaxation function for the Kelvin-Voigt model

Consider the creep test in which the imposed stress history is constant. That is, $\sigma(t)=U(t)$. With the aid of the Eq. (3.10), obtained from the Kelvin-Voigt model, and by taking into account that in this case the strain history represents the creep function $\varepsilon(t)=\Psi(t)$, the following differential equation can be readily found:

$$
\begin{equation*}
\dot{\Psi}(t)+\nu \Psi(t)=\frac{U(t)}{\mu} \tag{3.29}
\end{equation*}
$$

placing the following initial condition:

$$
\Psi(0)=\varepsilon_{0}=0
$$

the following relation holds:

$$
\begin{equation*}
\Psi(t)=\frac{1}{E}\left(1-e^{-v t}\right) ; \quad \forall t \geq 0 \tag{3.30}
\end{equation*}
$$

By using the relation in the Laplace domain, in the Eq. (3.23), also the relaxation function is readily found:

$$
\begin{equation*}
\Phi(t)=E\left[1+\frac{\delta(t)}{v}\right] \tag{3.31}
\end{equation*}
$$

the Boltzmann superposition integrals for the Kelvin-Voigt model are:

$$
\begin{align*}
\sigma(t) & =E \int_{0}^{t}\left[1+\frac{1}{v} \delta(t-\tau)\right] \dot{\varepsilon}(\tau) d \tau  \tag{3.32}\\
\varepsilon(t) & =\frac{1}{E} \int_{0}^{t}\left[1-e^{-v(t-\tau)}\right] \dot{\sigma}(\tau) d \tau \tag{3.33}
\end{align*}
$$

The trend of the functions $\Phi(t)$ and $\Psi(t)$ are depicted in Figure 3.11. In this

(a) Relaxation function

(b) Creep function

Figure 3.11: Relaxation and creep function of the Kelvin-Voigt model.
case the creep function increases along as exponential law, showing an agreement with the experimental tests, but the relaxation function is not able to describe the experimental evidence. It follows that also the Kelvin-Voigt is an inconsistent model.

### 3.6 The fractional-order viscoelastic model

From the previous sections, it is possible to observe that the classic models are not able to completely describe the viscoelastic behavior of real materials. Indeed, the Kelvin-Voigt model is able to describe the creep test, but it is unable
to describe the relaxation phenomenon; vice-versa the Maxwell model well approximates the relaxation tests, but it is unable to describe the creep test. These classic models are needed to describe the same material for the two different tests, creep and relaxation. This is physically unacceptable since leads to have two different models to describe the same material. Moreover, by using as creep function the Kelvin-Voigt function in Eq. (3.30) and as relaxation function that one obtained from Maxwell model in Eq. (3.25) the relation the Laplace domain in Eq. (3.23) is violated.

However, there is another way to describe the viscoelasticity of real materials that is able with a simple model to completely describe this phenomenon and shows a good agreement with the experimental evidence. This more efficient model needs the fractional operators in the stress-strain relation.

### 3.6.1 The Nutting's experience

The process that has led to the mechanical description of viscoelastic phenomenon has been long. It has regarded some decades and it involved various scientists. Probably, P. G. Nutting has produced the first spark, his experimental investigation [82], reported below, has been a relevant source of inspiration for other scientists.

Around the 1921, Nutting focused his experimental observation to the viscoelastic behavior of materials. He conducted several experiments that led him to assert that the two equations used to describe perfectly-elastic solids and perfectly-viscous fluids, seemingly completely different, they actually were two special cases of a single general law. Moreover, he observed that the stress and the strain history during the relaxation and the creep test do not follow an exponential-law, as it is obtained from classic model, but they have power-law trends.

Two different kinds of function have been provided from Nutting's experimentation. The time evolution of displacements $u$ under a constant strength, and the relation between the displacements for the imposed strengths $F(t)$ at a fixed time. The first kind, dispacement-time $u-t$ shows a proportional relation between the displacement and the $n$-order power of the time $t^{n}$, that implies a linear relation in the logarithmic scale. That is,

$$
\log u \propto \log t
$$

where the order $n$ is independent of the imposed strength. From the displacement-
strength relation $u-F$ another similar relation has been drawn:

$$
\log u \propto \log F
$$

then the displacement is proportional to the $m^{\text {th }}$ power of the imposed strength $F^{m}$.

From the previous results, Nutting proposed a power-law ables to wellrepresent the mechanical quantity $u$ and $F$ in the time from the experimental evidences. This simple empirical law, appropriate to perform the best-fitting of experimental tests on various materials, is

$$
\begin{equation*}
u=a t^{n} F^{m} \tag{3.34}
\end{equation*}
$$

that represents the evolution in the time $t$ of the displacement $u$ caused by an assigned history load $F$. The two orders $n$ and $m$ depend on the temperature and are characteristic of the considered material but are independent of the $u, t, F$ and of the geometry of the specimen. The coefficient $a$ depends on the considered material and on the kind of test.

Note that the Hooke's law in Eq. (3.1) is a particular case of the Eq. (3.34) with $n=0$ and $m=1$. Instead the law of Newton-Petroff in Eq. (3.2) for the perfectly-viscous fluid is another particular case of the Eq. (3.34) where $n=m=1$. Nutting also observed that the order $n$ ranges from $0.2 \div 0.91$, and $m$ from $0.75 \div 3.5$. When the order $n$ is close to zero the materials show a solid behavior, on the other hand when $n$ is close to 1 the materials have a behavior similar to the fluids.

Nutting's experience shows how the classic models, even if they are obtained as complex assembly of several classic elements, are not able to describe the viscoelastic behavior of the real materials. Indeed, by the KelvinVoigt model or by the Maxwell model is impossible to obtain such kind of relation in Eq. (3.34). In order to solve this problem and to obtain a complete model able to describe both the creep and the relaxation phenomena, in the 1936-1938 A. N. Gemant proposes to use the fractional derivative in the stressstrain relation to correctly describe the mechanical behavior of real materials [50, 51].

### 3.6.2 The spring-pot

In the 50s of the last century, Scott Blair G. W. and Caffyn J. E. introduce the fractional stress-strain relation in which the fractional derivative appears [109].

This new model, known as spring-pot, is able to explain the Nutting's results under mathematical point of view. The representation of this model is depicted in Figure 3.12.


Figure 3.12: The spring-pot.

The stress-strain relation of this kind of model, introduced by Scott Blair [109-111], is

$$
\begin{equation*}
\sigma(t)=E\left(D_{0^{+}}^{\alpha} \varepsilon\right)(t) \tag{3.35}
\end{equation*}
$$

where $\alpha: 0 \leq \alpha \leq 1$ and $E$ are characteristic coefficients of the material.
Later, A. N. Gerasimov [52] introduced a similar expression that generalizes the stress-strain relation with the aid of the Caputo's fractional derivative, as follows:

$$
\begin{equation*}
\sigma(t)=k\left({ }_{C} D_{+}^{\alpha} \varepsilon\right)(t) \tag{3.36}
\end{equation*}
$$

also in this case $\alpha: 0 \leqslant \alpha \leqslant 1$ and $k$ are characteristic coefficients of the material. Both $E$ in the Eq. (3.35)and $k$ in the Eq. (3.36) have the same mechanical meaning, and they can be defined as generalized viscosities. Scott Blair's relation in Eq (3.35) and the Gerasimov's expression in Eq. (3.36) coincide if the considered system is quiescent, that is if $\varepsilon(t)=0, \forall t \leqslant 0$.

Another formulation has been introduced from G. L. Slonimsky [112]:

$$
\begin{equation*}
\varepsilon(t)=\frac{1}{k}\left(\mathrm{I}_{0^{+}}^{\alpha} \sigma\right)(t) \tag{3.37}
\end{equation*}
$$

where the Riemann-Liouville fractional integral of the stress history $\left(\mathrm{I}_{0^{+}}^{\alpha} \sigma\right)(t)$ appears. For quiescent system also this expression coincides with the Scott Blair's one.

By using the previous expression is possible to summarize the fractional stress-strain relation of the spring-pot as below:

$$
\begin{equation*}
\sigma(t)=C(\alpha)\left({ }_{C} D_{0^{+}}^{\alpha} \varepsilon\right)(t) \tag{3.38}
\end{equation*}
$$

and the inverse relation:

$$
\begin{equation*}
\varepsilon(t)=\frac{1}{C(\alpha)}\left(\mathrm{I}_{0^{+}}^{\alpha} \sigma\right)(t) \tag{3.39}
\end{equation*}
$$

where $C(\alpha)$ e $\alpha: 0 \leqslant \alpha \leqslant 1$ can be obtained from a best-fitting of experimental data. It is useful to stress that if the order $\alpha=0$ the fractional stress-strain relation becomes the Hooke's law in Eq. (3.1), and when $\alpha=1$ the fractional model returns the Newtonian one in Eq. (3.2).

The order $\alpha$ denotes which phase is predominant in the mechanical behavior of the material. In other words, if $\alpha$ is close to the zero value the material exhibits an elastic predominant phase, vice-versa when $\alpha$ is close to 1 the material is more similar to a newtonian fluid. The coefficient $C(\alpha)$, proportional coefficient between the stress history and the fractional derivative of the strain history, cannot be defined as stiffness $E$ nor as viscosity $\mu$, but it has to follow the following dimensional expression:

$$
\begin{equation*}
C(\alpha)=E \eta^{\alpha} \tag{3.40}
\end{equation*}
$$

where $E$ is the elastic modulus (Pascal) and $\eta$ is a characteristic time of the materials (sec).

The relations in Eq.s (3.38) and (3.39) represent a mathematical model that has a perfect correspondence with the experimental results of Nutting. As it will show in the next section, this fractional model of viscoelasticity is able to describe creep and relaxation phenomena, and the obtained creep and relaxation function respect their fundamental relaxation in the Laplace domain.

### 3.6.3 The integral formulation of fractional viscoelasticity

Another way to obtain the fractional stress-strain relation of the spring-pot in Eq.s (3.38) and (3.39) is by the Boltzmann superposition principle, by choosing the proper Kernel in the convolution integral. According to the Nutting's experience and to the more recent experimental tests [42, 43], the correct way to represent the relaxation function decay as a power-law, therefore:

$$
\begin{equation*}
\Phi(t) \propto t^{-\alpha} \tag{3.41}
\end{equation*}
$$

that is,

$$
\begin{equation*}
\Phi(t)=v_{\alpha} t^{-\alpha} \tag{3.42}
\end{equation*}
$$

where $\alpha: 0 \leqslant \alpha \leqslant 1$ and the coefficient $v(\alpha)$ is related to the coefficient $C(\alpha)$ by the following relation:

$$
\begin{equation*}
v(\alpha)=\frac{C(\alpha)}{\Gamma(1-\alpha)} \tag{3.43}
\end{equation*}
$$

By taking into account the Eq. (3.40) the relaxation function becomes:

$$
\begin{equation*}
\Phi(t)=\frac{C(\alpha)}{\Gamma(1-\alpha)} t^{-\alpha}=\frac{E}{\Gamma(1-\alpha)}\left(\frac{t}{\eta}\right)^{-\alpha} \tag{3.44}
\end{equation*}
$$

In order to show how this power-law is capable to fit the experimental results, consider the relaxation test of epoxy resin shown in Figure 3.13(a). With the aid of a power-law like the one shown in Eq. (3.42) the best-fitting in Figure 3.13(b).

(a) Experimental data of creep test

(b) Best-fitting with power-law

Figure 3.13: Best-fitting of relaxation data of epoxy resin.
The Figure 3.13(b) show a perfect agreement between the theoretical curve and the experimental results. In particular, in this case the obtained order of the power-law is $\alpha=0.043$ [43].

By placing the Eq. (3.44) into the kernel of the Boltzmann integral in Eq. (3.22) the following relation holds:

$$
\begin{equation*}
\sigma(t)=\frac{C(\alpha)}{\Gamma(1-\alpha)} \int_{0}^{t} \dot{\varepsilon}(\tau)(t-\tau)^{-\alpha} d \tau=C(\alpha)\left({ }_{C} D_{0^{+}}^{\alpha} \varepsilon\right)(t) \tag{3.45}
\end{equation*}
$$

that is the first fractional relation in Eq. (3.38) of the spring-pot. In other words, if it is placed a power-law in kernel of the Boltzmann superposition integral the fractional operators directly appears, as obtained from Gerasimov.

From the knowledge of the relaxation function, the creep function is directly determined with the aid of the relation in the Laplace domain in Eq. (3.23). The Laplace transform of the power-law relaxation function $\Phi(t)$ in Eq. (3.44) is

$$
\begin{equation*}
\Phi_{\mathcal{L}}(s)=C(\alpha) s^{\alpha-1} \tag{3.46}
\end{equation*}
$$

by the Eq. (3.23) the creep function in the Laplace domain $\Psi_{\mathcal{L}}(s)$ is given as

$$
\begin{equation*}
\Psi_{\mathcal{L}}(s)=\frac{1}{C(\alpha) s^{\alpha+1}} \tag{3.47}
\end{equation*}
$$

by the inverse Laplace transform the creep function is given:

$$
\begin{equation*}
\Psi(t)=\mathcal{L}^{-1}\left\{\Psi_{\mathcal{L}}(s) ; t\right\}=\frac{1}{C(\alpha) \Gamma(1+\alpha)} t^{\alpha}=\frac{1}{E \Gamma(1+\alpha)}\left(\frac{t}{\eta}\right)^{\alpha} \tag{3.48}
\end{equation*}
$$

Unlike classical models, also the creep function is still able to describe the real mechanical behavior of material. In order to show this, consider the creep experiment on the same epoxy resin considered before. Figure 3.14(a) shows the experimental data obtained from a creep test. By using the Eq. (3.48) to fit these experimental data the perfect overlap between the experimental results and the theoretical curve is obtained, as shown in Figure 3.14(b).


Figure 3.14: Best-fitting of creep function of epoxy resin.

Also in this case the best-fitting is obtained with the same value of the parameter $\alpha=0.043$.

The Eq. (3.48) as kernel in the Boltzmann integral in Eq. (3.20) leads to:

$$
\begin{equation*}
\varepsilon(t)=\frac{1}{C(\alpha) \Gamma(1+\alpha)} \int_{0}^{t} \dot{\sigma}(\tau)(t-\tau)^{\alpha} d \tau, \tag{3.49}
\end{equation*}
$$

integrating by parts and by using the property of the Euler gamma function in Eq. (1.5) the following relation holds true:

$$
\begin{align*}
\varepsilon(t) & =\frac{\alpha}{C(\alpha) \Gamma(1+\alpha)} \int_{0}^{t} \sigma(\tau)(t-\tau)^{\alpha-1} d \tau  \tag{3.50}\\
& =\frac{1}{C(\alpha) \Gamma(\alpha)} \int_{0}^{t} \sigma(\tau)(t-\tau)^{\alpha-1} d \tau=\frac{1}{C(\alpha)}\left(I_{0^{+}}^{\alpha} \sigma\right)(t),
\end{align*}
$$

that is the second fractional relation of the spring-pot in Eq. (3.39), obtained from Slonimsky [112].

The shown treatise proves the capabilities of the fractional model. The spring-pot is able to describe with two parameters $C(\alpha)$ and $\alpha$ two viscoelastic phenomena, the creep and relaxation are captured with the same model. This is a remarkable advantage respect to the other classical models.

### 3.6.4 The generalized fractional models

The spring-pot represents a generalized model which contains the Hookean and Newtonian behavior as bounded cases. Indeed, if the order of the involved operator is $\alpha=0$ the spring-pot becomes a perfect spring, and when $\alpha=1$ the model restitutes the perfect dashpot. By using this new model is possible generalized the other models of classical viscoelasticity. As example, the fractional Maxwell model can be obtained by placing the spring-pot in place of the dashpot, obtaining the following fractional differential equation in the stress-strain relation:

$$
\begin{equation*}
\sigma(t)+a_{1}\left(D^{\alpha} \sigma\right)(t)=b_{0}\left(D^{\alpha} \varepsilon\right)(t), \tag{3.51}
\end{equation*}
$$

where the characteristic parameters of the material are $a_{1}, \alpha$, and $b_{0}$.
By the same substitution in the Kelvin-Voigt model the generalized KelvinVoigt is obtained. The stress-strain relation of this model is

$$
\begin{equation*}
\sigma(t)=b_{0} \varepsilon(t)+b_{1}\left(D^{\alpha} \varepsilon\right)(t), \tag{3.52}
\end{equation*}
$$

also in this case the characteristic parameters of the materials are three.
The fractional Zener model, known as 5-parameters model ( $\alpha, \beta, a_{1}, b_{0}$ and $b_{1}$ ), has the following stress-strain relation:

$$
\begin{equation*}
\sigma(t)+a_{1}\left(D^{\alpha} \sigma\right)(t)=b_{0} \varepsilon(t)+b_{1}\left(D^{\beta} \varepsilon\right)(t) \tag{3.53}
\end{equation*}
$$

usually, the experimental evidence has shown that $\alpha=\beta$. Morevoer, with a thermodynamical approach R. L. Bagley and P. J. Torvik have proved that the 5-parameters model must have $\alpha=\beta$, in this manner the model becomes the 4 -parameters model with the following relation:

$$
\begin{equation*}
\sigma(t)+a_{1}\left(D^{\alpha} \sigma\right)(t)=b_{0} \varepsilon(t)+b_{1}\left(D^{\alpha} \varepsilon\right)(t) \tag{3.54}
\end{equation*}
$$

where the characteristic parameters are $\alpha, a_{1}, b_{0}$ and $b_{1}$.
Generalizing the Eq. (3.13) with fractional operators the generic fractional stress-strain relation of the fractional multi-elements model is obtained as

$$
\begin{equation*}
\sum_{k=0}^{n} a_{k}\left(D^{\alpha_{k}} \sigma\right)(t)=\sum_{k=0}^{m} b_{k}\left(D^{\beta_{k}} \varepsilon\right)(t) \tag{3.55}
\end{equation*}
$$

where can be happen that $n=m$, and $\alpha_{k}=\beta_{k}$.

### 3.6.5 Characteristic times and apparent modulus

"The mountains flowed before the Lord, the One of Sinai, before the Lord, the God of Israel."

Bible, Judges 5:5.
Obviously that prophetic phrase, in the Bible, contains a non-scientific message, nevertheless in the 1964 Markus Reiner bestows a physical meaning to this expression. Since in that message is summarized the particular behavior that all solids show when the observation times become very long (in this case the observation time becomes timeless "before the Lord"). Indeed, also the rocks, that constitute the mountains, flow in a long period. In particular, Reiner in his original paper [93] wrote:
"Deborah knew two things. First, that the mountains flow, as everything flows. But, secondly, that they flowed before the Lord, and not before man, for the simple reason that man in his short lifetime cannot see them flowing, while the time of observation of God is infinite. We may therefore well define a non-dimensional number the Deborah number"

Based on this assertion, to classify the viscoelastic solids, in rheology it is common to use a dimensionless parameter called Deborah number, in honor of the homonymous prophetess who uttered the phrase in the epigraph. This number is defined by the ratio of the relaxation time $\eta$, which characterizes the fluidity of the material, and the observation time $t$, characteristic of the experiment:

$$
\begin{equation*}
D_{e}=\frac{\eta}{t} \tag{3.56}
\end{equation*}
$$

The relaxation time $\eta$ is a characteristic parameter of the material. It is not easy to found experimentally, and depends on the mechanical model. Usually, it can be see as the ratio between the viscosity $[P a \cdot s e c]$ and the stiffness $[P a]$ of the material.

$$
\begin{equation*}
\eta=\frac{\mu}{E}, \quad[\sec ] \tag{3.57}
\end{equation*}
$$

The Deborah's number represents an useful experimental parameter. Indeed, it indicates when the tested material exhibits viscoelastic properties. In other words, it denotes the time, during the experiment, when the solid material start to flow and to show the fluid characteristic. Low values of $D_{e}$ denote a behavior similar to viscous liquids, while values of $D_{e}$ tending to infinity describe a material similar to the ideal elastic solids.

The relaxation time is readily evaluable for classic viscoelastic model, but it is not easy to found for the fractional model, since it is inside the parameter $C(\alpha)$ of the fractional differential equation of the spring-pot. Consider the creep and relaxation functions in the Eq.s (3.44) and (3.48) and introduce two characteristic times for both functions, denoted with $T_{R}$ e $T_{C}$, respectively. After that, it is possible to write:

$$
\begin{align*}
& \Phi(t)=E\left(\frac{t}{T_{R}}\right)^{-\alpha}  \tag{3.58a}\\
& \Psi(t)=\frac{1}{E}\left(\frac{t}{T_{C}}\right)^{\alpha} \tag{3.58b}
\end{align*}
$$

where the two characteristic times contain $\eta$, indeed:

$$
\begin{align*}
& T_{R}=\eta \Gamma(1-\alpha)^{-1 / \alpha}  \tag{3.59a}\\
& T_{C}=\eta \Gamma(1+\alpha)^{1 / \alpha} \tag{3.59b}
\end{align*}
$$

where $T_{R}$ and $T_{C}$ denote the characteristic time of the relaxation and the characteristic time of the creep. In particular, they denote when the rheological behavior
becomes perfectly elastic, then at such times the following proportional relations hold:

$$
\begin{align*}
\sigma(t) & =E\left(\frac{t}{T_{R}}\right)^{-\alpha} \varepsilon(0)=E \varepsilon(0), \quad t=T_{R}  \tag{3.60a}\\
\varepsilon(t) & =\frac{1}{E}\left(\frac{t}{T_{C}}\right)^{\alpha} \sigma(0)=\frac{1}{E} \sigma(0), \quad t=T_{C} \tag{3.60b}
\end{align*}
$$

In the relaxation test for $t<T_{R}$ the considered material shows a mechanical behavior stiffer than the perfectly elastic one, while for $t>T_{R}$ the material has a more deformable behavior. An analogous behavior there is in the creep test for $T_{C}$. Both the characteristic times contain the time $\eta$ that is not easy to found, since from the best-fitting of the experimental data is possible to evaluate the parameters $\alpha$ and $C(\alpha)$, into the latter one there is the time $\eta$ but it is not deducible. By virtue of these observations only the trends of the normalized characteristic times $T_{R}$ and $T_{C}$ in $\eta$ are know, obtaining that:

$$
\begin{align*}
& \frac{T_{R}}{\eta}=\Gamma(1-\alpha)^{-1 / \alpha}  \tag{3.61a}\\
& \frac{T_{C}}{\eta}=\Gamma(1+\alpha)^{1 / \alpha} \tag{3.61b}
\end{align*}
$$

Figure 3.15 shows the trends of the normalized characteristic times $T_{R}$ and $T_{C}$


Figure 3.15: Normalized characteristic times.
for $0 \leqslant \alpha \leqslant 1$. Some notable values can be found:

$$
\begin{align*}
& \lim _{\alpha \rightarrow 0} \frac{T_{R}}{\eta}=\lim _{\alpha \rightarrow 0} \frac{T_{C}}{\eta}=e^{-\gamma_{e}} \cong 0.5615  \tag{3.62}\\
& \lim _{\alpha \rightarrow 1} \frac{T_{R}}{\eta}=0, \quad \lim _{\alpha \rightarrow 1} \frac{T_{C}}{\eta}=1
\end{align*}
$$

where $\gamma_{e}$ is the Euler-Mascheroni constant ( $\gamma_{e}=0.57722$ ). Both functions exhibit quasi-linear trends, then it is possible to rewrite

$$
\begin{equation*}
T_{C}-T_{R}=\eta\left[\Gamma(1+\alpha)^{1 / \alpha}-\Gamma(1-\alpha)^{-1 / \alpha}\right] \approx \eta \alpha \tag{3.63}
\end{equation*}
$$

that expression allows to found the following approximated relations:

$$
\begin{align*}
& T_{R} \approx e^{-\gamma_{e}}(1+\alpha), \\
& T_{C} \approx e^{-\gamma_{e}}(1-\alpha)+\alpha \tag{3.64}
\end{align*}
$$

It is possible to observe that for the purely elastic behavior $\alpha=0$, the relaxation time coincide with the creep time, and being $\eta=0$ the system instantly reaches the elastic deformation (or the tension in the relaxation test). Instead, when $\alpha=1$ the behavior is different for the creep and the relaxation test. Indeed, if the imposed deformation is $\varepsilon(0)=\varepsilon_{0}$ the corresponded stress will be null $\sigma(t)=\Phi(t) \varepsilon_{0}=E\left(T_{R} / t\right) \varepsilon_{0}=0$, instead, if the imposed tension is $\sigma(0)=\sigma_{0}$ the corresponded deformation will be $\varepsilon(t)=\Psi(t) \sigma_{0}=\sigma_{0} t / E$, then its linearly increases in the time.

After finding the characteristic times is possible to observe a particular result obtained for the product between the relaxation function $\Phi(t)$ in Eq. (3.44) and the creep function $\Psi(t)$ in Eq. (3.48):

$$
\begin{equation*}
\Phi(t) \Psi(t)=\left(\frac{T_{R}}{T_{C}}\right)^{\alpha}=\frac{1}{\Gamma(1+\alpha) \Gamma(1-\alpha)}=\frac{\sin (\alpha \pi)}{\alpha \pi} \tag{3.65}
\end{equation*}
$$

that product is obtained by using the Euler's reflection formula in Eq. (1.8), and it is a function just of the order $\alpha$. By using the Eq. (3.65) the following relations are found:

$$
\begin{align*}
& \Phi(t)=\frac{1}{\Psi(t)}\left(\frac{\sin (\alpha \pi)}{\alpha \pi}\right),  \tag{3.66a}\\
& \Psi(t)=\frac{1}{\Phi(t)}\left(\frac{\sin (\alpha \pi)}{\alpha \pi}\right), \tag{3.66b}
\end{align*}
$$

these expressions permit to fully characterize the mechanical behavior of real material by the knowledge of the results of one kind of test (creep or relaxation).

Consider the Eq. (3.60a) for $\forall t$, it is possible to define a time-variable elastic modulus that follows the proportional link between the imposed deformation and corresponded stress. Similarly, consider the creep in Eq. (3.60b), it is possible to found another function that permits to hold such proportional relation true, therefore:

$$
\begin{align*}
& E_{R}(t)=E\left(\frac{t}{T_{R}}\right)^{-\alpha}  \tag{3.67a}\\
& E_{C}(t)=E\left(\frac{t}{T_{C}}\right)^{-\alpha} \tag{3.67b}
\end{align*}
$$

where $E_{R}(t)$ is the apparent relaxation modulus, that coincides with the Young's modulus when $t=T_{R} ; E_{C}(t)$ denotes the apparent creep modulus, that for $t=T_{C}$ becomes, also in this case, the Young's modulus. The apparent modulus are functions of the elastic modulus $E$, that is contained in $C(\alpha)$. This parameter also contains the terms $\eta^{\alpha}$. The two parameters inside $C(\alpha), E$ and $\eta$ are not separable in the fractional model, but some useful considerations can be drawn by the observation of the normalized curves of the apparent modulus depicted in Figure 3.16. In particular, the Figure 3.16(a) shows the


Figure 3.16: Normalized relaxation and creep function for some values of $\alpha$.
trend of the relaxation function normalized for $t / T_{R}$, while the Figure 3.16(b) shows the creep function normalized for $t / T_{C}$. Both curves pass through the point $(1,1)$ but they have different curvature. Based on this observation two
characteristic points in which the curves have the maximum curvature can be found. Such knee points denote two particular times $t^{*}$, which indicate a changing in the mechanical behavior of the material. These times are related to the characteristic times $T_{R}$ and $T_{C}$ and to the order $\alpha$ by the following relation:

$$
\begin{equation*}
\frac{t^{*}}{T_{I}}=\left(\frac{\alpha \sqrt{1+2 \alpha}}{\sqrt{2+\alpha}}\right)^{\frac{1}{\alpha+1}} \cong \alpha \tag{3.68}
\end{equation*}
$$

where $T_{I}$ indicates the generic characteristic time ( $I=R$ for the relaxation, and $I=C$ for the creep).

The knee point certainly denotes a changing in the viscoelastic behavior of the material, and represents a characteristic point of the material, on this concept will be back later.

### 3.6.6 Triaxial stress-strain relation

This section extends the previous uniaxial stress-strain relations to the triaxial case $[23,71,72,81,120]$. In order to do this, consider the tridimensional continuous solid with volume $V$, delimited by the boundary surface $S$ (see Figure 3.17), the Cauchy stress tensor $\mathbf{T}$, and the deformation tensor $\varepsilon$, of a


Figure 3.17: Continuum of Cauchy.
generic point $P \in V$ are defined as

$$
\mathbf{T}=\left[\begin{array}{lll}
\sigma_{11} & \sigma_{12} & \sigma_{13}  \tag{3.69}\\
\sigma_{21} & \sigma_{22} & \sigma_{23} \\
\sigma_{31} & \sigma_{32} & \sigma_{33}
\end{array}\right], \quad \boldsymbol{\varepsilon}=\left[\begin{array}{lll}
\varepsilon_{11} & \varepsilon_{12} & \varepsilon_{13} \\
\varepsilon_{21} & \varepsilon_{22} & \varepsilon_{23} \\
\varepsilon_{31} & \varepsilon_{32} & \varepsilon_{33}
\end{array}\right]
$$

where the terms in the diagonals $\sigma_{i i}$ and $\varepsilon_{i i}$ with $i=1,2,3$ are the axial stresses and axial strains, respectively; instead the other terms $\sigma_{i j}$ and $\varepsilon_{i j}$ with $i, j=$ $1,2,3$ and $i \neq j$ are the shear stresses and shear deformation, respectively. Commonly, another way to denote these latter quantity is $\tau_{i j}=\sigma_{i j}$ for the shear stress, and $2 \varepsilon_{i j}=\gamma_{i j}$ for the shear deformation. Moreover, the following relations, for the non-diagonal terms, hold:

$$
\begin{equation*}
\sigma_{i j}=\sigma_{j, i}, \quad \varepsilon_{i j}=\varepsilon_{j, i, i} \tag{3.70}
\end{equation*}
$$

from these relations follows that the tensors $\mathbf{T}$ and $\varepsilon$ are symmetric.
Let $\mathrm{J}^{\sigma}=\sigma_{i i}$ and $\mathrm{J}^{\varepsilon}=\sigma_{i i}(i=1,2,3)$ be the linear invariants and $\overline{\mathrm{J}}^{\sigma}=\sigma_{i i} / 3$, $\overline{\mathrm{J}}^{\varepsilon}=\varepsilon_{i i} / 3$. The Cauchy stress tensor $\mathbf{T}$ and the deformation tensor $\varepsilon$ may be decomposed into the deviatoric part and the volumetric ones as follows

$$
\begin{equation*}
\mathbf{T}=\bar{J}^{\sigma} \mathbf{I}+\mathbf{T}^{d} ; \quad \varepsilon=\bar{J}^{\varepsilon} \mathbf{I}+\varepsilon^{d} \tag{3.7}
\end{equation*}
$$

where $\mathbf{I}$ is the identity matrix. $\mathbf{T}^{d}$ and $\varepsilon^{d}$ are the so called deviatoric part of the stress and strain tensor, respectively.

For linear elastic isotropic material the constitutive law for the volumetric part is written as

$$
\begin{equation*}
\mathrm{J}^{\sigma}=3 K \mathrm{~J}^{\varepsilon} \tag{3.72}
\end{equation*}
$$

where $K$ is the bulk modulus $K=E / 3(1-2 v)$ being $E$ and $v$ the Young's modulus and the Poisson's ratio, respectively. While for the deviatoric part

$$
\begin{equation*}
\mathrm{T}^{d}=2 G \varepsilon^{d} \tag{3.7}
\end{equation*}
$$

where $G$ is the shear modulus $G=E / 2(1+v)$.
For a purely viscous Newtonian fluid the volumetric deformation remain constant that is $\mathrm{j}^{\varepsilon}=0$, and then the only significative constitutive equation is

$$
\begin{equation*}
\mathbf{T}^{d}=2 G_{1} \dot{\varepsilon}^{d} \tag{3.74}
\end{equation*}
$$

where $G_{1}$ is the coefficient of viscosity of the fluid. For a purely fractional viscoelastic material, by denoting $\varepsilon_{v e}^{d}$ the deviatoric part of the purely viscoelastic strain tensor, we assume that Eq. (3.74) is substituted by

$$
\begin{equation*}
\mathrm{T}^{d}(t)=2 G_{\beta}\left({ }^{c} D_{0^{+}}^{\beta} \varepsilon_{v e}^{d}\right)(t) \tag{3.75}
\end{equation*}
$$

where $\left({ }_{C} D_{0^{+}}^{\beta}\right)(t)$ is the Caputo's fractional derivative.
For real viscoelastic material can be assumed that $\varepsilon^{d}$ is composed by two terms, the first one is elastic $\varepsilon_{e}^{d}$ and the second is the purely viscoelastic one $\varepsilon_{v e}^{d}$, that is

$$
\begin{equation*}
\varepsilon^{d}=\varepsilon_{e}^{d}+\varepsilon_{v e}^{d} . \tag{3.76}
\end{equation*}
$$

Assuming that $\varepsilon_{e}^{d}=\mathrm{T}^{d} 1 / 2 G$ according to Eq. (3.73), from Eq. (3.76) yields

$$
\begin{equation*}
\left({ }_{\mathrm{C}} D_{0^{+}} \varepsilon^{d}\right)(t)=\left({ }_{\mathrm{C}} D_{0^{+}}^{\beta} \varepsilon_{e}^{d}\right)(t)+\left({ }_{\mathrm{C}} D_{0^{+}}^{\beta} \varepsilon_{v e}^{d}\right)(t)=\frac{1}{2 G}\left({ }_{\mathrm{C}} D_{0^{+}}^{\beta} \mathbf{T}^{d}\right)(t)+\frac{1}{2 G_{\beta}} \mathbf{T}^{d}(t) \tag{3.77}
\end{equation*}
$$

while for the volumetric component, due to the hypothesis $\mathrm{J}^{\varepsilon}$ is constant in time $\left({ }_{C} D_{0^{+}}^{\beta} J^{\varepsilon}\right)(t)=0$, the constitutive law remains that expressed in Eq. (3.72). The inverse relationship is written in the form

$$
\begin{equation*}
\varepsilon^{d}(t)=\frac{1}{2 G} \mathbf{T}^{d}(t)+\frac{1}{2 G_{\beta}}\left(\mathrm{I}_{0^{+}}^{\beta} \mathbf{T}^{d}\right)(t) \tag{3.78}
\end{equation*}
$$

where $\left(\mathrm{I}_{0^{+}}^{\beta} \mathbf{T}^{d}\right)(t)$ is the Riemann-Liouville fractional integral.

## Chapter 4

## Mechanical model of fractional viscoelasticity

The previous Chapter has shown how the fractional viscoelastic model is the best way to fully characterize the real mechanical behavior of materials. The limit of this kind of models is in the mechanical interpretation of the fractional operators. Indeed, this kind of operators do not have a geometric representation, and this aspect directly implies a lack of mechanical meaning when they are used to describe a physical phenomena. This absence for that powerful mathematical model has certainly limited its use in the engineering and mechanical fields. Several works have regarded the mechanical description of the fractional stress-strain relation [7-10, 59, 60, 100-102]. Recently, in [45] the exact mechanical models of such materials have been extensively discussed obtaining two intervals for $\beta$ : i) Elasto-Viscous (EV) materials for $0 \leq \beta \leq 1 / 2$; ii) Visco-Elastic (VE) materials for $1 / 2 \leq \beta \leq 1$. These two ranges correspond to different continuous mechanical models.

In this Chapter a discretization scheme, based upon the continuous models proposed in [91], and useful to obtain a mechanical description of fractional derivative, is presented. It is shown that the discretized models are ruled by a set of coupled first order differential equations involving symmetric and positive definite matrices. Modal analysis shows that fractional order operators have a mechanical counterpart that is ruled by a set of Kelvin-Voigt units and each of them provides a proper contribution to the overall response. The robustness of the proposed discretization scheme is assessed in the Chapter for different classes of external loads and for different values of $\beta \in[0,1]$.

Many details and extension of this kind of mechanical interpretation of
the mathematical model with fractional operators can be found in [38-40]. Moreover, the continuous and discretized models shown in this Chapter are also used for other physical problem in which fractional operators appear [2, $3]$.

### 4.1 The mechanical description of fractional law

According to the previous Chapter the time-dependent behavior of fractional viscoelasticity may be introduced starting from the so-called relaxation function $G(t)$ that represents the stress $\sigma(t)$ for assigned shear strain history $\gamma(t)=$ $U(t)$, being $U(t)$ the unit step function. In virtue of Boltzmann superposition principle the stress-strain constitutive law is given as

$$
\begin{equation*}
\sigma(t)=\int_{0}^{t} G(t-\tau) d \gamma(\tau)=\int_{0}^{t} G(t-\tau) \dot{\gamma}(\tau) d \tau \tag{4.1}
\end{equation*}
$$

Eq. (4.1) is valid for $\gamma(0)=0$. If $\gamma(0)=\gamma_{0} \neq 0$, then the additional contribution given as $G(t) \gamma_{0}$ has to be added in Eq. (4.1). The stress-strain relation described in Eq. (4.1) involves a convolution integral with kernel $G(t)$. In the context of the viscoelastic materials, the functional class of $G(t)$ is of powerlaw type. That is,

$$
\begin{equation*}
G(t)=\frac{C(\beta)}{\Gamma(1-\beta)} t^{-\beta} \tag{4.2}
\end{equation*}
$$

where $C(\beta) / \Gamma(1-\beta)$ and $\beta$ are parameters that depend of the materials at hand and may be evaluated by a proper fit of experimental results. Introducing Eq. (4.2) in Eq. (4.1) the stress-strain relation is obtained as

$$
\begin{equation*}
\sigma(t)=C(\beta)\left({ }_{c} D_{0^{+}}^{\beta} \gamma\right)(t) \tag{4.3}
\end{equation*}
$$

where $\left({ }_{C} D_{0^{+}}^{\beta} \gamma\right)(t)$ is the Caputo's fractional derivative of order $\beta$. Advanced engineering materials such as biological polymer, foams and gels show $\beta \in$ ]0, 1 [.

The reciprocal stress-strain relation may be obtained starting from the creep function $J(t)$, that represents the strain $\gamma(t)$ for the assigned stress history $\sigma(t)=U(t)$. The Boltzmann superposition principle leads to the stress-strain relation in the form:

$$
\begin{equation*}
\gamma(t)=\int_{0}^{t} J(t-\tau) d \sigma(\tau)=\int_{0}^{t} J(t-\tau) \dot{\sigma}(\tau) d \tau \tag{4.4}
\end{equation*}
$$

that holds as the initial stress $\sigma(0)=0$. If $\sigma(0)=\sigma_{0} \neq 0$, then the additional contribution $J(t) \sigma_{0}$ has to be added in Eq. (4.4). Eq. (4.4) is a convolution integral with kernel $J(t)$ and in Laplace domain an algebraic relation among the Laplace transform of relaxation $G_{\mathcal{L}}(s)$ and the Laplace transform of creep $J_{\mathcal{L}}(s)$ function exists as shown in Eq. (3.23). It follows that as $G(t)$ is assigned as in Eq. (4.2), the corresponding creep function $J(t)$ may be readily obtained in the form:

$$
\begin{equation*}
J(t)=\frac{t^{\beta}}{C(\beta) \Gamma(1+\beta)} . \tag{4.5}
\end{equation*}
$$

Substitution of such an expression in Eq. (4.4) yields:

$$
\begin{equation*}
\gamma(t)=\frac{1}{C(\beta)}\left(\mathrm{I}_{0^{+}}^{\beta} \sigma\right)(t), \tag{4.6}
\end{equation*}
$$

where $\left(\mathrm{I}_{0^{+}}^{\beta} \sigma\right)(t)$ is the Riemann-Liouville fractional integral of order $\beta$.
Inspection of Eqs. (4.3) and (4.6) reveals that, as soon as we assume that $J(t)$ (or $G(t)$ ) is of power-law type, then the constitutive law of the materials is ruled by fractional operators, so the name fractional viscoelastic materials.

In a previous study [91] it has been shown that, from a mechanical prospective, it must be distinguished among values of order $\beta=\beta_{E} \in[0,1 / 2]$ and values of order $\beta=\beta_{V} \in[1 / 2,1]$. Such a difference is reflected into the different mechanical models beyond $\beta_{E}$ and $\beta_{V}$. In more details there are two different mechanical models that exactly restitute the stress-strain relation expressed in Eq. (4.3) or in Eq. (4.6). As $0 \leq \beta=\beta_{E} \leq 1 / 2$ the mechanical model is a massless indefinite fluid column resting on a bed of independent springs as shown in Figure 4.1(a) and in this case is referred so elasto-viscous material. If, instead, $1 / 2 \leq \beta=\beta_{V} \leq 1$ the exact mechanical model is represented by indefinite massless shear-type column resting on a bed of independent dashpots as shown in Figure 4.1(b), this model is referred to visco-elastic material.

The correspondence of these mechanical models and fractional order operators has been proved by introducing a $z$ vertical axis as shown in Figure 4.1 and denoting $\sigma(z, t)$ the shear stress (in the fluid or in the cantilever beam) and $\gamma(z, t)$ the normalized displacement field [91]. Moreover let $\sigma(0, t)=$ $\sigma(t)$ and $\gamma(0, t)=\gamma(t)$ the stress applied on the top of the model and the corresponding strain, respectively. The stress-strain relation in Eq. (4.3) is captured by the stress $\sigma(t)$ on the upper lamina and its correspondent transverse displacement $\gamma(t)$ (normalized displacement at the top). All the mechanical characteristics, viscosity of fluid $c_{E}(z)$ and external stiffness $k_{E}(z)$ for the


Figure 4.1: Continuous fractional models.
model in Figure 4.1(a) $(0 \leq \beta \leq 1 / 2)$ as well as shear modulus $k_{V}(z)$ and external viscous coefficient of external dashpots $c_{V}(z)$ for the model in Figure 4.1 (b) $(1 / 2 \leq \beta \leq 1)$, vary along the $z$ axis with power-law.

In more details, define $G_{0}$ and $\eta_{0}$ the reference values of the shear modulus and viscosity coefficient. For the EV materials $(\beta \in[0,1 / 2])$ the stiffness and the viscous coefficients decay with power-laws:

$$
\begin{equation*}
k_{E}(z)=\frac{G_{0}}{\Gamma(1+\alpha)} z^{-\alpha}, \quad c_{E}(z)=\frac{\eta_{0}}{\Gamma(1-\alpha)} z^{-\alpha} \tag{4.7}
\end{equation*}
$$

with $0 \leq \alpha \leq 1$, whereas the VE materials $(\beta \in[1 / 2,1])$ the mechanical characteristics of the model in Figure 4.1(b) reads:

$$
\begin{equation*}
k_{V}(z)=\frac{G_{0}}{\Gamma(1-\alpha)} z^{-\alpha}, \quad c_{V}(z)=\frac{\eta_{0}}{\Gamma(1+\alpha)} z^{-\alpha} \tag{4.8}
\end{equation*}
$$

The governing equation of the continuous model depicted in Figure 4.1(a) is written as

$$
\begin{equation*}
\frac{\partial}{\partial z}\left[c_{E}(z) \frac{\partial \dot{\gamma}(z, t)}{\partial z}\right]=k_{E}(z) \gamma(z, t) \tag{4.9}
\end{equation*}
$$

while the equilibrium equation of the continuous model depicted in Figure 4.1(b) is written as

$$
\begin{equation*}
\frac{\partial}{\partial z}\left[k_{V}(z) \frac{\partial \gamma(z, t)}{\partial z}\right]=c_{V}(z) \dot{\gamma}(z, t) \tag{4.10}
\end{equation*}
$$

The solution of the differential equations in Eq. (4.9) and (4.10) can be solved by Laplace transform. In this way the solution $\gamma_{\mathcal{L}}(z, s)$ in Laplace domain
involves the modified first and second kind Bessel functions, denoted respectively with $I_{\beta}(\cdot)$ and $K_{\beta}(\cdot)$, and defined in Eq. (1.31) and in Eq. (1.32). In particular, for EV case the relation is

$$
\begin{equation*}
\gamma_{\mathcal{L}}(z, s)=z^{\beta}\left[B_{E 1} I_{\beta}\left(\frac{z}{\sqrt{\tau_{E}(\alpha) s}}\right)+B_{E 2} K_{\beta}\left(\frac{z}{\sqrt{\tau_{E}(\alpha) s}}\right)\right] \tag{4.11}
\end{equation*}
$$

with $\tau_{E}(\alpha)=-\eta_{0} \Gamma(\alpha) /\left(\Gamma(-\alpha) G_{0}\right)$ and $\beta=(1-\alpha) / 2$; while for VE case:

$$
\begin{equation*}
\gamma_{\mathcal{L}}(z, s)=z^{\beta}\left[B_{V 1} I_{\beta}\left(z \sqrt{\tau_{E}(\alpha) s}\right)+B_{V 2} K_{\beta}\left(z \sqrt{\tau_{E}(\alpha) s}\right)\right] \tag{4.12}
\end{equation*}
$$

with $\tau_{V}(\alpha)=-\eta_{0} \Gamma(-\alpha) /\left(\Gamma(\alpha) G_{0}\right)$ and $\beta=(1+\alpha) / 2$. The constants of integration $B_{E i}$ and $B_{V i}$ with $i=1,2$ are obtained by imposing the following pairs of boundary conditions, for the EV and VE case respectively:

$$
\begin{align*}
& \text { (EV) }\left\{\begin{array}{l}
\lim _{z \rightarrow 0} c_{E}(z) \frac{\partial \dot{\gamma}(z, t)}{\partial z}=\sigma(0, t)=\sigma(t), \\
\lim _{z \rightarrow \infty} \gamma(z, t)=0
\end{array}\right.  \tag{4.13a}\\
& \text { (VE) }\left\{\begin{array}{l}
\lim _{z \rightarrow 0} k_{V}(z) \frac{\partial \gamma(z, t)}{\partial z}=\sigma(0, t)=\sigma(t), \\
\lim _{z \rightarrow \infty} \gamma(z, t)=0
\end{array}\right. \tag{4.13b}
\end{align*}
$$

and by making the inverse Laplace transform, the fractional stress-strain relation in Eq. (4.6) is obtained, that is to say:

$$
\begin{align*}
& \gamma(t)=\frac{1}{C_{E}(\beta)}\left(\mathrm{I}_{0^{+}}^{\beta} \sigma\right)(t)  \tag{4.14a}\\
& \gamma(t)=\frac{1}{C_{V}(\beta)}\left(\mathrm{I}_{0^{+}}^{\beta} \sigma\right)(t) \tag{4.14b}
\end{align*}
$$

where the coefficients $C_{E}(\beta)$ and $C_{V}(\beta)$ are

$$
\begin{align*}
& C_{E}(\beta)=\frac{G_{0} \Gamma(\beta) 2^{2 \beta-1}}{\Gamma(2-2 \beta) \Gamma(1-\beta)}\left(\tau_{E}(\alpha)\right)^{\beta}, \quad 0 \leq \beta \leq 1 / 2  \tag{4.15a}\\
& C_{V}(\beta)=\frac{G_{0} \Gamma(1-\beta) 2^{1-2 \beta}}{\Gamma(2-2 \beta) \Gamma(\beta)}\left(\tau_{V}(\alpha)\right)^{\beta}, \quad 1 / 2 \leq \beta \leq 1 \tag{4.15b}
\end{align*}
$$

Note that, if the boundary condition applied to the top layer of the model (see Eqs. (4.13a) and (4.13b)), respectively, for EV and VE materials, involves Dirichlet specifics. That is,

$$
\left\{\begin{array}{l}
\lim _{z \rightarrow 0} \gamma(z, t)=\gamma(t)  \tag{4.16}\\
\lim _{z \rightarrow \infty} \gamma(z, t)=0
\end{array}\right.
$$

The evaluation of the stress at the top lamina in terms of the transverse displacement field yields:

$$
\begin{align*}
& \sigma(t)=C_{E}(\beta)\left({ }_{\mathrm{C}} D_{0^{+}}^{\beta} \gamma\right)(t) \\
& \sigma(t)=C_{V}(\beta)\left({ }_{\mathrm{C}} D_{0^{+}}^{\beta} \gamma\right)(t) \tag{4.17}
\end{align*}
$$

as reported in [91].

### 4.2 The discretization of fractional viscoelastic model

The mechanical representation of fractional order operators discussed in previous section may be used to introduce a discretization scheme that corresponds to evaluate fractional derivative. The two cases corresponding to $\beta \in[0,1 / 2]$ and $\beta \in[1 / 2,1]$ will be analyzed in this section.

### 4.2.1 Discrete model of elasto-viscous material

By introducing a discretization of the $z$-axis as $z_{j}=j \triangle z$ into to the governing equation of the EV material in Eq. (4.9) yields a finite difference equation of the form:

$$
\begin{equation*}
\frac{\triangle}{\triangle z}\left[c_{E}\left(z_{j}\right) \frac{\triangle \dot{\gamma}\left(z_{j}, t\right)}{\triangle z}\right]=k_{E}\left(z_{j}\right) \gamma\left(z_{j}, t\right) \tag{4.18}
\end{equation*}
$$

so that, denoting $k_{E j}=k_{E}\left(z_{j}\right) \triangle z$ and $c_{E j}=c_{E}\left(z_{j}\right) / \triangle z$ the continuous model is discretized into a dynamical model constituted by massless shear layers, with horizontal degrees of freedom $\gamma\left(z_{j}, t\right)=\gamma_{j}(t)$, that are mutually interconnected by linear dashpots with viscosity coefficients $c_{E j}$ and resting on a bed of independent linear springs $k_{E j}$.

The stiffness coefficient $k_{E j}$ and the viscosity coefficient $c_{E j}$ reads:

$$
\begin{equation*}
k_{E j}=\frac{G_{0}}{\Gamma(1+\alpha)} z_{j}^{-\alpha} \triangle z, \quad c_{E j}=\frac{\eta_{0}}{\Gamma(1-\alpha)} \frac{z_{j}^{-\alpha}}{\triangle z} \tag{4.19}
\end{equation*}
$$



Figure 4.2: Discretized counterpart of the continuous model Figure 4.1(a) EV case.
with $\alpha=1-2 \beta$.
The equilibrium equations of the generic shear layer of the model read:

$$
\left\{\begin{array}{l}
k_{E 0} \gamma_{1}(t)-c_{E 0} \triangle \dot{\gamma}_{1}(t)=\sigma(t),  \tag{4.20}\\
k_{E j} \gamma_{j}(t)+c_{E j-1} \triangle \dot{\gamma}_{j-1}(t)-c_{E j} \triangle \dot{\gamma}_{j}(t)=0, j=1,2, \ldots, \infty,
\end{array}\right.
$$

where $\gamma_{1}(t)=\gamma(t)$ and $\Delta \dot{\gamma}_{j}(t)=\dot{\gamma}_{j+1}(t)-\dot{\gamma}_{j}(t)$. By inserting Eqs. (4.19) in Eqs. (4.20), at the limit as $\Delta z \rightarrow 0$, the discrete model reverts to Eq. (4.9). That is the discretized model presented in Figure 4.2 represents a proper discretization of the continuous EV counterpart.

As soon as $z$ increase $\gamma(z, t)$ decay and $\lim _{z \rightarrow \infty} \gamma(z, t)=0$ it follows that only a certain number, say $n$, of equilibrium equation may be accounted for the analysis. It follows that the system in Eqs. (4.20) may be rewritten in the following compact form:

$$
\begin{equation*}
p_{E} \mathbf{A} \dot{\gamma}(t)+q_{E} \mathbf{B} \gamma(t)=\mathbf{v} \sigma(t) \tag{4.21}
\end{equation*}
$$

where:

$$
\begin{equation*}
p_{E}=\frac{\eta_{0}}{\Gamma(1-\alpha)} \triangle z^{-(1+\alpha)}, \quad q_{E}=\frac{G_{0}}{\Gamma(1+\alpha)} \triangle z^{1-\alpha} \tag{4.22}
\end{equation*}
$$

In Eq. (4.21):

$$
\gamma^{T}(t)=\left[\begin{array}{llll}
\gamma_{1}(t) & \gamma_{2}(t) & \ldots & \gamma_{n}(t)
\end{array}\right], \quad \mathbf{v}^{T}=\left[\begin{array}{lllll}
1 & 0 & 0 & \ldots & 0 \tag{4.23}
\end{array}\right],
$$

where the apex $T$ means transpose. The coefficient matrices $\mathbf{A}$ and $\mathbf{B}$ are

$$
\begin{gather*}
\mathbf{A}=\left[\begin{array}{ccccc}
1^{-\alpha} & -1^{-\alpha} & 0 & \cdots & 0 \\
-1^{-\alpha} & 1^{-\alpha}+2^{-\alpha} & -2^{-\alpha} & \cdots & 0 \\
0 & -2^{-\alpha} & 2^{-\alpha}+3^{-\alpha} & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & (n-1)^{-\alpha}+n^{-\alpha}
\end{array}\right]  \tag{4.24}\\
 \tag{4.25}\\
\mathbf{B}=\left[\begin{array}{ccccc}
1^{-\alpha} & 0 & 0 & \ldots & 0 \\
0 & 2^{-\alpha} & 0 & \ldots & 0 \\
0 & 0 & 3^{-\alpha} & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & n^{-\alpha}
\end{array}\right]
\end{gather*}
$$

The matrices $\mathbf{A}$ and $\mathbf{B}$ are symmetric and positive definite (in particular $\mathbf{B}$ is diagonal) and they may be readily constructed for an assigned value of $\alpha$ (depending of the derivative order $\beta$ ) and for a fixed truncation order $n$. Moreover Eq. (4.21) may now be readily integrated by using standard tools of dynamic analysis how it will be shown later on.

### 4.2.2 Discrete model of visco-elastic material

As the fractional order derivative is $\beta=\beta_{V} \in[1 / 2,1]$ the mechanical description of the material is the represented by the continuous model depicted in Figure 4.3 and ruled by Eq (4.10).

By introducing a discretization of the z-axis in intervals $\triangle z$ in governing equation of the VE materials in Eq. (4.10) yields a finite difference equation of the form:

$$
\begin{equation*}
\frac{\triangle}{\triangle z}\left[k_{V}\left(z_{j}\right) \frac{\triangle \gamma\left(z_{j}, t\right)}{\triangle z}\right]=c_{V}\left(z_{j}\right) \dot{\gamma}\left(z_{j}, t\right) \tag{4.26}
\end{equation*}
$$

that corresponds to a discretized mechanical representation of fractional derivatives. The mechanical model is represented by a set of massless shear layers with state variables $\gamma\left(z_{j}, t\right)=\gamma_{j}(t)$ that are mutually interconnected by linear springs with stiffness $k_{V j}=k_{V}\left(z_{j}, t\right) / \triangle z$ resting on a bed of independent linear dashpots with viscosity coefficient $c_{V j}=c_{V}\left(z_{j}, t\right) \triangle z$. Stiffness and dashpot coefficients are

$$
\begin{equation*}
k_{V j}=\frac{G_{0}}{\Gamma(1-\alpha)} \frac{z_{j}^{-\alpha}}{\triangle z}, \quad c_{V j}=\frac{\eta_{0}}{\Gamma(1+\alpha)} z_{j}^{-\alpha} \triangle z \tag{4.27}
\end{equation*}
$$



Figure 4.3: Discretized counterpart of the continuous model Figure 4.1(b) VE case.
with $\alpha=2 \beta-1$.
The set of equilibrium equations reads:

$$
\left\{\begin{array}{l}
c_{V 0} \dot{\gamma}_{1}(t)-k_{V 0} \triangle \gamma_{1}(t)=\sigma(t)  \tag{4.28}\\
c_{V j} \dot{\gamma}_{j}(t)+k_{V j-1} \triangle \gamma_{j-1}(t)-k_{V j} \triangle \gamma_{j}(t)=0, \quad j=1,2, \ldots, \infty
\end{array}\right.
$$

Thus, considering the contributions of the first $n$ shear layers the differential equation system may be written as

$$
\begin{equation*}
p_{V} \mathbf{B} \dot{\gamma}(t)+q_{V} \mathbf{A} \boldsymbol{\gamma}(t)=\mathbf{v} \sigma(t) \tag{4.29}
\end{equation*}
$$

where:

$$
\begin{equation*}
p_{V}=\frac{\eta_{0}}{\Gamma(1+\alpha)} \triangle z^{1-\alpha}, \quad q_{V}=\frac{G_{0}}{\Gamma(1-\alpha)} \triangle z^{-(1+\alpha)} \tag{4.30}
\end{equation*}
$$

while $\gamma, \mathbf{v}$ and the matrices $\mathbf{A}$ and $\mathbf{B}$ have already been defined in sect. 4.2.1.
Up to now, a shear stress and a subsequent shear deformation as in the Couette problem have been considered, but exact governing equations, and then exact mechanical models, for the axial stress and axial deformation are the same how is depicted in Figure 4.4 for both EV and VE case. Also in this case as $\Delta z \rightarrow 0$ (continuous problem) both the fractional EV and VE continuous are restored.

In the next section the modal analysis of dynamical system, ruled by Eq. (4.21) and Eq. (4.29), will be performed leading to a set of decoupled system of first order differential equations.


Figure 4.4: Continuous and discretized fractional axial models.

### 4.3 The modal analysis of the discrete models

The observations reported in previous section lead to conclude that, whatever class of viscoelastic materials is considered, the time-evolution of the material system may be obtained by the introduction of a proper set of inner state variables, collected in the vector $\gamma(t)$ and ruled by a set first-order linear differential equations. In this perspective the mechanical response of fractional viscoelastic materials may be obtained in terms of the vector $\gamma(t)$ by means of the decoupling set of eigenmodes of the differential equations system reported in Eq. (4.20) for EV materials or in Eq. (4.28) for VE materials. Since the different mechanical models correspond to Elasto-Viscous and Visco-Elastic materials, as discussed in previous section, these two cases will be dealt separately in the following.

### 4.3.1 Elasto-viscous materials

The governing equation of EV case is reported in Eq. (4.21). First, consider the homogeneous case with $\sigma(t)=0$. Performing the coordinate transformation

$$
\begin{equation*}
\mathbf{B}^{1 / 2} \gamma(t)=\mathbf{x}(t) \tag{4.31}
\end{equation*}
$$

and premultiplying by $\mathbf{B}^{-1 / 2}$, the differential equation for the unknown vector $\mathbf{x}$ is

$$
\begin{equation*}
p_{E} \mathbf{D} \dot{\mathbf{x}}(t)+q_{E} \mathbf{x}(t)=\tilde{\mathbf{v}} \sigma(t) \tag{4.32}
\end{equation*}
$$

where $\tilde{\mathbf{v}}=\mathbf{B}^{-1 / 2} \mathbf{v}, \mathbf{D}$ is the dynamical matrix $\mathbf{D}=\mathbf{B}^{-1 / 2} \mathbf{A} \mathbf{B}^{-1 / 2}$, defined as

$$
\mathbf{D}=\left[\begin{array}{cccccc}
1 & -\left(\frac{2}{1}\right)^{\frac{\alpha}{2}} & 0 & \cdots & 0 & 0  \tag{4.33}\\
-\left(\frac{2}{1}\right)^{\frac{\alpha}{2}} & 1+\left(\frac{2}{1}\right)^{\alpha} & -\left(\frac{3}{2}\right)^{\frac{\alpha}{2}} & \cdots & 0 & 0 \\
0 & -\left(\frac{3}{2}\right)^{\frac{\alpha}{2}} & 1+\left(\frac{3}{2}\right)^{\alpha} & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1+\left(\frac{n-1}{n-2}\right)^{\alpha} & -\left(\frac{n}{n-1}\right)^{\frac{\alpha}{2}} \\
0 & 0 & 0 & \cdots & -\left(\frac{n}{n-1}\right)^{\frac{\alpha}{2}} & 1+\left(\frac{n}{n-1}\right)^{\alpha}
\end{array}\right],
$$

$\mathbf{D}$ is symmetric and positive definite. It may be obtained straightforwardly once $n$ and $\alpha$ are fixed. Let $\boldsymbol{\Phi}$ be the modal matrix whose columns are the orthonormal eigenvectors of $\mathbf{D}$. That is,

$$
\begin{equation*}
\boldsymbol{\Phi}^{T} \mathbf{D} \boldsymbol{\Phi}=\boldsymbol{\Lambda}, \quad \boldsymbol{\Phi}^{T} \boldsymbol{\Phi}=\mathbf{I} \tag{4.34}
\end{equation*}
$$

where $\mathbf{I}$ is the identity matrix and $\boldsymbol{\Lambda}$ is the diagonal matrix collecting the eigenvalues $\lambda_{j}>0$ of $\mathbf{D}$. The eigenvalues $\lambda_{j}$ are ordered in such a way that $\lambda_{1}<\lambda_{2}<\cdots<\lambda_{n}$.

Introduce the modal coordinate vector $\mathbf{y}(t)$ defined as

$$
\begin{equation*}
\mathbf{x}(t)=\boldsymbol{\Phi} \mathbf{y}(t), \quad \mathbf{y}(t)=\boldsymbol{\Phi}^{-1} \mathbf{x}(t) \tag{4.35}
\end{equation*}
$$

By placing Eq. (4.35) into Eq. (4.32) and premultiplying for $\boldsymbol{\Phi}^{T}$, a decoupled set of differential equations is obtained:

$$
\begin{equation*}
p_{E} \boldsymbol{\Lambda} \dot{\mathbf{y}}(t)+q_{E} \mathbf{y}(t)=\overline{\mathbf{v}} \sigma(t) \tag{4.36}
\end{equation*}
$$

where $\overline{\mathbf{v}}=\boldsymbol{\Phi}^{T} \tilde{\mathbf{v}}=\boldsymbol{\Phi}^{T} \mathbf{B}^{-1 / 2} \mathbf{v}=\boldsymbol{\Phi}^{T} \mathbf{v}$. The $j^{\text {th }}$ equation of Eq. (4.36) reads:

$$
\begin{equation*}
\dot{y}_{j}(t)+\rho_{j} y_{j}(t)=\frac{\phi_{1, j}}{p_{E} \lambda_{j}} \sigma(t), \quad j=1,2,3, \ldots n \tag{4.37}
\end{equation*}
$$

where $\rho_{j}=q_{E} / p_{E} \lambda_{j}>0$ and $\phi_{1, j}$ is the $j^{\text {th }}$ element of the first row of the matrix $\boldsymbol{\Phi}$. Eqs. (4.37) represent a decoupled set of Kelvin-Voigt units, as is shown in Figure 4.5, and the solution of Eq. (4.37) is provided in the form:

$$
\begin{equation*}
y_{j}(t)=y_{j}(0) e^{-\rho_{j} t}+\frac{\phi_{1, j}}{p_{E} \lambda_{j}} \int_{0}^{t} e^{-\rho_{j}(t-\tau)} \sigma(\tau) d \tau \tag{4.38}
\end{equation*}
$$

where $y_{j}(0)$ is the $j^{\text {th }}$ component of the vector $\mathbf{y}(0)$ related to the vector of initial conditions $\gamma(0)$ as

$$
\begin{equation*}
\mathbf{y}(0)=\boldsymbol{\Phi}^{T} \mathbf{B}^{1 / 2} \gamma(0) \tag{4.39}
\end{equation*}
$$





Figure 4.5: Kelvin-Voigt elements in modal space (EV case).

Solution of the differential equation system in Eq. (4.21) may be obtained as the modal vector $\mathbf{y}(t)$, that is evaluated solving Eq. (4.38). From the Eqs. (4.31) and (4.35) the vector $\gamma(t)$ gives

$$
\begin{equation*}
\gamma(t)=\mathbf{B}^{-1 / 2} \boldsymbol{\Phi} \mathbf{y}(t) . \tag{4.40}
\end{equation*}
$$

To find the relation among the shear stress and the normalized transverse displacement of the upper lamina, it is necessary to evaluate the first element of vector $\gamma(t)$. That is,

$$
\begin{equation*}
\gamma(t)=\mathbf{v}^{T} \gamma(t) . \tag{4.41}
\end{equation*}
$$

### 4.3.2 Visco-elastic materials

Modal analysis of the differential equations system representing the behavior of VE material is quite similar to previous section. In this case we substitute Eq. (4.31) in Eq. (4.29) and we perform left premultiplication by $\mathbf{B}^{-1 / 2}$ that reads:

$$
\begin{equation*}
p_{V} \dot{\mathbf{x}}(t)+q_{V} \mathbf{D} \mathbf{x}(t)=\tilde{\mathbf{v}} \sigma(t) \tag{4.42}
\end{equation*}
$$

where $\mathbf{D}$ is the dynamical matrix defined in previous section. The dynamical equilibrium equation in modal coordinate reads:

$$
\begin{equation*}
p_{V} \dot{\mathbf{y}}(t)+q_{V} \boldsymbol{\Lambda} \mathbf{y}(t)=\overline{\mathbf{v}} \sigma(t) \tag{4.43}
\end{equation*}
$$

the equilibrium of $j^{\text {th }}$ Kelvin-Voigt from Eq. (4.43) is

$$
\begin{equation*}
\delta_{j} \dot{y}_{j}(t)+y_{j}(t)=\frac{\phi_{1, j}}{q_{V} \lambda_{j}} \sigma(t), \quad j=1,2,3, \ldots n \tag{4.44}
\end{equation*}
$$

where $\delta_{j}=p_{v} / q_{V} \lambda_{j}>0$. In this case the problem in the modal coordinates is decomposed in a set of Kelvin-Voigt units as shown in Figure 4.6.


Figure 4.6: Kelvin-Voigt elements in modal space (VE case).

The solution in terms of modal coordinates is

$$
\begin{equation*}
y_{j}(t)=y_{j}(0) e^{-t / \delta_{j}}+\frac{\phi_{1, j}}{\delta_{j} q_{V} \lambda_{j}} \int_{0}^{t} e^{-(t-\tau) / \delta_{j}} \sigma(\tau) d \tau \tag{4.45}
\end{equation*}
$$

The stress-strain relations between shear stress $\sigma(t)$ and normalized displacement $\gamma(t)$ may be obtained as in previous section (see Eq.s (4.38) and (4.41)).

The case of $\beta=1 / 2$, that is common to both EV and VE mechanical analogues, is a critical value and some additional considerations may be withdrawn from its analysis as it will be shown in the next section.

### 4.3.3 The critical value of $\beta: \beta=1 / 2$

The case of $\beta=1 / 2$ is of particular interest since eigenvalues and eigenvectors are given in closed form. It follows that the role played by the truncation depth of $z$ and the number of laminae may be evidenced.

The case $\beta=1 / 2$ may be treated in two different ways, or by assuming $\beta=1 / 2$ starting from the EV case, or by assuming $\beta=1 / 2$ starting from the VE case. Starting from the EV-model we get:

$$
\begin{equation*}
k_{E j}=G_{0} \triangle z, \quad c_{E j}=\frac{\eta_{0}}{\triangle z}, \tag{4.46}
\end{equation*}
$$

consequently the Eqs. (4.22) take the following form:

$$
\begin{equation*}
p_{E}=\frac{\eta_{0}}{\Delta z}, \quad q_{E}=G_{0} \Delta z \tag{4.47}
\end{equation*}
$$

and the equilibrium equation system in compact form, similarly to the Eq. (4.21), reads:

$$
\begin{equation*}
\frac{\eta_{0}}{\triangle z} \mathbf{A} \dot{\gamma}(t)+G_{0} \triangle z \mathbf{B} \gamma(t)=\mathbf{v} \sigma(t) \tag{4.48}
\end{equation*}
$$

where the matrices $\mathbf{A}$ and $\mathbf{B}$ assume the following particular form:

$$
\mathbf{A}=\left[\begin{array}{ccccc}
1 & -1 & 0 & \ldots & 0  \tag{4.49}\\
-1 & 2 & -1 & \ldots & 0 \\
0 & -1 & 2 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 2
\end{array}\right]
$$

and

$$
\begin{equation*}
\mathbf{B}=\mathbf{I} \tag{4.50}
\end{equation*}
$$

The eigenvalues $\lambda_{j}$ and the normalized eigenvectors $\boldsymbol{\phi}_{j}$ of particular tridiagonal matrix A can be evaluated with some manipulations from other works [67, 129]. In particular, such eigenvalues and eigenvectors are:

$$
\begin{gather*}
\lambda_{j}=2-2 \cos \left(\frac{2 j-1}{2 n+1} \pi\right), j=1,2 \ldots, n  \tag{4.51}\\
\phi_{k, j}=\sqrt{\frac{4}{2 n+1}} \cos \left[\frac{(2 j-1)(2 k-1)}{2(2 n+1)} \pi\right], j, k=1,2 \ldots, n \tag{4.52}
\end{gather*}
$$

Using the Eq. (4.52) can be readily calculate the modal matrix $\boldsymbol{\Phi}$, obtaining the following equation in the modal space:

$$
\begin{equation*}
\frac{\eta_{0}}{\triangle z} \boldsymbol{\Lambda} \dot{\mathbf{y}}(t)+G_{0} \triangle z \mathbf{y}(t)=\overline{\mathbf{v}} \sigma(t) \tag{4.53}
\end{equation*}
$$

where $\overline{\mathbf{v}}=\boldsymbol{\Phi}^{T} \mathbf{v}$ and the $j^{\text {th }}$ equation of the system (4.53), corresponding to the equilibrium equation of the $j^{\text {th }}$ Kelvin-Voigt unit in the modal space, reads:

$$
\begin{equation*}
\dot{y}_{j}(t)+\frac{G_{0} \triangle z^{2}}{\eta_{0} \lambda_{j}} y_{j}(t)=\frac{\phi_{1, j} \triangle z}{\eta_{0} \lambda_{j}} \sigma(t), \quad j=1,2, \ldots, n . \tag{4.54}
\end{equation*}
$$

The solution of $j^{\text {th }}$ equation in modal space of EV-model is

$$
\begin{equation*}
y_{j}(t)=y_{j}(0) e^{-\frac{G_{0} \Delta z^{2}}{\eta_{0} \lambda_{j}} t}+\frac{\phi_{1, j} \Delta z}{\eta_{0} \lambda_{j}} \int_{0}^{t} e^{-\frac{G_{0} \Delta z^{2}}{\eta_{0} \lambda_{j}}(t-\tau)} \sigma(\tau) d \tau \tag{4.55}
\end{equation*}
$$

and the normalized transverse displacement of the upper lamina is obtained as

$$
\begin{align*}
\gamma(t) & =\mathbf{v}^{T} \boldsymbol{\Phi} \mathbf{y}(t) \\
& =\sum_{j=1}^{n}\left[\phi_{1, j} y_{j}(0) e^{-\frac{G_{0} \Delta z^{2}}{\eta_{0} \lambda_{j}} t}+\frac{\phi_{1, j}^{2} \triangle z}{\eta_{0} \lambda_{j}} \int_{0}^{t} e^{-\frac{G_{0} \Delta z^{2}}{\eta_{0} \lambda_{j}}(t-\tau)} \sigma(\tau) d \tau\right] . \tag{4.56}
\end{align*}
$$

Exactly the same result is achieved as we work out on the governing equation of the VE material behavior reported in section 4.2.2.

### 4.4 Numerical examples

In this section a numerical applications is presented for different values of $\beta$. Consider that the system is forced by a constant stress case $\sigma(t)=\sigma_{0} U(t)$. The fractional integral in Eq. (4.6) may be evaluated in closed form and it returns the creep function given in Eq. (4.5).

In Figure 4.7 the results for $\sigma(t)=\sigma_{0} U(t)$ and different values of $\beta \in$ [ $0,1 / 2$ ], (EV case) are contrasted with exact solution reported in Eq. (4.6). For this case we select $\triangle z=0.001$ and $n=1500$, where $\triangle z$ is the discretization step and $n$ is the number of layers considered (total truncation depth is $\bar{h}=$ $n \triangle z=1.5)$, moreover it is assumed $G_{0}=1$ and $\eta_{0}=1$.


Figure 4.7: Creep test of EV model with $\sigma_{0}=1$ : comparison between the exact and approximate solution.

In Figure 4.8 the results for $\sigma(t)=\sigma_{0} U(t)$ and different values of $\beta \in$ $[1 / 2,1]$ (VE case) are contrasted with exact solution in Eq. (4.6), the discretization step selected is $\triangle z=0.02, n=1500$ (total depth $\bar{h}=3$ ). It may be seen that exact solutions are matched with that obtained by the discretization procedure for a large time, moreover for $\beta=1 / 2$ the solution obtained with EV case exactly coalesces with that obtained for VE case.

In order to investigate further the role played by truncation depth $\bar{h}=$ $n \triangle z$ and by the number of laminae $n$, the critical case $\beta=1 / 2$ is addressed. The creep function obtained with the discretized model reads:

$$
\begin{align*}
\gamma(t) & =\sum_{j=1}^{n}\left[\frac{\phi_{1, j}^{2} \Delta z \sigma_{0}}{\eta_{0} \lambda_{j}} \int_{0}^{t} e^{-\frac{G_{0} \Delta z^{2}}{\eta_{0} \lambda_{j}}(t-\tau)} U(\tau) d \tau\right] \\
& =\frac{\sigma_{0} n}{G_{0} \bar{h}} \sum_{j=1}^{n}\left[\phi_{1, j}^{2}\left(1-e^{\frac{G_{0} \bar{h}^{2}}{\eta_{0} \lambda_{j} n^{2}}}\right)\right] . \tag{4.57}
\end{align*}
$$

Eq. (4.57) shows that the discretized model provides a solution in terms of the sum of exponentials. The sum, tends asymptotically, by increasing the observation time, to the following limit:

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \gamma(t)=\frac{\sigma_{0} n}{G_{0} \bar{h}} \sum_{j=1}^{n} \phi_{1, j}^{2}=a(n, \bar{h}) \tag{4.58}
\end{equation*}
$$



Figure 4.8: Creep test of VE model with $\sigma_{0}=1$ : comparison between the exact and approximate solution.
while the exact solution, given by Eq. (4.5) is the power-law type solution:

$$
\begin{equation*}
\gamma(t)=\sigma_{0} J(t)=\frac{\sigma_{0}}{G_{0} \Gamma(1.5)}\left(\frac{G_{0}}{\eta_{0}} t\right)^{0.5} \tag{4.59}
\end{equation*}
$$

showing that Eq. (4.59) does not denote an asymptotic behavior for $t \rightarrow \infty$. It follows that Eq. (4.57) is able to represent the exact solution only for a certain interval of time $t^{*}$ that depends on the number of laminae as well as on the depth $\bar{h}$ selected for the analysis.

In order to predict a reference time $t^{*}$ such that the solution obtained by the discretization model and the exact one are nearly coincident, we may refer to Figure 4.9 where the asymptotic value $a(n, \bar{h})$, the discretized solution and that obtained by creep function are reported. We observe that at time $\bar{t}_{n, \bar{h}}$ the exact solution reaches the asymptotic one. In more details placing the equality of the Eq. (4.59) and the asymptotic value $a(n, h)$ we obtain the following limit time $\bar{t}_{n, \bar{h}}$ :

$$
\begin{equation*}
\bar{t}_{n, \bar{h}}=\left(\frac{\Gamma(1.5) a(n, \bar{h})}{\sigma_{0}}\right)^{2} \eta_{0} G_{0} \tag{4.60}
\end{equation*}
$$

The solution obtained by discretization is always smaller than its asymptotic value. It follows that the reference time $t^{*}$, at which the response is well approximate, may be expressed in the form:

$$
\begin{equation*}
t^{*}=v \bar{t}_{n, \bar{h}} \tag{4.61}
\end{equation*}
$$



Figure 4.9: Comparison between power-law function and summation of exponentials.
with $v \ll 1$. From these observations follows that the larger is the observation time the more the number of layers $n$ and the larger truncation depth $\bar{h}$ will be.

Other examples of the discretized model of the fractional viscoelasticity can be found in [38-40].

### 4.5 Conclusions

Fractional viscoelastic constitutive laws are characterized by fractional operators of order $\beta: 0 \leq \beta \leq 1$. The order $\beta$ may be found by creep or relaxation test that exhibit a power-law with exponent $\beta$. Two different continuous mechanical models leading to fractional stress-strain relation have been found. For $0 \leq \beta \leq 1 / 2$ the predominant behavior is the elastic one as compared with the viscous behavior. Its mechanical correspondent is a massless undefined column of Newtonian fluid resting on a bed of independent springs. For $1 / 2 \leq \beta \leq 2$ the viscous properties are predominant with respect to the elastic ones. Its mechanical correspondent is a massless undefined shear column resting on a bed of independent dashpots. In both cases the various coefficients decay with a power-law that is related to the characteristic value of $\beta$.

Discretization leads to an infinite set of coupled differential equations ruled by symmetric and positive definite matrices. As a conclusion, truncation of the depth of the columns and discretization lead always to a set of Kelvin-

Voigt elements in a self-similar arrangement [73]. It follows that the discretization always corresponds to asymptotic value in contrast with the power-law creep function of viscoelastic materials. As a consequence, discretized model produces accurate results only for prescribed observation time. However numerical examples performed for different values of $\beta$ and different forcing functions produce accurate results in a reasonable long time and then the procedure outlined in the Chapter may be used for fractional calculations.

In this Chapter the physical representation of the fractional constitutive law exists has been found. Therefore, the fractional operator in the stressstrain relation is more than a convenient mathematical tool that permits to obtain a good best-fitting of the experimental results. Indeed, it has an hierarchical mechanical model.

## Chapter 5

## Dynamics of structures with fractional viscoelastic behavior

### 5.1 Preliminary remarks

The previous Chapter has shown that the mathematical model of fractional viscoelastic material has a mechanical counterpart. This is an important goal under a physical/engineering point of view. Indeed the existence of a mechanical model of relation with fractional operators means that the fractional stress-strain relation is more than a mathematical tool, but it well describes the physics of the real matter which does not follow the ideal elastic or fluid behavior. After showing that the best way to describe the behavior of real material, and after introducing the mechanical interpretation of this behavior, this Chapter shows the dynamic analysis of such structures builded with viscoelastic material forced by deterministic and stochastic loads.

The dynamic analysis of real structures can be driven by introducing a proper model of that well approximate the behavior in terms of displacement and loads. This kind of problems occurs in many areas of mechanical, civil and aerospace engineering. To perform this analysis is needed to define the local stress-strain relation (depending on the materials which used to build the structures), the global model of the structure, and the description of the external action (load or imposed displacement). Obviously, the considered model to describe the stress-strain relation of the real materials is the fractional one. This chose leads to have the fractional operators also in the equation of motion of the global structure. This global model has been obtained considered the
structures as continuous or discrete. The continuous case, shown in the first part of this Chapter the considered viscoelastic structural element is the EulerBernoulli beam with fractional dampers forced by stochastic load. Whereas, as discretized case is considered the case of shear-type multi-degree-of freedom system endowed with fractional viscoelastic elements under deterministic and stochastic loads. As the next sections show, the presence of fractional viscoelastic elements leads to have fractional partial differential equations in the continuous systems, and sets of coupled fractional differential equation in the discretized system with lumped parameters. Both problems are more complicate to solve respect the classic integer-order case, and for this reason is needed to introduce new methods to solve them. In the following these new methods are shown.

### 5.2 Continuous fractionally damped beam

This section aims at introducing the governing equation of motion of a continuous fractionally damped system under generic input loads, no matter the order of fractional derivative. Moreover, particularizing the excitation as a random noise, the evaluation of the power spectral density performed in frequency domain stresses relevant features of such a system. To asses the accuracy of results the variance response evaluated trough power spectral density function, has been contrasted with Monte Carlo simulations in time domain. In these formulations, the normal-mode approach is used to reduce the differential equation of a fractionally damped continuous beam into a set of infinite equations each of which describes the dynamics of a fractionally damped spring-mass-damper system.

### 5.2.1 Vibration of Euler-Bernoulli beam modeled using fractional Kelvin-Voigt

Let consider an isotropic homogeneous viscoelastic Euler-Bernoulli beam of length $L$ depicted in Figure 5.1, referred to the axes $x, y, z$, with origin located at the centroid of the cross section, and $x$ and $y$ are principal axes of inertia of the cross section. All external spatially distributed loads, denoted by $q_{y}(z, t)$, are assumed to act in $y$-direction, thus orthogonally to the $z$-axis.

The dynamic equilibrium equation for vibrations $v(z, t)$ in the $y$-direction of the length $d z$ of the beam is readily obtained by equating the inertial force to the sum of the forces exerted by the other parts of the beam and the external

$\begin{array}{ll}\text { (a) Layout of the beam } & \text { (b) Free body diagram of the beam }\end{array}$


Figure 5.1: Euler-Bernoulli beam.
forces Figure 5.1(b):

$$
\begin{equation*}
\frac{\partial^{2} M_{x}(z, t)}{\partial z^{2}}=\rho(z) A(z) \frac{\partial^{2} v(z, t)}{\partial t^{2}}-q_{y}(z, t) \tag{5.1}
\end{equation*}
$$

where $\rho(z)$ is the mass density of the material, $A(z)$ is the cross sectional area, $M_{x}(z, t)$ is the bending moment, the latter is related to the shear in the section at abscissa $z$ and at time $t T_{y}(z, t)$, by the relation:

$$
\begin{equation*}
\frac{\partial M_{x}(z, t)}{\partial z}=T_{y}(z, t) \tag{5.2}
\end{equation*}
$$

By virtue of the Euler-Bernoulli hypothesis, that is neglecting rotary inertia and shear deformation, the kinematic and the mechanic relations read respectively:

$$
\begin{gather*}
\varepsilon(y, z, t)=-y \frac{\partial^{2} v(z, t)}{\partial z^{2}}  \tag{5.3a}\\
\sigma(y, z, t)=\frac{M_{x}(z, t)}{J_{x}(z)} y \tag{5.3b}
\end{gather*}
$$

where $J_{x}(z)$ is the moment of inertia of the cross section with respect to the x -axis.

As aforementioned, this section deals with vibrations of a viscoelastic beam, then to capture the main features of a viscoelastic behavior, like relaxation and creep phenomena, it requires to introduce the proper constitutive law. According to Nutting [82] and Gemant [50,51], and to the previous Chapters the
more realistic description of creep and/or relaxation is given by a power-law function with real order exponent.

As soon as we assume a power-law function for creep as kernel of Boltzmann integral, the constitutive law, relating axial strain $\varepsilon(y, z, t)$ and the stress $\sigma(y, z, t)$, is ruled by the Riemann-Liouville fractional integral in the stressstrain relation with order equal to that of the power-law, as follows:

$$
\begin{equation*}
\varepsilon(y, z, t)=\frac{1}{C(\beta)}\left(\mathrm{I}_{t, 0^{+}}^{\beta} \sigma\right)(y, z, t) \tag{5.4}
\end{equation*}
$$

where $C(\beta, z)$ and $\beta: 0 \leqslant \beta \leqslant 1$ are characteristic parameters of the material.
Vice-versa, starting from the relaxation function, the stress-strain constitutive law is ruled by the Caputo's fractional derivative:

$$
\begin{equation*}
\sigma(y, z, t)=C(\beta, z)\left({ }_{C} D_{t, 0^{+}}^{\beta} \varepsilon\right)(y, z, t) \tag{5.5}
\end{equation*}
$$

As the previous Chapter 3 have shown the Eq.s (5.4) and (5.5) represent the stress-strain relation of the spring-pot. Further, viscoelastic behavior is also described using a more general model called fractional Kelvin-Voigt model. By using this latter model, according to the Eq. (3.52), the stress-strain relation in the continuous beam is

$$
\begin{equation*}
\sigma(y, z, t)=E(z) \varepsilon(y, z, t)+C(\beta, z)\left({ }_{C} D_{t, 0^{+}}^{\beta} \varepsilon\right)(y, z, t) \tag{5.6}
\end{equation*}
$$

where $E(z)$ is the Young's modulus.
Then, placing the expression of the bending moment $M_{x}(z, t)$ into Eq. (5.1), and taking into account the Eq.s (5.1)-(5.3b), the following relation holds:
$\rho(z) A(z) \ddot{v}(z, t)+\frac{\partial^{2}}{\partial z^{2}}\left[E(z) J_{x}(z) \frac{\partial^{2} v(z, t)}{\partial z^{2}}+C(\beta, z) J_{x}(z) \frac{\partial^{\beta} \partial^{2} v(z, t)}{\partial t \beta \partial z^{2}}\right]=q_{y}(z, t)$.
Notice that Eq. (5.7) covers all cases from a pure classical elastic continuum beam (if the spring-pot is not present) up to the pure fractionally damped continuum beam (if the spring is not present), moreover for the limit cases $\beta=0$ and $\beta=1$ the fractional Kelvin-Voigt model reverts to the model with two springs in parallel and to a Kelvin-Voigt model (a spring in parallel with a dashpot) respectively. Once the governing equation of motion has been introduced, the flexural vibrations, solution of this differential equation, are evaluated following the traditional approach:

$$
\begin{equation*}
v(z, t)=\sum_{k=1}^{\infty} \xi_{k}(t) \phi_{k}(z) \tag{5.8}
\end{equation*}
$$

that represents the displacement function as a linear combination of the normal mode shapes of the undamped free vibration of the system $\phi_{k}(z)$, dependent on the constraints only (boundary conditions). The coefficients in the linear combination are the modal coordinates $\xi_{k}(t)$. They are functions of time and take into account the behavior of the fractionally damped model.

### 5.2.2 Numerical solution in the time domain

Assume that the cross section $A(z)$ of the beam, the elastic modulus $E(z)$, the mass density $\rho(z)$, and the moment of inertia $J_{x}(z)$, are all constant quantities, then the canonical form of equation of motion in Eq. (5.7) assumes the form:

$$
\begin{equation*}
\rho A \ddot{v}(z, t)+E J_{x} \frac{\partial^{4} v(z, t)}{\partial z^{4}}+C(\beta) J_{x} \frac{\partial^{\beta} \partial^{4} v(z, t)}{\partial t^{\beta} \partial z^{4}}=q_{y}(z, t), \tag{5.9}
\end{equation*}
$$

introducing solution in Eq. (5.8) into Eq.(5.9) it leads to:

$$
\begin{equation*}
\sum_{k=1}^{\infty} \ddot{\xi}_{k}(t) \phi_{k}(z)+\frac{E J_{x}}{\rho A} \sum_{k=1}^{\infty} \xi_{k}(t) \phi_{k}^{(4)}(z)+\frac{C(\beta) J_{x}}{\rho A} \sum_{k=1}^{\infty}\left({ }_{C} D_{0^{+}}^{\beta} \xi_{k}\right)(t) \phi_{k}^{(4)}(z)=\frac{q_{y}(z, t)}{\rho A} \tag{5.10}
\end{equation*}
$$

then, multiplying both sides of Eq. (5.10) by $\phi_{j}(z)$ and integrating in $d z$ from 0 to $L$, the following relation is obtained:

$$
\begin{align*}
& \sum_{k=1}^{\infty} \ddot{\zeta}_{k}(t) \int_{0}^{L} \phi_{j}(z) \phi_{k}(z) d z+\frac{E J_{x}}{\rho A} \sum_{k=1}^{\infty} \xi_{k}(t) \int_{0}^{L} \phi_{j}(z) \phi_{k}^{(4)}(z) d z+ \\
& \quad+\frac{C(\beta) J_{x}}{\rho A} \sum_{k=1}^{\infty}\left({ }_{C} D_{0^{+}}^{\beta} \xi_{k}\right)(t) \int_{0}^{L} \phi_{j}(z) \phi_{k}^{(4)}(z) d z=\frac{1}{\rho A} \int_{0}^{L} q_{y}(z, t) \phi_{j}(z) d z \tag{5.11}
\end{align*}
$$

Taking into account the orthogonality condition

$$
\begin{equation*}
\int_{0}^{L} \phi_{j}(z) \phi_{k}(z) d z=\delta_{j k} \tag{5.12}
\end{equation*}
$$

where $\delta_{j k}$ is the Kronecker delta defined as

$$
\delta_{j k}= \begin{cases}1, & \text { for } j=k  \tag{5.13}\\ 0, & \text { for } j \neq k\end{cases}
$$

the governing differential equation in terms of $y_{j}(t)$ is obtained as

$$
\begin{equation*}
\ddot{\zeta}_{j}(t)+\frac{E J_{x}}{\rho A} R_{j} \xi_{j}(t)+\frac{C(\beta) J_{x}}{\rho A} R_{j}\left({ }_{C} D_{0^{+}}^{\beta} \xi_{j}\right)(t)=\frac{1}{\rho A} \int_{0}^{L} \phi_{j}(z) q_{y}(z, t) d z \tag{5.14}
\end{equation*}
$$

where $R_{j}=\int_{0}^{L} \phi_{j}(z) \phi_{j}^{(4)}(z) d z$.
In time domain, Eq. (5.14) may be solved placing the initial conditions of quiet, and adopting any integration method in conjunction with a discretization form of the fractional derivative. In this regard, according to the works of Schmidt \& Gaul [49, 103-105], and Spanos \& Evangelatos [115], the fractional operator can be discretized using the definition of Grünwald-Letnikov (GL) in Eq. (2.19) and the properties of binomial coefficient. That is,

$$
\begin{equation*}
\left({ }_{C} D_{0^{+}}^{\beta} \xi_{j}\right)(t)=\lim _{\Delta t \rightarrow 0} \Delta t^{-\beta} \sum_{s=0}^{N} \mathrm{GL}_{s} \xi_{j}(t-s \Delta t) \tag{5.15}
\end{equation*}
$$

being $\mathrm{GL}_{s}$ coefficients evaluate with a recursive relation:

$$
\begin{equation*}
\mathrm{GL}_{s}=\frac{s-\beta-1}{s} G L_{s-1} ; \quad \mathrm{GL}_{0}=1 \tag{5.16}
\end{equation*}
$$

Once the coefficients of the linear combination $\xi_{j}(t)$ are determined, the fractionally damped beam vibrations may be simply evaluated through Eq. (5.8).

### 5.2.3 Stochastic analysis in frequency domain

As aforementioned the crux of the determination of the vibrations of a fractionally damped beam is the evaluation of $y_{j}(t)$. To aim at this, just solve Eq. (5.14) that is valid for arbitrary forcing function, and therefore, it is also useful for random excitation. For instance, dealing with a random ground acceleration $w(t)$, Eq. (5.14) may be rewritten as

$$
\begin{equation*}
\ddot{\zeta}_{j}(t)+\frac{E J_{x}}{\rho A} R_{j} \xi_{j}(t)+\frac{C(\beta) J_{x}}{\rho A} R_{j}\left({ }_{C} D_{0^{+}}^{\beta} \xi_{j}\right)(t)=-P_{j} w(t) \tag{5.17}
\end{equation*}
$$

where $P_{j}=\int_{0}^{L} \phi_{j}(z) d z$ represents the modal participation coefficient. Solution of Eq. (5.17) returns $\xi_{j}(t)$ in time domain, but it is possible to operate in frequency domain by performing the Fourier transform, therefore:

$$
\begin{equation*}
\Xi_{\mathcal{F} j}(\omega)=\mathrm{H}_{j}(\omega)\left(-P_{j}\right) W_{\mathcal{F}}(\omega) \tag{5.18}
\end{equation*}
$$

where $\mathrm{H}_{j}(\omega)$ is the transfer function of the viscoelastic system, defined as

$$
\begin{equation*}
\mathrm{H}_{j}(\omega)=\left[-\omega^{2}+\frac{E J_{x}}{\rho A} R_{j}+\frac{C(\beta) J_{x}}{\rho A} R_{j}(i \omega)^{\beta}\right]^{-1} \tag{5.19}
\end{equation*}
$$

Further, assume that $w(t)$ is a realization of the Gaussian white noise process characterized by the following power spectral density (PSD):

$$
\begin{equation*}
S_{0}=\lim _{\mathrm{T} \rightarrow \infty} \frac{1}{2 \pi \mathrm{~T}} \mathrm{E}\left[W_{\mathcal{F}}^{*}(\omega, \mathrm{~T}) W_{\mathcal{F}}(\omega, \mathrm{T})\right] \tag{5.20}
\end{equation*}
$$

where the star means complex conjugate, and $E[\cdot]$ is the expectation operator. Based on the above considerations, the diagonal elements, of the power spectral density Hermitian matrix of the modal responses $\Xi_{\mathcal{F}, j}(\omega)$, are:

$$
\begin{equation*}
S_{\Xi_{j}}(\omega)=\lim _{\mathrm{T} \rightarrow \infty} \frac{1}{2 \pi \mathrm{~T}} \mathrm{E}\left[\Xi_{\mathcal{F} j}^{*}(\omega, \mathrm{~T}) \Xi_{\mathcal{F} j}(\omega, \mathrm{~T})\right]=\mathrm{H}_{j}^{*}(\omega) \mathrm{H}_{j}(\omega) P_{j}^{2} S_{0} \tag{5.21}
\end{equation*}
$$

while the elements outside the main diagonal are

$$
\begin{equation*}
S_{\Xi_{j} \Xi_{k}}(\omega)=\mathrm{H}_{j}^{*}(\omega) \mathrm{H}_{k}(\omega) P_{j} P_{k} S_{0} \tag{5.22}
\end{equation*}
$$

Finally, since the vibrations of the beam are defined as in Eq. (5.8) the PSD $S_{v}(\omega, z)$ is

$$
\begin{equation*}
S_{v}(\omega, z)=\lim _{\mathrm{T} \rightarrow \infty} \frac{1}{2 \pi \mathrm{~T}} \mathrm{E}\left[V_{\mathcal{F}}^{*}(\omega, \mathrm{~T} ; z) V_{\mathcal{F}}(\omega, \mathrm{T} ; z)\right]=\sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \phi_{k}(z) \phi_{j}(z) S_{\Xi_{j} \Xi_{k}} \tag{5.23}
\end{equation*}
$$

and the variance $\sigma_{v}^{2}(z)$ of the transversal displacement of the beam is determined according to the relation:

$$
\begin{equation*}
\sigma_{v}^{2}(z)=\int_{-\infty}^{\infty} S_{v}(\omega, z) d \omega \tag{5.24}
\end{equation*}
$$

### 5.2.4 Numerical application

Previous subsection presented formulations for the deterministic and stochastic of a fractionally damped beam to arbitrary excitations and boundary conditions. For application purposes, in this section a cantilever beam is considered under a Gaussian white noise ground motion with $S_{0}=3 \times 10^{7} / 2 \pi \mathrm{~N}^{2} \mathrm{~s}$.

Choosing the more general viscoelastic constitutive law, as the fractional Kelvin-Voigt model it is taken that the mass density is $\rho=500 \mathrm{~kg} / \mathrm{m}^{3}$, the


Figure 5.2: Cantilever beam and its eigenfunctions.
length of the beam is $L=10 \mathrm{~m}$, the area of rectangular cross-section is $A=1$ $\mathrm{m}^{2}$, the moment of inertia of the cross section with respect to the $x$-axis is $J_{x}=0.021 \mathrm{~m}^{4}$. The fractional Kelvin-Voigt model parameters are selected as $\beta=0.8, C(\beta)=3 \times 10^{8} \mathrm{Ns}^{\beta} / \mathrm{m}, E=150 \mathrm{GPa}$. In particular, the last three terms have been deducted from an overlapping of results obtained by Zhu et al. [133]. Then, the first step in developing flexural vibrations is the determination of the particular form of the eigenfunctions $\phi_{k}(z)$ relative to a cantilever undamped beam, according to Meirovitch [75], is

$$
\begin{align*}
\phi_{k}(z)= & B_{k}\left\{\left[\sin \left(\lambda_{k} z\right)-\sinh \left(\lambda_{k} z\right)\right]\left[\sin \left(\lambda_{k} L\right)-\sinh \left(\lambda_{k} L\right)\right]+\right.  \tag{5.25}\\
& \left.+\left[\cos \left(\lambda_{k} z\right)-\cosh \left(\lambda_{k} z\right)\right]\left[\cos \left(\lambda_{k} L\right)-\cosh \left(\lambda_{k} L\right)\right]\right\}
\end{align*}
$$

where $\lambda_{k}$ are the eigenvalues of of the cantilever beam while $B_{k}$ are constants. The layout of the cantilever beam and the trend of its first four eigenfunctions is shown in Figure 5.2, the coefficients $B_{k}$ are determined fulfilling the orthogonality condition in Eq. (5.12).

Once the eigenfunctions $\phi_{k}(z)$ are known, it is possible to evaluate coefficients $P_{j}$ and $R_{j}$, after that the stochastic response in terms of PSD $S_{v}(\omega, z)$ of the transversal displacement through in Eq. (5.23) can be found.

Figure 5.3(a) shows $S_{v}(\omega, z)$ having considered four eingenfunctions since these results coalesce with those obtained considering forty eingenfunctions. It is apparent that, as we move towards the tip, PSD response values grow; this is more appreciable in Figure 5.3(b) where PSD of the transversal displacement of the beam for fixed cross sections $z$ are depicted, and in Figure 5.4(b)


Figure 5.3: Power spectral density of transversal displacement.
where the stationary displacement variance $\sigma_{v}^{2}(z)$ at each cross-section has been plotted. In particular the maximum value of $\sigma_{v}^{2}(z)=71$ correspondent to the tip is well contrasted by results of Monte Carlo simulation Figure 5.4(a).


Figure 5.4: Displacement variance

For this purpose the Monte Carlo simulations have been performed integrating Eq. (5.11) via the central difference scheme using a time step $\Delta t=$ $0.0005 s$ with a GL discretization of fractional derivative using Eq.s (5.15) and (5.16), retaining 800 terms [47, 115]. White noise samples are obtained by the harmonic superposition method by Shinozuka and Deodatis [107]. Thus, the
generic sample $w_{k}(t)$ of the excitation process is

$$
\begin{equation*}
w_{k}(t)=\sum_{i=1}^{N} \sqrt{4 S_{0} \Delta \omega} \cos \left(\omega_{i} t+\phi_{i}\right) \tag{5.26}
\end{equation*}
$$

where $N=10000, \Delta \omega=0.01$ and $\phi_{i}$ are $N$ realizations of a random variable uniformly distributed in $[0,2 \pi]$.

### 5.3 Lumped-parameter systems with fractional viscoelastic devices

In this section the dynamic analysis of discretized model with lumped parameters with fractional viscoelastic terms is presented. Usually, this problem is represented by a set of coupled fractional differential equations, and the solution can not readily be found in the general case. This kind of problem that is known as the analysis of fractional multi-degree-of-freedom systems (FMDOF) has been solved in the time domain by using the step-by-step numerical approach [108], and in the frequency domain by using the approximate modal superposition method [69].

The analysis of FMDOF systems has been considered in several articles in which the authors have investigated the improvements of fractional viscoelastic devices in the frame structures [46, 68, 86]. FMDOF systems may also appear in the study of continuous systems with fractional constitutive law like in the previous case and [31,32, 44]. In fact, this kind of problem leads to a fractional multi-degree-of-freedom system in the discretized form [97, 103-105]. From these articles, it can be concluded that the analysis of FMDOF systems is more cumbersome with respect to the classical one. In certain previous efforts the integration of the equation of motion with fractional terms has been carried by finite difference schemes [83, 84] or by the modified Newmark algorithm [115] and/or by using modal analysis; these approaches often lead to considerable computational burden.

A novel method to perform the analysis of the FMDOF system is presented in this section. The method is derived modifying the traditional complex modal analysis in the state variables domain to obtain a set of uncoupled fractional differential equations. The sole limitation of the presented method regards the involved fractional orders, since the state variable analysis can be performed for FMDOF system only in the case in which all the derivative terms are rational.

### 5.3.1 Fractional multi-degree-of-freedom systems

The equation of motion of a quiescent single-degree-of-freedom linear fractional system (FSDOF) is

$$
\begin{equation*}
m \ddot{x}(t)+c_{\beta}\left(D_{0^{+}}^{\beta} x\right)(t)+k x(t)=f(t), \quad t \geqslant 0 \tag{5.27}
\end{equation*}
$$

where $f(t)$ is the forcing function, $x(t)$ is the response of the system, $m$ is the mass, $c_{\beta}$ is the coefficient of fractional term, $k$ is the stiffness, and $\left(D_{0^{+}}^{\beta} x\right)(t)$ is the fractional derivative of $x(t)$, defined in Eq. (2.24). This kind of dynamical system is known as fractional oscillator [70, 80, 116, 130]. The fractional $r$-degree-of-freedom system is described by a coupled system of fractional differential equations of various FSDOF [68, 86, 97]. This kind of problem can be cast in the form

$$
\begin{equation*}
\mathbf{M} \ddot{\boldsymbol{x}}(t)+\sum_{i=1}^{l} \mathbf{C}_{\mathbf{i}} D^{\beta_{i}} \boldsymbol{x}(t)+\mathbf{K} \boldsymbol{x}(t)=\mathbf{f}(t) \tag{5.28}
\end{equation*}
$$

where $\mathbf{M}$ and $\mathbf{K}$ are the mass and the stiffness matrices; $\mathbf{C}_{\mathbf{i}}$ is the matrix of the coefficients $c_{\beta_{i}}$ of the involved fractional terms of order $\beta_{i} ; x(t)$ is a vector which describes the response of the systems; and $\mathbf{f}(t)$ is the vector of loading.

Consider next the simpler quasi-static problem, in which the terms of the vector $\mathbf{f}(t)$ vary in time slowly to the extent that the inertial force may be neglected. Thus, assuming that the involved fractional terms are all of the same order of derivation $\beta_{1}$, the equation of motion becomes

$$
\begin{equation*}
\mathbf{C}_{\mathbf{1}} D^{\beta_{1}} \boldsymbol{x}(t)+\mathbf{K} \boldsymbol{x}(t)=\mathbf{f}(t) \tag{5.29}
\end{equation*}
$$

This kind of system related to the eigenvectors $\boldsymbol{\phi}_{j}$ of the matrix

$$
\begin{equation*}
\mathbf{K}^{-1} \mathbf{C}_{\mathbf{1}}=\boldsymbol{D} \tag{5.30}
\end{equation*}
$$

where $\boldsymbol{D}$ is the dynamical matrix. Assume that the modal matrix $\boldsymbol{\Phi}$, where columns are the eigenvectors $\boldsymbol{\phi}_{j}$, is also normalized with respect to $\mathbf{C}_{\mathbf{1}}$. That is

$$
\begin{equation*}
\boldsymbol{\Phi}^{\mathrm{T}} \mathbf{C}_{\mathbf{1}} \boldsymbol{\Phi}=\mathbf{I}, \quad \boldsymbol{\Phi}^{\mathrm{T}} \mathbf{K} \boldsymbol{\Phi}=\mathbf{U}_{\mathrm{D}} \tag{5.31}
\end{equation*}
$$

where $I$ is the identity matrix, and $U_{D}$ is a diagonal matrix whose elements are posistive, since $K$ is positive definite.

Making the modal transformation

$$
\begin{equation*}
\boldsymbol{x}(t)=\boldsymbol{\Phi} \boldsymbol{y}(t) \tag{5.32}
\end{equation*}
$$

inserting Eq. (5.32) in Eq. (5.29), and premultiplying by $\boldsymbol{\Phi}^{\mathrm{T}}$, Eq. (5.29) yields

$$
\begin{equation*}
\mathbf{I} D^{\beta_{1}} \boldsymbol{y}(t)+\mathbf{U}_{\mathrm{D}} \boldsymbol{y}(t)=\mathbf{g}(t) \tag{5.33}
\end{equation*}
$$

where $\mathbf{g}(t)=\boldsymbol{\Phi}^{\mathrm{T}} \mathbf{f}(t)$ is the forcing vector in the modal space, and $\boldsymbol{y}(t)$ is the vector of the modal displacements that contains the terms $y_{j}(t)$. Clearly, Eq. (5.33) represents a set of uncoupled differential equations that may be readily solved.

Once $y_{j}(t)$ is found for $j=1,2, \ldots, r$, then $x(t)$ can be obtained using Eq. (5.32). This kind of modal transformation can diagonalize the system in Eq. (5.28) in some particular cases in which all the matrices can be represented by a linear combination of the matrices $\mathbf{K}$ and $\mathbf{C}_{\mathbf{1}}$.

The next section describes a method to decouple the system in Eq. (5.28) in the case in which all the involved matrices are arbitrary. The method is based on a proper transformation/augmentation in the state variables domain of fractional MDOF system.

### 5.3.2 State variable analysis of fractional MDOF

There are various fractional terms in the Eq. (5.28). By assuming that all fractional orders are rational, it is possible to represent the generic fractional order in Eq. (5.28) as $\beta_{i}=a_{i} / b_{i}$ where $a_{i}, b_{i} \in \mathbb{N}$ with $i=1,2, \ldots, l$. Thus, the system in Eq. (5.28) can be rewritten as the following sequential linear differential equations of fractional orders:

$$
\begin{equation*}
\sum_{j=1}^{n} \mathbf{C}_{\mathbf{j}} D^{j \alpha} \boldsymbol{x}(t)+\mathbf{K} \boldsymbol{x}(t)=\mathbf{f}(t) \tag{5.34}
\end{equation*}
$$

where $\alpha$ is chosen such that $n \alpha$ is equal to the maximum order that appears in the system of equations, and such that all involved orders in Eq. (5.28) can be represented as $\beta_{i}=d_{i} \alpha$ where $d_{i} \in \mathbb{N}$. In this case $n \alpha=2$ and the corresponding matrix $\mathbf{C}_{\mathbf{n}}=\mathbf{M}$ is the matrix of the mass; all matrices in Eq. (5.34) have dimension $r \times r$. Introducing the vector of state variables

$$
\mathbf{z}^{\mathrm{T}}(t)=\left[\begin{array}{lllll}
x^{\mathrm{T}}(t) & D^{\alpha} x^{\mathrm{T}}(t) & D^{2 \alpha} x^{\mathrm{T}}(t) & \ldots & D^{\alpha(n-1)} x^{\mathrm{T}}(t) \tag{5.35}
\end{array}\right]
$$

and appending to Eq. (5.34) the $n-1$ identities

$$
\begin{align*}
& \sum_{j=1}^{n-1} \mathbf{C}_{j+1} D^{\alpha} D^{(j-1) \alpha} \boldsymbol{x}(t)=\sum_{j=1}^{n-1} \mathbf{C}_{j+1} D^{j \alpha} \boldsymbol{x}(t), \\
& \sum_{j=1}^{n-2} \mathbf{C}_{j+2} D^{\alpha} D^{(j-1) \alpha} \boldsymbol{x}(t)=\sum_{j=1}^{n-2} \mathbf{C}_{j+2} D^{j \alpha} \boldsymbol{x}(t),  \tag{5.36}\\
& \quad \vdots \quad \vdots \quad \vdots \\
& \mathbf{C}_{n} D^{\alpha} \boldsymbol{x}(t)=\mathbf{C}_{n} D^{\alpha} \boldsymbol{x}(t)
\end{align*}
$$

then a set of $r \times n$ coupled differential equations is readily cast in the form

$$
\begin{equation*}
\mathbf{A} D^{\alpha} \mathbf{z}(t)+\mathbf{B} \mathbf{z}(t)=\mathbf{g}(t) \tag{5.37}
\end{equation*}
$$

where $\mathbf{g}^{\mathrm{T}}(t)=\left[\mathbf{f}^{\mathrm{T}}(t) \mathbf{0} \ldots \mathbf{0}\right], \mathbf{A}$ and $\mathbf{B}$ are symmetric matrices defined as

$$
\begin{align*}
& A=\left[\begin{array}{ccccc}
C_{1} & C_{2} & \ldots & C_{n-1} & C_{n} \\
C_{2} & C_{3} & \ldots & C_{n} & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
C_{n-1} & C_{n} & \ldots & 0 & 0 \\
C_{n} & 0 & \ldots & 0 & 0
\end{array}\right], \\
& B=\left[\begin{array}{ccccc}
K & 0 & \ldots & 0 & 0 \\
0 & -C_{2} & \ldots & -C_{n-1} & -C_{n} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & -C_{n-1} & \cdots & 0 & 0 \\
0 & -C_{n} & \cdots & 0 & 0
\end{array}\right] . \tag{5.38}
\end{align*}
$$

Next, it is possible to decompose $\mathbf{z}(t)$ in the orthogonal basis of the eigenvectors of A and B. Specifically, consider the equations

$$
\begin{equation*}
\boldsymbol{\Psi}^{\mathrm{T}} \mathbf{A} \boldsymbol{\Psi}=\mathbf{U}_{\mathbf{D}}, \quad \boldsymbol{\Psi}^{\mathrm{T}} \mathbf{B} \boldsymbol{\Psi}=\mathbf{V}_{\mathbf{D}} \tag{5.39}
\end{equation*}
$$

where $\mathbf{U}_{\mathbf{D}}$ and $\mathbf{V}_{\mathbf{D}}$ are diagonal matrices. Further, making the complex modal transformation

$$
\begin{equation*}
\mathbf{z}(t)=\boldsymbol{\Psi} \boldsymbol{y}(t) \tag{5.40}
\end{equation*}
$$

a new set of decoupled fractional differential equation is derived in the form

$$
\begin{equation*}
\mathbf{U}_{\mathbf{D}} D^{\alpha} \boldsymbol{y}(t)+\mathbf{V}_{\mathbf{D}} \boldsymbol{y}(t)=\boldsymbol{\mu}(t) \tag{5.41}
\end{equation*}
$$

where $\boldsymbol{\mu}(t)=\boldsymbol{\Psi}^{\mathrm{T}} \mathbf{g}(t)$. Clearly, once the decoupled set is found, the fractional differential equations can be readily solved. It can be seen that the state variable problem in Eq. (5.37) has a greater number of involved variables with respect to the problem cast in terms of displacements in Eq. (5.34) of the nodal analysis. However, this apparent increase of the computational burden is balanced by the fact that the maximum involved order in the state variable domain is smaller than the maximum order in the nodal analysis. Further, the system in Eq. (5.34) is a set of coupled in the general case, vis-a-vis the system in Eq. (5.37) leads readily to the set of uncoupled equations in Eq. (5.41).

From this result it becomes clear that for application the method it is necessary to modify Eq. (5.28) to obtain the sequential differential form as in Eq. (5.34). To elucidate the procedure for obtaining a sequential differential from the given set of coupled fractional differential equations, consider the dynamical problem in which all of the involved fractional derivatives have the same order $\beta$. In this case, the Eq. (5.34) becomes

$$
\begin{equation*}
\mathbf{M} \ddot{\boldsymbol{x}}(t)+\mathbf{C}_{\beta} D^{\beta} \boldsymbol{x}(t)+\mathbf{K} \boldsymbol{x}(t)=\mathbf{f}(t) \tag{5.42}
\end{equation*}
$$

the number of terms and the minimum fractional order $\alpha$ in the summation of the Eq. (5.34) depend of the order $\beta$. Next, assume that $\beta=0.5$. In this particular case, also the order $\alpha=\beta$, and the sequential form is given as

$$
\begin{equation*}
\sum_{j=1}^{4} \mathbf{C}_{\mathbf{j}} D^{j 0.5} \boldsymbol{x}(t)+\mathbf{K} \boldsymbol{x}(t)=\mathbf{f}(t) \tag{5.43}
\end{equation*}
$$

where $\mathbf{C}_{\mathbf{4}}=\mathbf{M}, \mathbf{C}_{\mathbf{3}}=\mathbf{C}_{\mathbf{2}}=\mathbf{0}$ and $\mathbf{C}_{\mathbf{1}}=\mathbf{C}_{\beta}$. Clearly, the smaller the order $\alpha$ is, the higher the number of terms is. However, since $\mathbf{C}_{3}=\mathbf{C}_{2}=0$, the system (5.43) can be rewritten as

$$
\begin{equation*}
\mathbf{C}_{4} D^{2} \boldsymbol{x}(t)+\mathbf{C}_{\mathbf{1}} D^{0.5} \boldsymbol{x}(t)+\mathbf{K} \boldsymbol{x}(t)=\mathbf{f}(t) \tag{5.44}
\end{equation*}
$$

Further, taking as the state vector

$$
\mathbf{z}^{\mathrm{T}}(t)=\left[\begin{array}{llll}
x^{\mathrm{T}}(t) & D^{0.5} x^{\mathrm{T}}(t) & D^{1} \boldsymbol{x}^{\mathrm{T}}(t) & D^{1.5} \boldsymbol{x}^{\mathrm{T}}(t) \tag{5.45}
\end{array}\right]
$$

and considering Eq. (5.44) and the identity relations in Eqs. (5.36), the following system of fractional differential equations in the state variables domain is found:

$$
\begin{equation*}
\mathbf{A} D^{\alpha} \mathbf{z}(t)+\mathbf{B} \mathbf{z}(t)=\mathbf{g}(t) \tag{5.46}
\end{equation*}
$$

where the matrices A and B become, for that particular case, as follows

$$
\mathbf{A}=\left[\begin{array}{cccc}
\mathbf{C}_{1} & \mathbf{0} & \mathbf{0} & \mathbf{M}  \tag{5.47}\\
\mathbf{0} & \mathbf{0} & \mathbf{M} & \mathbf{0} \\
\mathbf{0} & \mathbf{M} & \mathbf{0} & \mathbf{0} \\
\mathbf{M} & \mathbf{0} & \mathbf{0} & \mathbf{0}
\end{array}\right], \quad \mathbf{B}=\left[\begin{array}{cccc}
\mathbf{K} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & -\mathbf{M} \\
\mathbf{0} & \mathbf{0} & -\mathbf{M} & \mathbf{0} \\
\mathbf{0} & -\mathbf{M} & \mathbf{0} & \mathbf{0}
\end{array}\right]
$$

Clearly, Eq. (5.46) can be solved by the complex modal analysis described in Eqs. (5.39-5.41) and the state variables vector $\mathbf{z}(t)$ can be determined. It is worth noting that if in Eq. (5.42) $\alpha=1$, the vector of state variables is the classical one $\mathbf{z}^{\mathrm{T}}(t)=\left[\boldsymbol{x}^{\mathrm{T}}(t) \dot{x}^{\mathrm{T}}(t)\right]$.

Obviously, the method is applicable exactly when the involved orders are rational. However, even if in the general case $\alpha \in \mathbb{R}$, it could yield reasonable results by approximating $\alpha$ as fraction. To demonstrate the applicability of the proposed method some numerical results are discussed next.

### 5.3.3 Numerical applications of fractional SDOF

First, consider the FSDOF system described in Eq. (5.27) forced by deterministic load. This case has been already discussed by Bonilla et al. [14] by using the fractional Wronskian method, and by Suarez and Shokooh [117]. Alternatively, Eq. (5.27) may also be solved by using the Green function $\mathrm{g}(t)$

$$
\begin{equation*}
\mathrm{g}(t)=\frac{1}{m} \sum_{j=0}^{\infty}-\frac{1}{j!}\left(\frac{k}{m}\right)^{j} t^{2 j+1} \mathrm{E}_{2-\beta, 2+j \beta}^{(j)}\left(-\frac{c_{\beta}}{m} t^{2-\beta}\right) \tag{5.48}
\end{equation*}
$$

where $\mathrm{E}_{\lambda, \mu}^{(j)}(z)$ is the derivative of order $j$ of the two-parameters Mittag-Leffler function that is defined as

$$
\begin{equation*}
\mathrm{E}_{\lambda, \mu}^{(j)}(z)=\frac{d^{j}}{d z^{j}} \mathrm{E}_{\lambda, \mu}(z)=\sum_{l=0}^{\infty} \frac{(l+j)!z^{l}}{l!\Gamma(\lambda l+\lambda j+\mu)} \tag{5.49}
\end{equation*}
$$

Specifically, assuming that the system in Eq. (5.27) is quiescent at $t=0$, the solution $x(t)$ is given by integral

$$
\begin{equation*}
x(t)=\int_{0}^{t} \mathrm{~g}(t-\tau) f(\tau) d \tau \tag{5.50}
\end{equation*}
$$

Note that Eq. (5.50) may be computationally demanding since there are two summation with infinity terms as kernel in the convolution integral.

## FSDOF under deterministic load

Using the state variable analysis proposed in this section the solution becomes straightforward. To show this, suppose that the involved fractional order is $\beta=1 / 2$. Then the minimum fractional order that is involved in the state variable analysis is $\alpha=\beta=1 / 2$ and the state variable vector is

$$
\begin{equation*}
\mathbf{z}^{\mathrm{T}}(t)=\left[x(t),\left(D^{0.5} x\right)(t), \dot{x}(t),\left(D^{1.5} x\right)(t)\right] \tag{5.51}
\end{equation*}
$$

Further, the matrices involved in the state variable equations in the Eq. (5.46) become

$$
\mathbf{A}=\left[\begin{array}{cccc}
c_{\beta} & 0 & 0 & m  \tag{5.52}\\
0 & 0 & m & 0 \\
0 & m & 0 & 0 \\
m & 0 & 0 & 0
\end{array}\right], \quad \mathbf{B}=\left[\begin{array}{cccc}
k & 0 & 0 & 0 \\
0 & 0 & 0 & -m \\
0 & 0 & -m & 0 \\
0 & -m & 0 & 0
\end{array}\right]
$$

Furthermore, performing the state variable analysis, the set of four uncoupled equations

$$
\begin{equation*}
u_{j}\left(D_{0^{+}}^{\alpha} y_{j}\right)(t)+v_{j} y(t)=\mu_{j}(t), \quad j=1,2,3,4 \tag{5.53}
\end{equation*}
$$

is derived. Note that the unit step response of the Eq. (5.53) involves a MittagLeffler function, but with only one parameter $\mathrm{E}_{\beta}(\cdot)$. That is,

$$
\begin{equation*}
\mathrm{G}_{j}(t)=\frac{1}{v_{j}}\left[1-\mathrm{E}_{\alpha}\left(-\frac{v_{j}}{u_{j}} t^{\alpha}\right)\right]=-\frac{1}{v_{j}} \sum_{k=1}^{\infty} \frac{\left(-v_{j} / u_{j} t^{\alpha}\right)^{k}}{\Gamma(\alpha k+1)} \tag{5.54}
\end{equation*}
$$

Clearly, the solution in terms of the modal displacements $y_{j}(t)$ can be obtained by the Boltzmann superposition integral as

$$
\begin{equation*}
y_{j}(t)=\int_{0}^{t} \mathrm{G}_{j}(t-\tau) \dot{\mu}_{j}(\tau) d \tau=\int_{0}^{t} \mathrm{~g}_{j}(t-\tau) \mu_{j}(\tau) d \tau \tag{5.55}
\end{equation*}
$$

where $\mathrm{g}(t)$ is Dirac delta response, in other words the time derivative of $\mathrm{G}(t)$. The displacement $x(t)$ is given as the first term of the state variable vector $\mathbf{z}(t)$ defined in Eq. (5.40). It can be seen that the solution of Eq. (5.55) is more convenient to obtain vis-a-vis Eq. (5.50). If the order of fractional derivative is different than $\beta=1 / 2$, the described procedure remains the same. Clearly, the vector of state variables and the matrices $\mathbf{A}$ and $\mathbf{B}$ must be properly changed. For example, consider that the order $\beta=3 / 4$; in this case the state variable vector has dimension eight, and the minimum fractional involved order is


Figure 5.5: Unit step response of the fractional single-degree-of-freedom system.
$\alpha=1 / 4$. The matrices $\mathbf{A}$ and $\mathbf{B}$ must be generated by the procedure described in Eq.s (5.38).

In the Figure 5.5 the unit step responses of the FSDOF with different fractional differential orders are shown. In particular the chosen coefficients are $m=k=1, c_{\beta}=1 / 2$. Clearly, if the order $\beta$ is equal to one, the state variable analysis becomes identical to the classic dynamic case, and the state variables become the displacement $x(t)$ and its first derivative $\dot{x}(t)$.

## FSDOF under stochastic load

In this section the problem of FSDOF systems driven by stochastic input is carried out in order to show the capabilities of the proposed method also to perform the stochastic analysis in time domain. Consider the case in which the FSDOF in Eq. (5.27) is forced by a zero-mean Gaussian white noise. For this case the state variable vector and the involved matrices are the same described in Eq. (5.51) and Eq. (5.52). In this case, being the displacement a stochastic response process, it will be denoted by the capital letter $X(t)$, while the $k^{\text {th }}$ realization of such process will be denoted by $x_{k}(t)$. Then the procedure to obtain a set of fractional differential equations of order $\alpha$ is still the same of the previous subsection. The solution of $j^{\text {th }}$ equation in the complex modal space is readily found by Boltzmann superposition integral in Eq. (5.55). That
is,

$$
\begin{equation*}
y_{j}(t)=\psi_{1 j} \int_{0}^{t} \mathrm{~g}_{j}(t-\tau) w_{k}(\tau) d \tau \tag{5.56}
\end{equation*}
$$

where $w_{k}(t)$ denotes the $k^{\text {th }}$ realization of the zero-mean Gaussian white noise process $W(t)$, and $\psi_{1 j}$ is the element of the first row and the $j^{\text {th }}$ column of modal matrix $\boldsymbol{\Psi}$. In order to perform the analysis in the time domain the Eq. (5.56) can be solved by step-by-step integration.

Once obtained the solution of the set of fractional differential equations in the complex space the vector of state variable is readily found by the modal transformation in Eq. (5.40). That is,

$$
\begin{equation*}
z_{j}(t)=\sum_{k=1}^{n} \psi_{j k} y_{i}(t), \quad k, j=1,2, \ldots n \tag{5.57}
\end{equation*}
$$

where $z_{j}(t)$ is the $j^{\text {th }}$ element of vector $\mathbf{z}(t)$ and $n$ is the number of state variables.

The system is forced by zero-mean Gaussian white noise characterized by the following power spectral density (PSD)

$$
\begin{equation*}
S_{0}=\lim _{\mathrm{T} \rightarrow \infty} \frac{1}{2 \pi \mathrm{~T}} \mathrm{E}\left[W_{\mathcal{F}}^{*}(\omega, \mathrm{~T}) W_{\mathcal{F}}(\omega, \mathrm{T})\right] \tag{5.58}
\end{equation*}
$$

with $W_{\mathcal{F}}(\omega)$ denoting the truncated Fourier transform of the Gaussian white noise; the asterisk representing complex conjugation; and $\mathrm{E}[\cdot]$ being the expectation operator. The stationary response of the FSDOF system driven by white noise is readily found by spectral analysis, in fact the power spectral density of the response is given as

$$
\begin{equation*}
S_{X}(\omega)=\frac{S_{0}}{\left|-m \omega^{2}+c_{\beta}(i \omega)^{\beta}+k\right|^{2}} \tag{5.59}
\end{equation*}
$$

and the variance $\sigma_{X}^{2}$ of the displacement $X(t)$ is determined according to the relation

$$
\begin{equation*}
\sigma_{X}^{2}=\int_{-\infty}^{\infty} S_{X}(\omega) d \omega \tag{5.60}
\end{equation*}
$$

The stationary response in the frequency domain can be used as benchmark for the proposed method. Specifically, using the described modal transformation in the state variable space the set of $n$ solutions in Eq. (5.56) are readily found by step-by-step integration. Subsequently, the displacement response
can be obtained by modal transformation in Eq. (5.57). In this way the stationary and non-stationary response in time domain can be found.

In order to perform this state variable analysis in time domain of FSDOF driven by Gaussian white noise a Monte Carlo simulation is undertaken next. As first step, it is necessary to generate a certain number of random realizations of Gaussian white that forced the system. Later, the response and its statistics can be evaluated.


Figure 5.6: Displacement variance of FSDOF system.

Consider, as example, the FSDOF system with the same parameters of the previous section in which the fractional order is $\beta=1 / 2$. The chosen parameter to carried out the Monte Carlo simulation are: number of realizations $N=5000, S_{0}=1$, temporal step for the step-by-step integration $\Delta t=10^{-2}$. Figure 5.6 shows the comparison between the displacement variance obtained by the application the proposed state variable analysis to perform the Monte Carlo simulation and the stationary variance obtained by Eq. (5.60). In particular, for this case, by numerical integration of Eq. (5.60) the stationary variance is $\sigma_{X}^{2}=1.209$.

The Monte Carlo simulation could be directly performed by the step-bystep integration of the equation of motion in Eq. (5.27), rather than solve four fractional differential equations in the modal space for each realization $x_{i}(t)$ of the response process $X(t)$. However, this way is not recommended because is not easy to solve the Eq. (5.50) when the involved kernel is that one in

Eq. (5.48). Others possible ways to find the numerical solution $x_{i}(t)$ of the given problem directly by Eq. (5.27) are by finite differences [83], modified Newmark algorithmic [115], etc.. All of the cited methods can be used in addition to the presented state variable analysis to reduce the computational effort.

### 5.3.4 Numerical applications of fractional MDOF

Consider the two-degree-of-freedom system in Figure 5.7, which is typical of shear type structures with fractional viscoelastic terms. Next, the preceding concepts of the new complex modal analysis in the state variables domain are used to determine the solution of the fractional multi-degree-of-freedom system. The fractional terms are represented by spring-pots in the figure. The


Figure 5.7: Fractional two-degree-of-freedom system.
equations which govern motion of given system in Figure 5.7 are

$$
\left\{\begin{align*}
& m_{1} \ddot{x}_{1}(t)+c_{\beta_{1}}\left(D^{\beta_{1}} x_{1}\right)(t)- c_{\beta_{2}}\left(D^{\beta_{2}} x_{2}-x_{1}\right)(t)+  \tag{5.61}\\
&+k_{1} x_{1}(t)-k_{2}\left(x_{2}-x_{1}\right)(t)=f_{1}(t) \\
& m_{2} \ddot{x}_{2}(t)+c_{\beta_{2}}\left(D^{\beta_{2}} x_{2}-x_{1}\right)(t)+k_{2}\left(x_{2}-x_{1}\right)(t)=f_{2}(t)
\end{align*}\right.
$$

where the lumped parameters of the system are the stiffness of the springs $k_{j}$; the coefficients of the spring-pots $c_{\beta_{j}}$ and their related orders $\beta_{j}$; and the mass of the layers $m_{j}$ with $j=1,2$. Each equation contains both unknowns $x_{1}(t)$ and $x_{2}(t)$. The equations are therefore coupled and in this form must be
solved simultaneously. A way to decouple the system by the fractional state variable analysis is shown next.

## FMDOF under deterministic load

Consider the case in which $\beta_{1}=3 / 4$ and $\beta_{2}=1 / 2$. In this case the coupled equations of motion are the same as expressed in Eq. (5.61). The rational order $\alpha$ that permit to rewrite the set of given equations as the sequential linear differential equations of fractional order in Eq. (5.34) is $\alpha=1 / 4$, and the involved matrices in the nodal space are

$$
\begin{align*}
& \mathbf{K}=\left[\begin{array}{cc}
k_{1}+k_{2} & -k_{2} \\
-k_{2} & k_{2}
\end{array}\right], \quad \mathbf{C}_{2}=\left[\begin{array}{cc}
c_{\beta_{2}} & -c_{\beta_{2}} \\
-c_{\beta_{2}} & c_{\beta_{2}}
\end{array}\right]  \tag{5.62}\\
& \mathbf{C}_{3}=\left[\begin{array}{cc}
c_{\beta_{1}} & 0 \\
0 & 0
\end{array}\right], \quad \mathbf{C}_{8}=\mathbf{M}=\left[\begin{array}{cc}
m_{1} & 0 \\
0 & m_{2}
\end{array}\right] .
\end{align*}
$$

Other matrices involved are $\mathbf{C}_{1}=\mathbf{C}_{4}=\mathbf{C}_{5}=\mathbf{C}_{6}=\mathbf{C}_{7}=\mathbf{0}$; and the vector of state variables is

$$
\begin{equation*}
\mathbf{z}^{\mathrm{T}}(t)=\left[\boldsymbol{x}^{\mathrm{T}}(t) D^{\frac{1}{4}} \boldsymbol{x}^{\mathrm{T}}(t) D^{\frac{1}{2}} \boldsymbol{x}^{\mathrm{T}}(t) D^{1} \boldsymbol{x}^{\mathrm{T}}(t) D^{\frac{3}{4}} \boldsymbol{x}^{\mathrm{T}}(t) D^{\frac{5}{4}} \boldsymbol{x}^{\mathrm{T}}(t) D^{\frac{3}{2}} \boldsymbol{x}^{\mathrm{T}}(t) D^{\frac{7}{4}} \boldsymbol{x}^{\mathrm{T}}(t)\right] \tag{5.63}
\end{equation*}
$$

The dimension of the problem in the state variable domain is $r \times n=16$. For simplicity, considered that $f_{1}(t)=0$ and $f_{2}(t)$ is

$$
f_{2}(t)=\left\{\begin{array}{lc}
\sin (t), & 0<t<2 \pi  \tag{5.64}\\
0, & \text { otherwise }
\end{array}\right.
$$

Further, the chosen parameters of the two-degree-of-freedom system in Figure 5.7 are $m_{1}=1, m_{2}=3 / 4, c_{\beta_{1}}=c_{\beta_{2}}=1, k_{1}=3 / 2$ and $k_{2}=1 / 2$. These parameters are chosen in order to obtain three matrices of coefficients which are linearly independent. In this case is not possible to decoupled the set of given equations by a simple modal transformation in Eq. (5.32). Therefore, in this case, the presented fractional state variable analysis shows all its potentialities. The uncoupled equations in the modal space are integrated by using the Boltzmann superposition integral in Eq. (5.55). Moreover another approaches to solve the fractional differential equations relies on the Mellin transform has been used. For this example the following parameters of discretized Mellin transform have been chosen: $\rho=1, \bar{\eta}=100$ and $\Delta \eta=0.5$ (see the cited articles pertaining to the method $[15,35]$ ). In this manner, the
displacements $x_{1}(t)$ and $x_{2}(t)$ are readily determined. The displacements of the two layers obtained by the complex modal analysis are shown in the Figure 5.8. In particular, the figure shows the displacements obtained with the two different methods to integrate the set of uncoupled equations.


Figure 5.8: Displacements $x_{1}(t)$ and $x_{2}(t)$ of the dynamical system.

## FMDOF under stochastic input

Next, assume that the fractional two-degree-of-freedom system shown in Figure 5.7 is forced by a stochastic input. In particular, consider that the involved fractional orders are the same in the preciding case and that the $f_{1}(t)=0$ and $f_{2}(t)=W(t)$. Obviously, also in this case, the frequency domain solution is readily obtainable. Specifically, the Fourier transforms of the Eqs. (5.61) yields

$$
\begin{equation*}
\mathbf{X}_{\mathcal{F}}(\omega)=\mathbf{H}(\omega) \mathbf{F}_{\mathcal{F}}(\omega) \tag{5.65}
\end{equation*}
$$

where $\mathbf{X}_{\mathcal{F}}(\omega)$ and $\mathbf{F}_{\mathcal{F}}(\omega)$ are the Fourier transforms of the vectors $x(t)$ and $\mathbf{f}(t)$, respectively. Further, the non-diagonal transfer matrix $\mathbf{H}(\omega)$ is defined by its inverse as

$$
\begin{align*}
\mathbf{H}^{-1}(\omega)= & \mathbb{K}(\omega)=\left[\begin{array}{ll}
\mathrm{k}_{11} & \mathrm{k}_{12} \\
\mathrm{k}_{21} & \mathrm{k}_{22}
\end{array}\right], \\
& \mathrm{k}_{11}=k_{1}+k_{2}+c_{\beta_{1}}(i \omega)^{\beta_{1}}+c_{\beta_{2}}(i \omega)^{\beta_{2}}-m_{1} \omega^{2},  \tag{5.66}\\
& \mathrm{k}_{21}=\mathrm{k}_{12}=-k_{2}-c_{\beta_{2}}(i \omega)^{\beta_{2}}, \\
& \mathrm{k}_{22}=k_{2}+c_{\beta_{2}}(i \omega)^{\beta_{2}}-m_{2} \omega^{2},
\end{align*}
$$

where $i$ is the imaginary unit. The terms $(i \omega)^{\beta_{j}}$ with $j=1,2$ in Eq. (5.66) are due to the Fourier transform of the fractional operators that are involved in the Eq. (5.61). By this transformation it is clear that the fractional derivative term introduces in the system dynamics both effective damping and effective stiffness frequency dependent terms. In fact, the following relation holds

$$
\begin{equation*}
(i \omega)^{\beta}=|\omega|^{\beta}\left[\cos \left(\frac{\beta \pi}{2}\right)+i \operatorname{sgn}(\omega) \sin \left(\frac{\beta \pi}{2}\right)\right] \tag{5.67}
\end{equation*}
$$

The spectral matrix of the inputs is denoted with $\mathbf{S}_{f}(\omega)$, and based on the preceding assumption it becomes

$$
\mathbf{S}_{f}(\omega)=\left[\begin{array}{cc}
0 & 0  \tag{5.68}\\
0 & S_{0}
\end{array}\right]
$$

where $S_{0}$ is expressed in Eq. (5.59).
Based on the above considerations, the spectral matrix $\mathbf{S}_{X}(\omega)$ of the response can be expressed as

$$
\begin{equation*}
\mathbf{S}_{X}(\omega)=\mathbf{H}^{*}(\omega) \mathbf{S}_{f}(\omega) \mathbf{H}^{\mathrm{T}}(\omega) \tag{5.69}
\end{equation*}
$$

where

$$
\mathbf{S}_{X}(\omega)=\left[\begin{array}{cc}
S_{X_{1}}(\omega) & S_{X_{1} X_{2}}(\omega)  \tag{5.70}\\
S_{X_{2} X_{1}}(\omega) & S_{X_{2}}(\omega)
\end{array}\right]
$$

with the elements of the matrix $\mathbf{S}_{X}(\omega)$ expressed as

$$
\begin{equation*}
S_{X_{j} X_{k}}(\omega)=\lim _{\mathrm{T} \rightarrow \infty} \frac{1}{2 \pi \mathrm{~T}} \mathrm{E}\left[X_{\mathcal{F}, j}^{*}(\omega, \mathrm{~T}) X_{\mathcal{F}, k}(\omega, \mathrm{~T})\right], j, k=1,2 \tag{5.71}
\end{equation*}
$$

Similarly to the FSDOF system, the solution in the frequency domain in Eq. (5.71) can be used as a benchmark for the proposed method. In fact, the stationary and non-stationary response can be evaluated by the proposed state variable analysis in addition of the classic Monte Carlo simulation. In particular, the introduced concepts of modal transformation are used to obtain a set of uncoupled differential equations in the state variable domain. For the integration of the equation in the modal space is possible to use the step-by-step integration method showed in the previous section. Similarly to the previous case, the variances obtained by Monte Carlo simulation and fractional state variable analysis are compared to those obtained by numerical integration of the PSDs in Eq. (5.69).


Figure 5.9: PSDs of the response $X_{1}(t)$ and $X_{2}(t)$.

The chosen parameters for this examples are $m_{1}=5 / 4, m_{2}=1, c_{\beta_{1}}=3 / 4$, $c_{\beta_{2}}=1 / 3, \beta_{1}=3 / 4, \beta_{2}=1 / 2, k_{1}=1.8$, and $k_{2}=1$. The parameters for the Monte Carlo simulations are: $\mathrm{N}=10^{4}, S_{0}=1, \Delta t=10^{-1}$.


Figure 5.10: Variances of displacements of two-degree-of-freedom system, Monte Carlo simulation (continuous line), Stationary displacement variance (dotted line).

Figure 5.9 shows the PSDs of the displacements that are in the diagonal terms of the matrix $\mathbf{S}_{X}(\omega)$. Figure 5.10 shows the comparison between the displacement variance obtained by the application of the proposed state vari-
able analysis to perform the Monte Carlo simulation and the stationary variance. For this case, by numerical integration of PSDs in the matrix $\mathbf{S}_{X}$ the stationary variances are $\sigma_{X_{1}}^{2}=0.627$ and $\sigma_{X_{2}}^{2}=2.802$.

### 5.4 Conclusions

In the first part of this Chapter the analysis of continuous fractional viscoelastic Euler-Bernoulli beam has been dealt, performing the study either in frequency or in time domain. The viscoelastic behavior has been taken into account by fractional Kelvin-Voigt model that is the proper model for capturing the viscoelasticity phenomena since it exhibits an intermediate behavior between elastic and viscous. Numerical results have been carried out considering a cantilever beam under stochastic loads, no matter the order of fractional derivative, rather so you can appreciate the influence of fractional derivative order beta on PSD response. The latter, stresses the damping effect in reducing PSD amplitude for higher values of the fractional derivative order.

In the second part, the analysis of single-degree and multi-degree-of-freedom systems with fractional viscoelastic elements in the equation of motion have been pursued. This kind of problem is characterized for the presence of a set of coupled fractional differential equations that govern the motion of the system. It has been pointed out that this kind of problem is more complex to solve vis-a-vis the analysis of multi-degree-of-freedom system with integer order derivatives. The analysis has been based on a novel approach using an augmented state variables transformation. The method, based on complex modal analysis in the state variable domain, is applicable if the involved fractional terms have rational order. This assumption is necessary since only in this case it is possible to find an appropriate state variables vector. Note, however, that for engineering applications all real orders can be reasonably approximated by rational orders. By the proposed method the set of coupled fractional differential equations has been decoupled in a proper fractional state variable domain. This transformation has led to a new set of fractional equations which are uncoupled and more convenient to solve. Therefore, a drastic reduction of the computational effort is achieved. To elucidate the applicability of the method several numerical examples have been considered which have confirmed the effectiveness of the method both for deterministic and stochastic system excitations.

## Chapter 6

## Stochastic processes represented by fractional calculus

### 6.1 Preliminary remarks

This Chapter deals with the characterization of stochastic processes by the fractional calculus. As it is shown in the previous Chapter, in many cases of engineering and physics interest it is important the characterization of stochastic processes. Usually for Gaussian processes the stochastic characterization is obtained by the correlation function (CF) and by its Fourier transform, namely the power spectral density (PSD). However in many cases, although the PSD is known in analytical form, it is not possible to obtain the analytical form of the correlation function with the inverse Fourier transform operator.

Another way to partly represent the stochastic process is given by the spectral moments (SMs). These quantities are the moments of order $k \in \mathbb{N}$ of the one-sided power spectral density, and they have been introduced by Vanmarcke [119]. These quantities can be used for the prediction of the first excursion failure, fatigue failure, for statistical distribution of peaks and ranges [87] and so on $[57,58,61]$. Many applications and useful information about classical spectral moments can be found in $[11,12,17,76,79,95,113,114]$. The limit of these entities is that they are not able to fully represent the stochastic processes. Indeed, the limit of such quantities is due to the fact that for $k$ large the SMs may diverge $[25,87]$ and then they are not useful quantities for reconstructing the power spectral density.

Recently [25], the representation of the power spectral density and correla-
tion function has been pursued by using complex spectral moments (CSMs). The latter are the spectral moments of complex order $\gamma \in \mathbb{C}$ of the power spectral density. The appealing of such moments is related to the fact that real part of the order $\Re(\gamma)$ remains constant and only the imaginary part $\Im[\gamma]$ runs, then no divergence problems occurs. These complex spectral moments are related to the fractional moments (FMs) of the correlation function, and these latter entities are the Mellin transform [85,99] of the correlation function. The knowledge of the spectral fractional moments and/or the fractional moments permits to reconstruct the correlation function and the power spectral density in whole domain. This important result has been obtained by using Mellin transform theorem [64, 85, 91, 99]. Moreover, the fractional moments are related to the fractional operator $[64,91,99]$ of the correlation function, in particular the Mellin transform is the Riesz complex integral of the correlation function at the origin. This fact permits to interpret the representation of the correlation function by the inverse Mellin transform as a generalized Taylor series.

The capabilities of the fractional moments and complex spectral moments are also applied for the characterization of random variables [24, 26, 37], for the digital simulation of the random processes [27, 98], for the solution of the Fokker-Planck equation [36], Kolmogorov-Feller equation [33] and for the solution of the Einstein-Smoluchowski equation [4].

This Chapter extends the application field of the method in [25]. In particular, in [25] it has been shown how to manipulate SMs in order to characterize the PSD and (symmetric) correlation of a process, while this Chapter shows how to characterize also multivariate processes with complex crosspower spectral density and asymmetric cross-correlation function. Particular attention is devoted to the characterization of the response process of the fractional linear oscillator forced by Gaussian white noise.

### 6.2 Cross-correlation function by complex fractional moments

Consider $X_{1}(t)$ and $X_{2}(t)$ two stationary zero-mean Gaussian random processes, for which the cross-correlation function is denoted by $R_{X_{1} X_{2}}(\tau)$, and its Fourier transform, termed as cross-power spectral density function (CPSD), is
$S_{X_{1} X_{2}}(\omega)$. The cross-correlation is defined as

$$
\begin{align*}
R_{X_{1} X_{2}}(\tau) & =\mathrm{E}\left[X_{1}(t) X_{2}(t+\tau)\right] \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} p_{x_{1} x_{2}}\left(x_{1}(t), x_{2}(t+\tau)\right) x_{1} x_{2} d x_{1} d x_{2} \tag{6.1}
\end{align*}
$$

where $\mathrm{E}[\cdot]$ represents the ensemble average. Usually, the cross-correlation is neither even nor odd, so, for simplicity, it is possible to decompose $R_{X_{1} X_{2}}(\tau)$ into an even function $u(\tau)$ and an odd function $v(\tau)$ as follows

$$
\begin{align*}
R_{X_{1} X_{2}}(\tau) & =\frac{1}{2}\left[R_{X_{1} X_{2}}(\tau)+R_{X_{1} X_{2}}(-\tau)\right]+\frac{1}{2}\left[R_{X_{1} X_{2}}(\tau)-R_{X_{1} X_{2}}(-\tau)\right]  \tag{6.2}\\
& =u(\tau)+v(\tau)
\end{align*}
$$

By using the definition in Eq. (1.73), the Mellin transform of the even function $u(\tau)$ for the positive half-plane of $\tau$ is

$$
\begin{equation*}
\mathrm{M}_{u^{+}}(\gamma-1)=\mathcal{M}\{u(\tau) U(\tau), \gamma\}=\int_{0}^{\infty} u^{+}(\tau) \tau^{\gamma-1} d \tau \tag{6.3}
\end{equation*}
$$

where $U(t)$ is the unit step function and $\gamma \in \mathbb{C}$ with $\gamma=\rho+i \eta$, while for the negative half-plane the Mellin transform leads to

$$
\begin{equation*}
\mathrm{M}_{u^{-}}(\gamma-1)=\mathcal{M}\{u(\tau) U(-\tau), \gamma\}=\int_{-\infty}^{0} u^{-}(\tau)(-\tau)^{\gamma-1} d \tau \tag{6.4}
\end{equation*}
$$

The terms $\mathrm{M}_{u^{+}}(\gamma-1)$ and $\mathrm{M}_{u^{-}}(\gamma-1)$ may be interpreted as the Complex Fractional Moments (CFMs) of half-function $u^{+}(\tau)$ and $u^{-}(\tau)$ respectively.

From the Eqs. (6.3) and (6.4) it is noted that $\mathrm{M}_{u^{+}}(\gamma-1)=\mathrm{M}_{u^{-}}(\gamma-1)$, because $u(\tau)$ is even. Whereby the $u(\tau)$ may be obtained as the inverse Mellin transform:

$$
\begin{equation*}
u(\tau)=\frac{1}{2 \pi i} \int_{\rho-i \eta}^{\rho+i \eta} \mathrm{M}_{u^{+}}(\gamma-1)|\tau|^{-\gamma} d \gamma ; \quad \tau \in \mathbb{R} \tag{6.5}
\end{equation*}
$$

Similarly, it is possible to define the Mellin transform of odd part of crosscorrelation $v(\tau)$, for which for the positive half-plane of $\tau$ the Mellin transform yields

$$
\begin{equation*}
\mathrm{M}_{v^{+}}(\gamma-1)=\mathcal{M}\{v(\tau) U(\tau), \gamma\}=\int_{0}^{\infty} v^{+}(\tau) \tau^{\gamma-1} d \tau \tag{6.6}
\end{equation*}
$$

and for negative value of $\tau$ the Mellin transform becomes

$$
\begin{equation*}
\mathrm{M}_{v^{-}}(\gamma-1)=\mathcal{M}\{v(\tau) U(-\tau), \gamma\}=\int_{-\infty}^{0} v^{-}(\tau)(-\tau)^{\gamma-1} d \tau \tag{6.7}
\end{equation*}
$$

In this case $\mathrm{M}_{v^{+}}(\gamma-1)=-\mathrm{M}_{v^{-}}(\gamma-1)$ because $v(\tau)$ is an antisymmetric function. By using the inverse Mellin transform the given function $v(\tau)$ can be restored by its CFMs, that is

$$
\begin{equation*}
v(\tau)=\frac{\operatorname{sgn}(\tau)}{2 \pi i} \int_{\rho-i \eta}^{\rho+i \eta} \mathrm{M}_{v^{+}}(\gamma-1)|\tau|^{-\gamma} d \gamma ; \quad \tau \in \mathbb{R} \tag{6.8}
\end{equation*}
$$

Based on the previous results and remembering Eq. (6.2) the cross-correlation can be represented in the whole domain by using the CFMs $\mathrm{M}_{u^{+}}(\gamma-1)$ and $\mathrm{M}_{v^{+}}(\gamma-1)$ in the following form

$$
\begin{align*}
R_{X_{1} X_{2}}(\tau) & =\frac{1}{2 \pi i} \int_{\rho-i \eta}^{\rho+i \eta}\left[\mathrm{M}_{u^{+}}(\gamma-1)+\operatorname{sgn}(\tau) \mathrm{M}_{v^{+}}(\gamma-1)\right]|\tau|^{-\gamma} d \gamma  \tag{6.9}\\
& =\frac{|\tau|^{-\rho}}{2 \pi} \int_{-\infty}^{\infty}\left[\mathrm{M}_{u^{+}}(\gamma-1)+\operatorname{sgn}(\tau) \mathrm{M}_{v^{+}}(\gamma-1)\right]|\tau|^{-i \eta} d \eta
\end{align*}
$$

In Eq. (6.9) the integral in the inverse Mellin transform is performed along the imaginary axis, then $\rho=\Re(\gamma)$ remains fixed for which $d \gamma=i d \eta$. This is possible provided $\rho$ belongs to the so called fundamental strip (FS) of the Mellin transform (see Appendix A), since both $\mathrm{M}_{u^{+}}(\gamma-1)$ and $\mathrm{M}_{v^{+}}(\gamma-1)$ are holomorph in this strip. It is important to underline that integral in Eq. (6.9) is independent of the value of $\rho$ selected, provided that it belong to the FS.

There is a relation between CFMs and fractional operators. In order to show this relation, consider the Riemann-Liouville integral with complex order $\gamma$ of a function $f(t)$, defined in Eq. (2.23). This integral at the origin $t=0$ is related to the Mellin transform of the function $f(t)$ :

$$
\begin{equation*}
\Gamma(\gamma)\left(\mathrm{I}_{ \pm}^{\gamma} f\right)(0)=\mathrm{M}_{f^{ \pm}}(\gamma-1) \tag{6.10}
\end{equation*}
$$

From Eq. (6.10) and by taking into account the properties between the RiemannLiouville integral and the Riesz integrals in Eqs. (2.30) and (2.31), it is easy to demonstrate the relation between fractional operators of cross-correlation at the origin and CFMs, indeed

$$
\begin{equation*}
\left(\mathbf{I}^{\gamma} R_{X_{1} X_{2}}\right)(0)=\frac{\mathbf{M}_{R_{X_{1} X_{2}}^{+}}(\gamma-1)+\mathbf{M}_{R_{\bar{X}_{1} X_{2}}^{-}}(\gamma-1)}{2 \Gamma(\gamma) \cos \left(\frac{\gamma \pi}{2}\right)}=\frac{\mathbf{M}_{u^{+}}(\gamma-1)}{\Gamma(\gamma) \cos \left(\frac{\gamma \pi}{2}\right)} \tag{6.11a}
\end{equation*}
$$

$$
\begin{equation*}
\left(\mathbf{H}^{\gamma} R_{X_{1} X_{2}}\right)(0)=\frac{\mathbf{M}_{R_{X_{1} X_{2}}^{+}}(\gamma-1)-\mathbf{M}_{R_{X_{1} X_{2}}^{-}}(\gamma-1)}{2 \Gamma(\gamma) \sin \left(\frac{\gamma \pi}{2}\right)}=\frac{\mathbf{M}_{v^{+}}(\gamma-1)}{\Gamma(\gamma) \sin \left(\frac{\gamma \pi}{2}\right)} \tag{6.11b}
\end{equation*}
$$

In this way, the cross-correlation may be expressed in the form:

$$
\begin{align*}
R_{X_{1} X_{2}}(\tau)=\frac{|\tau|^{-\rho}}{2 \pi} & \int_{-\infty}^{\infty} \Gamma(\gamma)\left[\cos \left(\frac{\gamma \pi}{2}\right)\left(\mathbf{I}^{\gamma} R_{X_{1} X_{2}}\right)(0)+\right.  \tag{6.12}\\
& \left.+\operatorname{sgn}(\tau) \sin \left(\frac{\gamma \pi}{2}\right)\left(\mathbf{H}^{\gamma} R_{X_{1} X_{2}}\right)(0)\right]|\tau|^{-i \eta} d \eta
\end{align*}
$$

The integrals in Eq. (6.9) and Eq. (6.12) may be discretized in order to obtain the approximate form of given function $R_{X_{1} X_{2}}(\tau)$, namely

$$
\begin{align*}
& R_{X_{1} X_{2}}(\tau) \approx \frac{\Delta \eta|\tau|^{-\rho}}{2 \pi} \sum_{k=-\mathrm{m}}^{\mathrm{m}}\left[\mathrm{M}_{u^{+}}\left(\gamma_{k}-1\right)+\operatorname{sgn}(\tau) \mathrm{M}_{v^{+}}\left(\gamma_{k}-1\right)\right]|\tau|^{-i k \Delta \eta} \\
&=\frac{\Delta \eta|\tau|^{-\rho}}{2 \pi} \sum_{k=-\mathrm{m}}^{\mathrm{m}} \Gamma\left(\gamma_{k}\right)\left[\cos \left(\frac{\gamma_{k} \pi}{2}\right)\left(\mathbf{I}^{\gamma_{k}} R_{X_{1} X_{2}}\right)(0)+\right. \\
&\left.+\operatorname{sgn}(\tau) \sin \left(\frac{\gamma_{k} \pi}{2}\right)\left(\mathbf{H}^{\gamma_{k}} R_{X_{1} X_{2}}\right)(0)\right]|\tau|^{-i k \Delta \eta} \tag{6.13}
\end{align*}
$$

where the exponent $\gamma$ is discretized in the form $\gamma_{k}=\rho+i k \Delta \eta, \Delta \eta$ is the discretization step of the imaginary axis, and $m$ is the truncation number in the summation, that is chosen in such a way that any term $n>m$ in the summation has a negligible contribution. It is to be stressed that CFMs $\mathrm{M}_{u^{+}}$ and $M_{v^{+}}$are complex quantities whose real part is even and imaginary part is odd in $\eta$ axis. This means that $\mathbf{M}_{u^{+}}\left(\gamma_{k}-1\right)=\mathbf{M}_{u^{+}}^{*}\left(\gamma_{-k}-1\right)$ and $\mathbf{M}_{v^{+}}\left(\gamma_{k}-\right.$ $1)=-\mathrm{M}_{v^{+}}^{*}\left(\gamma_{-k}-1\right)$, then the summation of $2 m+1$ terms in Eq. (6.13) can be substituted by a summation of $m+1$ terms $(k=0 \div m)$. Note that the Eq. (6.13) is a not-divergent summation, because $\rho$ remains fixed, and this is a very important aspect when it is necessary to restore the given function in a large domain of $\tau$.

By Eq. (6.12) it can be asserted that Eq. (6.13) is a sort of a Taylor series, since knowing the (fractional) operators at the origin of the given function, then the function may be reconstructed. Moreover, Eq. (6.13) does not diverge for $\tau \rightarrow \infty$, since the real part of the exponent $\gamma$ remains fixed and only the imaginary part runs.

Obviously, the representation of the correlation function $R_{X}(\tau)$ of a single process $X(t)$ is more easy to represent by CFMs. In order to do this be enough
to simplify the Eq.s (6.9) and (6.12) taking into account that the correlation function is symmetric $v(\tau)=0$, then

$$
\begin{equation*}
R_{X}(\tau)=\frac{|\tau|^{-\rho}}{2 \pi} \int_{-\infty}^{\infty} \mathrm{M}_{u^{+}}(\gamma-1)|\tau|^{-i \eta} d \eta \approx \frac{|\tau|^{-\rho} \Delta \eta}{2 \pi} \sum_{k=-\mathrm{m}}^{\mathrm{m}} \mathrm{M}_{u^{+}}\left(\gamma_{k}-1\right)|\tau|^{-i k \Delta \eta} \tag{6.14}
\end{equation*}
$$

### 6.3 Cross-power spectral density function by complex spectral moments

In this section the introduced representation by fractional moments will be applied to restore the cross-power spectral density function.

Consider the CPSD; it is denoted by $S_{X_{1} X_{2}}(\omega)$ and defined from the crosscorrelation by the following definition

$$
\begin{align*}
S_{X_{1} X_{2}}(\omega) & =\frac{1}{2 \pi} \mathcal{F}\left\{R_{X_{1} X_{2}}(\tau) ; \omega\right\}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} R_{X_{1} X_{2}}(\tau) e^{i \omega \tau} d \tau \\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty} R_{X_{1} X_{2}}(\tau)[\cos (\omega \tau)+i \sin (\omega \tau)] d \tau \\
& =\frac{1}{\pi}\left[\int_{0}^{\infty} u(\tau) \cos (\omega \tau) d \tau+i \int_{0}^{\infty} v(\tau) \sin (\omega \tau) d \tau\right]  \tag{6.15}\\
& =\frac{1}{2 \pi}\left[u_{\mathcal{F}}(\omega)+i v_{\mathcal{F}}(\omega)\right]
\end{align*}
$$

where $u_{\mathcal{F}}(\omega)$ and $v_{\mathcal{F}}(\omega)$ are the Fourier transform of even part $u(t)$ and odd part $v(t)$ of cross-correlation, respectively, and they represent the real and the imaginary part of CPSD.

Another expression of $S_{X_{1} X_{2}}(\omega)$ may be obtained from Eq. (6.9) by using the definition in Eq. (6.15), obtaining the following relationship

$$
\begin{align*}
S_{X_{1} X_{2}}(\omega)= & \frac{|\omega|^{\rho-1}}{2 \pi^{2}} \int_{-\infty}^{\infty} \Gamma(1-\gamma)\left[\sin \left(\frac{\gamma \pi}{2}\right) \mathrm{M}_{u^{+}}(\gamma-1)+\right.  \tag{6.16}\\
& \left.+i \operatorname{sgn}(\omega) \cos \left(\frac{\gamma \pi}{2}\right) \mathrm{M}_{v^{+}}(\gamma-1)\right]|\omega|^{i \eta} d \eta
\end{align*}
$$

which can be discretized as

$$
\begin{align*}
S_{X_{1} X_{2}}(\omega) \approx & \frac{|\omega|^{\rho-1} \Delta \eta}{2 \pi^{2}} \sum_{k=-\mathrm{m}}^{\mathrm{m}} \Gamma\left(1-\gamma_{k}\right)\left[\sin \left(\frac{\gamma_{k} \pi}{2}\right) \mathrm{M}_{u^{+}}\left(\gamma_{k}-1\right)+\right.  \tag{6.17}\\
& \left.+i \operatorname{sgn}(\omega) \cos \left(\frac{\gamma_{k} \pi}{2}\right) \mathrm{M}_{v^{+}}\left(\gamma_{k}-1\right)\right]|\omega|^{i k \Delta \eta}
\end{align*}
$$

As already underlined for Eq. (6.13), since real and imaginary parts of CFMs are even and odd, respectively, summation of $2 m+1$ terms can be substituted by a summation of $m+1$ terms.
Another representation of the CPSD is given by the knowledge of complex spectral moments (CSMs). These entities are neither else that the spectral counterpart of CFMs. The classical definition of spectral moments has been introduced by [119], and the generalization of these quantities with fractional exponent, just call complex spectral moments (CSMs), has been given by [25]. The CSMs are defined as

$$
\begin{align*}
& \Lambda_{u^{+}}(-\gamma)=\int_{0}^{\infty} \Re\left\{S_{X_{1} X_{2}}(\omega)\right\} \omega^{-\gamma} d \omega=\int_{0}^{\infty} u_{\mathcal{F}}(\omega) \omega^{-\gamma} d \omega  \tag{6.18a}\\
& \Lambda_{v^{+}}(-\gamma)=\int_{0}^{\infty} \Im\left\{S_{X_{1} X_{2}}(\omega)\right\} \omega^{-\gamma} d \omega=\int_{0}^{\infty} v_{\mathcal{F}}(\omega) \omega^{-\gamma} d \omega \tag{6.18b}
\end{align*}
$$

By using the definitions of CFMs, in Eqs. (6.3) and (6.6), and using some properties of Fourier transform of fractional operators (see section C.1), may be readily demonstrated that the following identities

$$
\begin{align*}
& \mathrm{M}_{u^{+}}(\gamma-1)=\frac{\Gamma(\gamma) \cos (\gamma \pi / 2)}{\pi} \Lambda_{u^{+}}(-\gamma)  \tag{6.19}\\
& \mathrm{M}_{v^{+}}(\gamma-1)=\frac{\Gamma(\gamma) \sin (\gamma \pi / 2)}{\pi} \Lambda_{v^{+}}(-\gamma)
\end{align*}
$$

hold true. This is a very useful result, since in many cases of engineering interest, like wind velocity processes, ocean waves, earthquake processes, and so on, the action in the structures under this kind of processes is defined by the spectral properties in frequency domain rather than by the correlation or cross correlation function in time domain. As a consequence the CFMs, in virtue of Eqs. (6.19), may be easier calculated by Eqs. (6.18) from the knowledge of CSMs.

By using the Eqs. (6.19) the following expression is readily found from Eq. (6.17)

$$
\begin{equation*}
S_{X_{1} X_{2}}(\omega)=\frac{|\omega|^{\rho-1}}{4 \pi^{2}} \int_{-\infty}^{\infty}\left[\Lambda_{u^{+}}(-\gamma)+i \operatorname{sgn}(\omega) \Lambda_{v^{+}}(-\gamma)\right]|\omega|^{i \eta} d \eta \tag{6.20}
\end{equation*}
$$

this expression represents another exact representation of CPSD. In Eq. (6.20) the following properties have been used

$$
\begin{equation*}
\cos \left(\frac{\gamma \pi}{2}\right) \sin \left(\frac{\gamma \pi}{2}\right) \Gamma(\gamma) \Gamma(1-\gamma)=\frac{\pi}{2} \tag{6.21}
\end{equation*}
$$

The discretized form of Eq. (6.20) is given as

$$
\begin{equation*}
S_{X_{1} X_{2}}(\omega) \approx \frac{\Delta \eta|\omega|^{\rho-1}}{4 \pi^{2}} \sum_{k=-\mathrm{m}}^{\mathrm{m}}\left[\Lambda_{u^{+}}\left(-\gamma_{k}\right)+i \operatorname{sgn}(\omega) \Lambda_{v^{+}}\left(-\gamma_{k}\right)\right]|\omega|^{i \eta} \tag{6.22}
\end{equation*}
$$

Because of Eqs. (6.19) the CSMs can be also used to represent the crosscorrelation, obtaining the following expression

$$
\begin{align*}
R_{X_{1} X_{2}}(\tau)= & \frac{|\tau|^{-\rho}}{2 \pi^{2}} \int_{-\infty}^{\infty} \Gamma(\gamma)\left[\cos \left(\frac{\gamma \pi}{2}\right) \Lambda_{u^{+}}(-\gamma)+\right.  \tag{6.23}\\
& \left.+\operatorname{sgn}(\tau) \sin \left(\frac{\gamma \pi}{2}\right) \Lambda_{v^{+}}(-\gamma)\right]|\tau|^{-i \eta} d \eta
\end{align*}
$$

or in discretized form

$$
\begin{align*}
R_{X_{1} X_{2}}(\tau) \approx & \frac{\Delta \eta|\tau|^{-\rho}}{2 \pi^{2}} \sum_{k=-\mathrm{m}}^{\mathrm{m}} \Gamma\left(\gamma_{k}\right)\left[\cos \left(\frac{\gamma_{k} \pi}{2}\right) \Lambda_{u^{+}}\left(-\gamma_{k}\right)\right.  \tag{6.24}\\
& \left.+\operatorname{sgn}(\tau) \sin \left(\frac{\gamma_{k} \pi}{2}\right) \Lambda_{v^{+}}\left(-\gamma_{k}\right)\right]|\tau|^{-i k \Delta \eta} .
\end{align*}
$$

Then also the CSMs represent another way to describe random process in time and frequency domain. As a conclusion if the CPSD is known then we may evaluate the complex spectral moments $\Lambda_{u^{+}}, \Lambda_{v^{+}}$and with these quantities both cross-correlation and CPSD may be readily reconstructed by Eqs. (6.24) and (6.22), respectively. Similarly to the correlation function in the previous section, also in this case the representation of the power spectral density PSD of $X(t)$ is a particular case of the Eq. (6.20). In particular, by placing $v_{\mathcal{F}}(\omega)=$ 0 , then $\Lambda_{v^{+}}(-\gamma)$, obtaining that

$$
\begin{equation*}
S_{X}(\omega)=\frac{|\omega|^{\rho-1}}{4 \pi^{2}} \int_{-\infty}^{\infty} \Lambda_{u^{+}}(-\gamma)|\omega|^{i \eta} d \eta \approx \frac{|\omega|^{\rho-1} \Delta \eta}{4 \pi^{2}} \sum_{-\mathrm{m}}^{\mathrm{m}} \Lambda_{u^{+}}\left(-\gamma_{k}\right)|\omega|^{i k \Delta \eta} \tag{6.25}
\end{equation*}
$$

### 6.4 The fractional oscillator under Gaussian white noise

The concepts about the CFMs and SMs, described in the previous section, can be used to characterize the stochastic response process of the dynamical systems in which fractional operators appear. Consider the equation of motion
of the single-degree of freedom fractional oscillator in Eq. (5.27). If the external force $f(t)=W(t)$ is a zero-mean Gaussian white noise such equation becomes:

$$
\begin{equation*}
m \ddot{X}(t)+c_{\beta}\left(D_{0^{+}}^{\beta} X\right)(t)+k X(t)=W(t), \quad t \geqslant 0, \tag{6.26}
\end{equation*}
$$

where $X(t)$ denotes the stochastic response process in terms of displacements. In order to fully describe such output response process in probabilistic setting the PSD or the correlation function CF have to be evaluated. For the case of linear systems with integer order operators both PSD and CF are known in closed form. Instead, if fractional order operators are present in the equation of motion, the PSD of the response is already known by the Eq. (5.59), while the CF has to be evaluated in approximated form by the inverse fast Fourier transform of the PSD.

The method to represent the PSD and CF by complex spectral moments presented in the previous sections is also limited, since either if the PSD is given, its spectral moments defined in Eq. (6.18a) cannot be evaluate in closed form by the following integral:

$$
\begin{equation*}
\Lambda_{X}(-\gamma)=\int_{0}^{\infty} S_{X}(\omega) \omega^{-\gamma} d \omega=S_{0} \int_{0}^{\infty} \frac{\omega^{-\gamma} d \omega}{\left|-m \omega^{2}+c_{\beta}(i \omega)^{\beta}+k\right|^{2}} \tag{6.27}
\end{equation*}
$$

The evaluation of this integral gives the fully characterization of the response process $X(t)$, since the knowledge of the complex spectral moments with the aid of the relation in Eq.s (6.19) and Eq. (6.14) also the CF can be reconstructed.

In order to obtain the solution of the integral in Eq. (6.27), the expanded state variable space and the relative complex modal transformation described in the previous Chapter can be useful. Indeed, by the state variable expansion and the modal transformation in Eq. (5.57) the response process can be write as follow:

$$
\begin{equation*}
X(t)=\sum_{j=1}^{n} \psi_{1 j} Y_{j}(t), \quad j=1,2, \ldots n \tag{6.28}
\end{equation*}
$$

in which $n$ is the number of the state variable, which depends on the order $\alpha$ that allows to rewrite the system as sequential linear differential equation, $\psi_{1 j}$ is the first term of the $j^{\text {th }}$ eigenvector, and $Y_{j}(t)$ is the stochastic response of the half fractional oscillator in the complex modal domain. The evaluation of
the PSD of the process represented by the Eq. (6.28) yields

$$
\begin{align*}
S_{X}(\omega) & =\lim _{\mathrm{T} \rightarrow \infty} \frac{1}{2 \pi \mathrm{~T}} \mathrm{E}\left[X_{\mathcal{F}}^{*}(\omega, \mathrm{~T}) X_{\mathcal{F}}(\omega, \mathrm{T})\right] \\
& =\sum_{j=1}^{n} \sum_{k=1}^{n} \psi_{1 j}^{*} \psi_{1 k} \lim _{\mathrm{T} \rightarrow \infty} \frac{1}{2 \pi \mathrm{~T}} \mathrm{E}\left[Y_{\mathcal{F} j}^{*}(\omega, \mathrm{~T}) \Upsilon_{\mathcal{F} k}(\omega, \mathrm{~T})\right] \tag{6.29}
\end{align*}
$$

in the Eq. (6.29) the PSD and the CPSD of the $n$ half fractional oscillators in the complex modal space are involved. Then, by introducing the following generic CPSD of the processes $Y_{j}(t)$

$$
\begin{equation*}
S_{Y_{j} Y_{k}}(\omega)=\frac{\psi_{1 j}^{*} \psi_{1 k} S_{0}}{\left[u_{j}^{*}(-i \omega)^{\alpha}+v_{j}^{*}\right]\left[u_{k}(i \omega)^{\alpha}+v_{k}\right]^{\prime}} \tag{6.30}
\end{equation*}
$$

where the apex* denotes the complex conjugate, $u_{l}$ and $v_{l}$ with $l=j, k$ denote the diagonal terms of the matrices $\mathbf{U}_{\mathbf{D}}$ and $\mathbf{V}_{\mathbf{D}}$, respectively (see Eq.s (5.39)). By placing the PSD and CPSD, defined in Eq. (6.30), into the Eq. (6.29), the following relation is directly obtained

$$
\begin{align*}
S_{X}(\omega) & =\sum_{j=1}^{n} \sum_{k=1}^{n} \psi_{1 j}^{*} \psi_{1 k} S_{Y_{j} Y_{k}}(\omega) \\
& =S_{0} \sum_{j=1}^{n} \sum_{k=1}^{n} \frac{\left(\psi_{1 j}^{*} \psi_{1 k}\right)^{2}}{\left[u_{j}^{*}(-i \omega)^{\alpha}+v_{j}^{*}\right]\left[u_{k}(i \omega)^{\alpha}+v_{k}\right]^{\prime}} \tag{6.31}
\end{align*}
$$

the Eq. (6.31) permits to obtain the correlation function of output process of fractional oscillator $X(t)$ as a linear combination of a certain number of output responses of a set of half fractional oscillators. Moreover, the Eq. (6.31) allows to evaluate the SM in Eq. (6.27), indeed the spectral moments of the PSD and CPSD of the half oscillators can be evaluated in closed form, then

$$
\begin{align*}
\Lambda_{X}(-\gamma) & =\sum_{j=1}^{n} \sum_{k=1}^{n} \psi_{1 j}^{*} \psi_{1 k} \int_{0}^{\infty} S_{Y_{j} Y_{k}}(\omega) \omega^{-\gamma} d \omega \\
& =S_{0} \sum_{j=1}^{n} \sum_{k=1}^{n}\left(\psi_{1 j}^{*} \psi_{1 k}\right)^{2} \int_{0}^{\infty} \frac{\omega^{-\gamma} d \omega}{\left[u_{j}^{*}(-i \omega)^{\alpha}+v_{j}^{*}\right]\left[u_{k}(i \omega)^{\alpha}+v_{k}\right]}  \tag{6.32}\\
& =\sum_{j=1}^{n} \sum_{k=1}^{n} \psi_{1 j}^{*} \psi_{1 k} \Lambda_{Y_{j} Y_{k}}(-\gamma)
\end{align*}
$$

SMs of the fractional half oscillators in Eq. (6.32) depend on the order $\alpha$, such fractional order permits to rewrite the system as fractional sequential differential equation. Some exact expressions of $\Lambda_{Y_{j} Y_{k}}(-\gamma)$ for different value of $\alpha$ are reported in the section C.2. After the definition of the SM by the Eq. (6.32) is possible to obtain also the CFM by using the relation in Eq.s (6.19):

$$
\begin{align*}
\mathrm{M}_{X}(\gamma-1) & =\frac{\Gamma(\gamma)}{\pi} \cos \left(\frac{\gamma \pi}{2}\right) \sum_{j=1}^{n} \sum_{k=1}^{n} \psi_{1 j}^{*} \psi_{1 k} \int_{0}^{\infty} S_{Y_{j} Y_{k}}(\omega) \omega^{-\gamma} d \omega \\
& =\frac{\Gamma(\gamma)}{\pi} \cos \left(\frac{\gamma \pi}{2}\right) \sum_{j=1}^{n} \sum_{k=1}^{n} \psi_{1 j}^{*} \psi_{1 k} \Lambda_{Y_{j} Y_{k}}(-\gamma) \tag{6.33}
\end{align*}
$$

After that, both CF and PSD of the fractional oscillator response process can be handled by the Eq. (6.14) and Eq. (6.25) respectively. In this way, another stochastic characterization of the response of the fractional system is obtained by using an eigenvector expansion in the state variable space and by the introduced concepts about the complex spectral moments.

Obviously, the presented method to evaluate in closed form the spectral moments can be extended to the multi-degree-of-freedom system by using the same concepts in the previous Chapter. The next section shows some numerical examples of the method for the characterization of the response output of single and multi-degree-of-freedom system with fractional derivative driven by Gaussian white noise.

### 6.5 Numerical examples

The examples in the previous Chapter have shown the way to carry out the stochastic dynamical analysis of the fractional viscoelastic systems with the aid of state variable transformation and Monte Carlo method. In this section a new stochastic characterization of the output response processes of fractional system is presented. In particular, the expanded state variable analysis is used in conjunction with the complex spectral moments in order to find the correlation and the cross-correlation of the response processes of fractional SDOF and MDOF.

### 6.5.1 Correlation function of fractional oscillator with $\beta=1 / 2$

Consider the stochastic fractional differential equation in Eq. (6.26) in which the fractional order is $\beta=1 / 2$. In this case the PSD is known in closed form
and it can be obtained from the Eq. (5.59) as follow

$$
\begin{equation*}
S_{X}(\omega)=\frac{S_{0}}{\left|-m \omega^{2}+c_{1 / 2} \sqrt{i \omega}+k\right|^{2}} \tag{6.34}
\end{equation*}
$$

while the CF is unknown and can be obtained by the inverse fast Fourier transform or by Monte Carlo simulation. Another way to obtain the CF is by using the method in the previous section, that is, the complex spectral moment representation in conjunction with the fractional state variable analysis.

By using the state variable analysis described in the previous Chapter the order $\alpha$ which permits to obtain the sequential differential system in Eq. (5.34) is $\alpha=\beta=1 / 2$. The minimum number of state variable is $n=4$, and vector $\mathbf{z}$ is

$$
\begin{equation*}
\mathbf{z}^{\mathrm{T}}(t)=\left[X(t),\left(\mathrm{D}^{(0.5)} X\right)(t), \dot{X}(t),\left(\mathrm{D}^{(1.5)} X\right)(t)\right] \tag{6.35}
\end{equation*}
$$

the matrices $\mathbf{A}$ and $\mathbf{B}$ are the same in the Eq. (5.52), and the matrix $\Psi$ is still the same of the previous case, and it represents the matrix of the complex eigenvector of the following matrix

$$
\boldsymbol{D}=\mathbf{A}^{-1} \mathbf{B}=\left[\begin{array}{cccc}
0 & -1 & 0 & 0  \tag{6.36}\\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1 \\
1 / k & 1 / c_{\beta} & 0 & 0
\end{array}\right]
$$

The knowledge of the eigenvectors matrix $\Psi$ allows to perform the modal transformation in Eq. (5.40) and to obtain the diagonal matrices $\mathbf{U}_{\mathbf{D}}$ and $\mathbf{V}_{\mathbf{D}}$. In this way is possible to rewrite the PSD by the Eq. (6.31) in terms of $Y_{j}(t)$ as follows:

$$
\begin{equation*}
S_{X}(\omega)=\sum_{j=1}^{4} \sum_{k=1}^{4} \psi_{1 j}^{*} \psi_{1 k} S_{Y_{j} Y_{k}}(\omega)=\sum_{j=1}^{4} \sum_{k=1}^{4} \frac{S_{0}\left(\psi_{1 j}^{*} \psi_{1 k}\right)^{2}}{\left[u_{j}^{*} \sqrt{-i \omega}+v_{j}^{*}\right]\left[u_{k} \sqrt{i \omega}+v_{k}\right]} \tag{6.37}
\end{equation*}
$$

and then the spectral moments $\Lambda(-\gamma)$ can be evaluated as

$$
\begin{equation*}
\Lambda_{X}(-\gamma)=\sum_{j=1}^{4} \sum_{k=1}^{4} \psi_{1 j}^{*} \psi_{1 k} \Lambda_{Y_{j} Y_{k}}(-\gamma) \tag{6.38}
\end{equation*}
$$

where, in this case, $\Lambda_{Y_{j} Y_{k}}(-\gamma)$ is

$$
\begin{align*}
& \Lambda_{Y_{j} Y_{k}}(-\gamma)=S_{0} \psi_{1 j}^{*} \psi_{1 k} \int_{0}^{\infty} \frac{\omega^{-\gamma} d \omega}{\left[u_{j}^{*} \sqrt{-i \omega}+v_{j}^{*}\right]\left[u_{k} \sqrt{i \omega}+v_{k}\right]} \\
& =\frac{S_{0} \psi_{1 j}^{*} \psi_{1 k} 2 \pi \csc (2 \pi \gamma)}{u_{j}^{*} u_{k}\left(v_{j}^{*} u_{k}+i u_{j}^{*} v_{k}\right)}\left\{-v_{j}^{*} u_{k}\left[\frac{(-1)^{\frac{3}{4}} u_{j}^{*}}{v_{j}^{*}}\right]^{2 \gamma}+i u_{j}^{*} v_{k}\left[\frac{(-1)^{\frac{1}{4}} u_{k}}{v_{k}}\right]^{2 \gamma}\right\} \tag{6.39}
\end{align*}
$$

where $\gamma=\rho+i \eta$ with $\rho \in(0,1)$. Placing the Eq. (6.39) into the Eq. (6.25) is possible to obtain the PSD in approximate form:

$$
\begin{equation*}
S_{X}(\omega) \approx \frac{|\omega|^{\rho-1} \Delta \eta}{4 \pi^{2}} \sum_{k=-\mathrm{m}}^{\mathrm{m}} \Lambda_{X}\left(-\gamma_{k}\right)|\omega|^{i k \Delta \eta} \tag{6.40}
\end{equation*}
$$

In the Figure 6.1 the comparison between the exact PSD of the system and the approximated one obtained by Eq. (6.40) is shown. Such Figure shows the perfect agreement between the exact and approximated solution. For this example the chosen parameters are: $m=k=1, c_{1 / 2}=1 / 4$, and $S_{0}=1$. The discretized parameters are $\rho=1 / 8, \Delta \eta=1 / 5$, and $\mathrm{m}=500$.


Figure 6.1: Exact (continuous line) and approximated PSD (dotted line).

Moreover, from the knowledge of SMs in Eq. (6.38) is possible to obtain the CFMs by Eq. (6.33), then by using the Eq. (6.14) also the CF of $X(t)$ is given as

$$
\begin{equation*}
R_{X}(\tau) \approx \frac{|\tau|^{-\rho} \Delta \eta}{2 \pi^{2}} \sum_{k=-\mathrm{m}}^{\mathrm{m}} \Lambda_{X}\left(-\gamma_{k}\right) \Gamma\left(\gamma_{k}\right) \cos \left(\frac{\gamma_{k} \pi}{2}\right)|\tau|^{-i k \Delta \eta} \tag{6.41}
\end{equation*}
$$

The approximated CF $R_{X}(\tau)$ by complex spectral moments is shown in Fig-


Figure 6.2: Approximated CF by CSMs.
ure 6.2, in which the same parameters for the discretization of the PSD are used. In particular, such Figure shows the comparison between the solution obtained by the Eq. (6.2) in dotted line, and the solution obtained by discretized inverse Fourier transform (see the Appendix B) in continuous line.

Note that the limit for $\gamma \rightarrow 0$ of the complex spectral moments is related to the variances of the process, indeed the following relation holds

$$
\begin{equation*}
2 \lim _{\gamma \rightarrow 0} \Lambda_{X}(-\gamma)=\sigma_{X}^{2}=\int_{-\infty}^{\infty} S_{X}(\omega) d \omega=R_{X}(0) \tag{6.42}
\end{equation*}
$$

by the numerical integration of the PSD or by such limit the results is the same, and for this particular case $\sigma_{X}^{2}=16.3558$.

### 6.5.2 Two-degree-of-freedom system under white noise

If a multi-degree-of-freedom system is considered, the previous concepts are still valid and the method is the same. Consider two coupled fractional linear
oscillators as the system in Figure 5.7, driven by a zero-mean Gaussian white noise process $W(t)$. The equation of motion in matrix form is

$$
\begin{equation*}
\mathbf{M} \ddot{\boldsymbol{x}}(t)+\sum_{j=1}^{l} \mathbf{C}_{j} D^{\beta_{j}} \boldsymbol{x}(t)+\mathbf{K} \boldsymbol{x}(t)=\mathbf{f}(t) \tag{6.43}
\end{equation*}
$$

where the vector of the displacements $x(t)$ contains the two response processes as follows

$$
\begin{equation*}
x^{T}(t)=\left[X_{1}(t) \quad X_{2}(t)\right] \tag{6.44}
\end{equation*}
$$

Assuming that the forced vector is $\mathbf{f}^{T}(t)=[0 W(t)]$, and its spectral matrix, denoted by $\mathbf{S}_{f}(\omega)$, is the same in Eq. (5.68). In terms of response $X_{j}(t)$ the spectral matrix is defined as in Eq. (5.70), that is,

$$
\mathbf{S}_{X}(\omega)=\mathbf{H}^{*}(\omega) \mathbf{S}_{f}(\omega) \mathbf{H}^{\mathrm{T}}(\omega)=\left[\begin{array}{cc}
S_{X_{1}}(\omega) & S_{X_{1} X_{2}}(\omega)  \tag{6.45}\\
S_{X_{2} X_{1}}(\omega) & S_{X_{2}}(\omega)
\end{array}\right]
$$

where two terms in the diagonal are the PSD of the process $X_{1}(t)$ and $X_{2}(t)$, respectively; whereas the other terms $S_{X_{1} X_{2}}=S_{X_{2} X_{1}}^{*}$ are the CPSD of the two process. Also in this case the PSD and CPSD are known in closed form but the CF and CCF can be evaluated in approximated form by the inverse fast Fourier transform or by Monte Carlo simulation. As was done in the previous case, another way to represent both PSD and CF (and the crossed counterparts) is by complex spectral moments. Also in this case the CSMs of the four terms in the matrix $\mathbf{S}_{X}(\omega)$ cannot be directly evaluated by the Eq. (6.18), but it is necessary to solve this problem by using the state variable domain and the complex modal transformation. In this way is possible to evaluate the four complex spectral moments of the two PSD and the two CPSD. In order to do this, assuming that the involved orders are $\beta_{1}=1$ and $\beta_{2}=1 / 2$, the Eq. (6.46) can be rewritten in sequential form

$$
\begin{equation*}
\sum_{j=1}^{4} \mathbf{C}_{j} D^{j \frac{1}{2}} \boldsymbol{x}(t)+\mathbf{K} \boldsymbol{x}(t)=\mathbf{f}(t) \tag{6.46}
\end{equation*}
$$

where the involved matrices are $\mathbf{C}_{3}=\mathbf{0}$,

$$
\mathbf{K}=\left[\begin{array}{cc}
k_{1}+k_{2} & -k_{2}  \tag{6.47}\\
-k_{2} & k_{2}
\end{array}\right], \mathbf{C}_{1}=\left[\begin{array}{cc}
c_{1 / 2} & 0 \\
0 & 0
\end{array}\right], \mathbf{C}_{2}=\left[\begin{array}{cc}
c_{1} & -c_{1} \\
-c_{1} & c_{1}
\end{array}\right], \mathbf{C}_{4}=\left[\begin{array}{cc}
m_{1} & 0 \\
0 & m_{2}
\end{array}\right]
$$

By the aforementioned assumptions the state variable vector is

$$
\begin{align*}
\mathbf{z}^{\mathrm{T}}(t) & =\left[z_{1}^{\mathrm{T}}(t) z_{2}^{\mathrm{T}}(t) z_{3}^{\mathrm{T}}(t) z_{4}^{\mathrm{T}}(t)\right]=\left[x^{\mathrm{T}}(t) D^{\frac{1}{2}} \boldsymbol{x}^{\mathrm{T}}(t) D^{1} x^{\mathrm{T}}(t) D^{\frac{3}{2}} x^{\mathrm{T}}(t)\right] \\
& =\left[Z_{1}(t) Z_{2}(t) Z_{3}(t) Z_{4}(t) Z_{5}(t) Z_{6}(t) Z_{7}(t) Z_{8}(t)\right]  \tag{6.48}\\
& =\left[X_{1}(t) X_{2}(t) X_{1}^{(0.5)}(t) X_{2}^{(0.5)}(t) \dot{X}_{1}(t) \dot{X}_{2}(t) X_{1}^{(1.5)}(t) X_{2}^{(1.5)}(t)\right]
\end{align*}
$$

then the number of state variable in this case is still $n=4$ but the dimension of the vector $\mathbf{z}(t)$ is $r \times n=8$, where $r=2$ is the number of degrees of freedom of the system. In terms of state variables the spectral matrix $\mathbf{S}_{z}(\omega)$ contains more terms than $\mathbf{S}_{X}(\omega)$, indeed, by virtue of Eq. (6.48):

$$
\mathbf{S}_{\mathbf{z}}(\omega)=\left[\begin{array}{cccc}
\mathbf{S}_{X}(\omega) & \mathbf{S}_{X X^{(\alpha)}}(\omega) & \mathbf{S}_{X \dot{X}}(\omega) & \mathbf{S}_{X X^{(2 \alpha)}}(\omega)  \tag{6.49}\\
\mathbf{S}_{X^{(\alpha)} X}(\omega) & \mathbf{S}_{X^{(\alpha)}}(\omega) & \mathbf{S}_{X^{(\alpha)} \dot{X}}(\omega) & \mathbf{S}_{X^{(\alpha)} X^{(2 \alpha)}}(\omega) \\
\mathbf{S}_{\dot{X} X}(\omega) & \mathbf{S}_{\dot{X} X^{(\alpha)}}(\omega) & \mathbf{S}_{\dot{X}}(\omega) & \mathbf{S}_{\dot{X} X^{(2 \alpha)}}(\omega) \\
\mathbf{S}_{X^{(2 \alpha)} X}(\omega) & \mathbf{S}_{X^{(2 \alpha)} X^{(\alpha)}}(\omega) & \mathbf{S}_{X^{(2 \alpha)} \dot{X}}(\omega) & \mathbf{S}_{X^{(2 \alpha)}}(\omega)
\end{array}\right]
$$

where each one block has dimension $r=4$, the dimension of the matrix is $n \times r=16$, and the first submatrix is $\mathbf{S}_{X}(\omega)$. In terms of modal coordinates $Y_{j}(t)$ the matrix in Eq. (6.49) can be rewritten as

$$
\begin{align*}
\mathbf{S}_{\mathbf{z}}(\omega) & =\lim _{\mathrm{T} \rightarrow \infty} \frac{1}{2 \pi \mathrm{~T}} \mathrm{E}\left[\mathbf{Z}_{\mathcal{F}}^{*}(\omega) \mathbf{Z}_{\mathcal{F}}^{T}(\omega)\right] \\
& =\lim _{\mathrm{T} \rightarrow \infty} \frac{1}{2 \pi \mathrm{~T}} \mathrm{E}\left[\mathbf{\Psi}^{*} \mathbf{Y}_{\mathcal{F}}^{*}(\omega)\left(\boldsymbol{\Psi} \mathbf{Y}_{\mathcal{F}}(\omega)\right)^{T}\right] \\
& =\lim _{\mathrm{T} \rightarrow \infty} \frac{1}{2 \pi \mathrm{~T}} \mathrm{E}\left[\mathbf{\Psi}^{*} \mathbf{Y}_{\mathcal{F}}^{*}(\omega) \mathbf{Y}_{\mathcal{F}}^{T}(\omega) \mathbf{\Psi}^{T}\right]  \tag{6.50}\\
& =\mathbf{\Psi}^{*} \lim _{\mathrm{T} \rightarrow \infty} \frac{1}{2 \pi \mathrm{~T}} \mathrm{E}\left[\mathbf{Y}_{\mathcal{F}}^{*}(\omega) \mathbf{Y}_{\mathcal{F}}^{T}(\omega)\right] \boldsymbol{\Psi}^{T} \\
& =\mathbf{\Psi}^{*} \mathbf{S}_{\mathbf{y}}(\omega) \boldsymbol{\Psi}^{T}
\end{align*}
$$

where $\mathbf{S}_{\mathbf{y}}(\omega)$ is the spectral matrix of the response process $Y_{j}(t)$ of the set of $n \times r=16$ half fractional oscillators in the complex modal space. Also in this case the complex spectral moments of any terms of the matrix $\mathbf{S}_{\mathbf{y}}(\omega)$ can be evaluated in closed form while the complex spectral moments of terms of the matrix $\mathbf{S}_{X}(\omega)$ are unknown.

In order to find the matrix $\Psi$ in Eq. (6.50) it is necessary to find the dynamical matrix $\boldsymbol{D}$ in Eq. (6.36). Taking into account the Eq.s (5.38) the matrices $\mathbf{A}$
and $\mathbf{B}$ become

$$
\mathbf{A}=\left[\begin{array}{cccc}
\mathbf{C}_{1} & \mathbf{C}_{2} & \mathbf{0} & \mathbf{M}  \tag{6.51}\\
\mathbf{C}_{2} & \mathbf{0} & \mathbf{M} & \mathbf{0} \\
\mathbf{0} & \mathbf{M} & \mathbf{0} & \mathbf{0} \\
\mathbf{M} & \mathbf{0} & \mathbf{0} & \mathbf{0}
\end{array}\right], \quad \mathbf{B}=\left[\begin{array}{cccc}
\mathbf{K} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & -\mathbf{C}_{2} & \mathbf{0} & -\mathbf{M} \\
\mathbf{0} & \mathbf{0} & -\mathbf{M} & \mathbf{0} \\
\mathbf{0} & -\mathbf{M} & \mathbf{0} & \mathbf{0}
\end{array}\right]
$$

in this way, the system in the state variable domain as that one in Eq. (5.37) is obtained. The matrix $\Psi$ has to contain the eigenvectors of the following matrices:

$$
\boldsymbol{D}=\mathbf{A}^{-1} \mathbf{B}=\left[\begin{array}{cccccccc}
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0  \tag{6.52}\\
0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \\
\frac{k_{1}+k_{2}}{m_{1}} & -\frac{k_{2}}{m_{1}} & \frac{c_{1 / 2}}{m_{1}} & 0 & \frac{c_{1}}{m_{1}} & -\frac{c_{1}}{m_{1}} & 0 & 0 \\
-\frac{k_{2}}{m_{2}} & \frac{k_{2}}{m_{2}} & 0 & 0 & -\frac{c_{1}}{m_{2}} & \frac{c_{1}}{m_{2}} & 0 & 0
\end{array}\right]
$$

By that modal transformation a set of uncoupled differential equations with complex coefficients of the type in Eq. (5.53) is obtained and the spectral matrix in terms of output of fractional half oscillators in Eq. (6.50) is given. Now the spectral matrix of the processes $Y_{j}(t)$ can be evaluated, in this case, to complete describe the system it is necessary to define the matrix of complex spectral moments $\Lambda_{\mathbf{y}}(-\gamma)$. The complex spectral moments of the state variables can also be evaluated as

$$
\begin{equation*}
\boldsymbol{\Lambda}_{\mathbf{z}}(-\gamma)=\boldsymbol{\Psi}^{*} \boldsymbol{\Lambda}_{\mathbf{y}}(-\gamma) \boldsymbol{\Psi}^{T} \tag{6.53}
\end{equation*}
$$

this matrix has the same dimension of $\mathbf{S}_{\mathbf{z}}(\omega)$. All terms of the matrix $\boldsymbol{\Lambda}_{\mathbf{y}}(-\gamma)$ are defined by the same expression in the previous case (see Eq. (6.39)). In order to fully characterize the two response processes it is needed to evaluate the first block of the matrix $\mathbf{S}_{\mathbf{z}}(\omega)$, that contains the matrix $\mathbf{S}_{X}$ in Eq. (6.45). The characterization in terms of complex spectral moments is complete given by the first block of $\boldsymbol{\Lambda}_{\mathbf{z}}(-\gamma)$. That is,

$$
\boldsymbol{\Lambda}_{X}(-\gamma)=\left[\begin{array}{cc}
\Lambda_{X_{1}}(-\gamma) & \Lambda_{X_{1} X_{2}}(-\gamma)  \tag{6.54}\\
\Lambda_{X_{2} X_{1}}(-\gamma) & \Lambda_{X_{2}}(-\gamma)
\end{array}\right]
$$



Figure 6.3: PSDs of the response $X_{1}(t)$ and $X_{2}(t)$, exact (continuous line) and approximate solution (dotted line).

This four terms of modal coordinates are

$$
\begin{align*}
\Lambda_{X_{l} X_{m}}(-\gamma) & =\sum_{j=1}^{8} \sum_{k=1}^{8} \psi_{l j}^{*} \psi_{m k} \Lambda_{Y_{j} Y_{k}}(-\gamma) \\
& =S_{0} \sum_{j=1}^{8} \sum_{k=1}^{8} \psi_{l j}^{*} \psi_{m k} \psi_{2 j}^{*} \psi_{2 k} \int_{0}^{\infty} \frac{\omega^{-\gamma} d \omega}{\left[u_{j}^{*} \sqrt{-i \omega}+v_{j}^{*}\right]\left[u_{k} \sqrt{i \omega}+v_{k}\right]} \tag{6.55}
\end{align*}
$$

where the solution of the integral is the same in Eq. (6.39). Such entities in the Eq. (6.55) are able to represent PSD, and CF by the previous expressions. In particular with the aid of the Eq.s (6.40) and (6.41) the PSDs and CFs can be readily obtained.

Assume as parameters of the system $S_{0}=1, k_{1}=3 / 2, k_{2}=1, c_{1}=$, $c_{2}=1.1, m_{1}=2, m_{2}=1$, and as parameters of the discretization $\Delta \eta=1 / 4$, $\rho=1 / 8$ and $m=100$. The PSDs of the two displacements $X_{1}(t)$ and $X_{2}(t)$ are depicted in Figure 6.3. In particular, the continuous lines denote the exact PSDs, the dotted lines represent the approximate solutions obtained by the Eq. (6.40). By using the complex spectral moments also the CPSD $S_{X_{1} X_{2}}(\omega)$ can be readily obtained with the evaluation of the complex spectral moments $\Lambda_{X_{1} X_{2}}(-\gamma)$ and with the aid of the Eq. (6.22). The real and imaginary part of the CPSD are shown in the Figure 6.4. Also in this case the continuous lines


Figure 6.4: Real and imaginary part of CPSD of the response $X_{1}(t)$ and $X_{2}(t)$, exact (continuous lines) and approximate solution (dotted lines).
represent the exact solutions, and the dotted lines represent the approximate representations with the complex spectral moments.

As in the previous case, the complex spectral moments permit to obtain also the correlation function. In order to do this, it is necessary to use the Eq. (6.19) to obtain the complex fractional moments of the two correlation functions $R_{X_{1}}(\tau)$ and $R_{X_{2}}(\tau)$. In this way also the CFs can be evaluated. The Figure 6.5 and Figure 6.6 show the comparison between the complex fractional moments representation of the correlation functions, obtained by Eq (6.24), and the solution obtained with the discretized inverse Fourier transform.

### 6.6 Conclusions

A new way to fully represent the CF, CCF, PSD and CPSD by CFMs and/or by CSMs has been pursued in this Chapter. It has been shown how it is possible to evaluate this complex entities starting from the knowledge of the correlation and cross-correlation (CFMs) or by the given PSD or CPSD (CSMs). These entities are strictly related to the Mellin transform and the knowledge of the CFMs permits to restore the correlation and the cross-correlation by the inverse Mellin transform. On the other hand, the inverse Mellin transform of the CSMs yields the CPSD.


Figure 6.5: CF of the response $X_{1}(t)$, discretized inverse Fourier transform (continuous lines) and CFMs representation (dotted lines).


Figure 6.6: CF of the response $X_{2}(t)$, discretized Fourier transform (continuous lines) and CFMs representation (dotted lines).

It has been shown that both kinds of fractional quantities, CFMs and CSMs, are related by a simple relation obtained by using the properties of the Fourier transform. In other word, the CSMs are nothing else that the spectral counterparts of the CFMs. It means that just the knowledge of one of the two kinds of moments permits to restore the other one and that allows to fully represent both cross-correlation function and CPSD. Then, it is independent the choice to evaluate the CFMs or the CSMs because both quantities have all information in time and in frequency domain. This is a very important result because in many physics and engineering problems is known the CPSD but it is unknown the cross-correlation function and the presented method permits to independently operate.

Many properties in this Chapter have been obtained thanks to the relationships by the Mellin transform and the fractional operators. In particular these relations permit to interpret the discretized inverse Mellin transform as a truncated complex fractional Taylor series. Moreover, this kind of series does not diverge, since the involved quantities have complex fractional order which real part is fixed and just imaginary part runs.

Particular attention has been devoted to the case of fractional systems. Indeed, by the CSMs in conjunction with the expanded state variable analysis, described in the previous Chapter, the characterization of the output response of fractional system under Gaussian white noise has been found. In particular two examples have been reported, the first one is the characterization of the stochastic response of the fractional oscillators, the second example the characterization of two-degree-of-freedom forced by white noise has been considered. The method can be used also to characterize other stochastic process, like the response of classic linear oscillators [5], ocean waves [25], earthquake processes, and wind velocity field [5].

## Concluding remarks

This thesis contains some new methods to perform the stochastic dynamic analysis of structures with viscoelastic constitutive law. After the preliminary introduction to this kind of mechanical problem, in the first part of this manuscript, some concepts about the mathematical tools have been provided. In particular, the main properties of the fractional calculus and the integral transforms have been reported.

The concepts inherent the viscoelastic stress-strain relation have been also discussed, and the reasons about the choice of the fractional viscoelastic model for the characterization of the real mechanical behavior of the building materials have been presented. Subsequently, the problems that this choice implies in the global models in terms of displacement-load relation have been introduced. In this regard, some new methods have been developed to perform the stochastic analysis of continuous and discrete fractional viscoelastic systems correctly.

In particular, the analysis of continuous fractional viscoelastic Euler-Bernoulli beam has been pursued, performing the study either in frequency and in time domain. The viscoelastic behavior has been taken into account by using the fractional Kelvin-Voigt model. It is a proper model that is able to capture the viscoelasticity phenomena of a plethora of materials. The fractional stress-strain relation has led to a fractional partial differential equation that rules the motion of the continuous viscoelastic beam. To perform the stochastic analysis of such system a proper eigenanalysis and the Monte Carlo method have been used. Some numerical results have been obtained considering a cantilever beam driven by stochastic loads.

As discrete systems, the fractional oscillator and the fractional multi-de-gree-of freedom system have been considered. The analysis of this kind of dynamical systems leads to have a set of coupled fractional differential equations that govern the motion. It has been pointed out that this kind of prob-
lem is more complex to solve vis-a-vis the analysis of multi-degree-of-freedom system with integer order derivatives. The analysis has been based on a novel approach using an augmented state variables transformation. The method, based on complex modal analysis in the state variable domain, is applicable if the involved fractional terms have rational order. This assumption is necessary since only in this case it is possible to find an appropriate state variables vector. Note, however, that for engineering applications all real orders can be reasonably approximated by rational orders. By the proposed method the set of coupled fractional differential equations has been decoupled in a proper fractional state variable domain. This transformation has led to a new set of fractional equations which are uncoupled and more convenient to solve. Therefore, a drastic reduction of the computational effort is achieved.

The latter part of the manuscript contains a new characterization of the dynamical response processes of the fractional viscoelastic systems under a stochastic point of view. In particular, a way to fully represent the correlation function and power spectral density (and their crossed counterparts) by the complex spectral moments (CSMs) and/or by the complex fractional moments (CFMs) has been pursued. The way to characterize the stochastic process with the aid of these complex entities it has been shown. Further, the relations between the CFMs and/or the CSMs, the Mellin transform and the fractional Riesz integrals have been introduced to provide some useful consequences. In this manner, it has been shown that the CSMs are nothing else that the spectral counterparts of the CFMs, and they are related by a simple relation. This implies that the choice is independent for evaluating CFMs or CSMs because both quantities have all informations in time and in frequency domain. Some properties of CFMs and CSMs have been obtained thanks to the relationships by the Mellin transform and the fractional operators. In particular, these relation permit to interpret the discretized inverse Mellin transform as a truncated complex fractional Taylor series. This kind of series does not diverge, since the involved quantities have complex fractional order which real part is fixed and just imaginary part runs.

This elegant stochastic characterization has been applied to the case of fractional systems forced by Gaussian white noise. Usually, the normal stationary processes are characterized by the power spectral density, commonly known in closed form, but the correlation can be evaluated only in approximated form by the inverse fast Fourier transform. Using the CSMs in conjunction with the expanded state variable analysis, described in the previous part, the characterization of the output response of fractional system under Gaus-
sian white noise has been found. In this way it has been possible to obtain both the power spectral density and the correlation of the response process of the fractional system. The stochastic responses of single fractional oscillator and multi-degree-of-freedom system endowed with fractional viscoelastic devices have been considered in the numerical examples, in which the capabilities of the fractional calculus have been widely shown.

## Appendix A

## Tables of fractional derivatives

Some Riemann-Liouville fractional derivatives of common functions are reported below. The chosen differentiation orders are reals $\alpha \in \mathbb{R}$, then the corresponding fractional integral can be readily found placing $-\alpha$ as order in the shown results.

## A. 1 Fractional operators with lower bound $a=-\infty$

| $f(t)$ | $\left(D_{+}^{\alpha} f\right)(t), \quad(t>0, \alpha \in \mathbb{R})$ |
| :---: | :---: |
| $U(t-b)$ | $\begin{cases}\frac{(t-b)^{-\alpha}}{\Gamma(1-\alpha)}, & (t>b) \\ 0, & (0 \leq t \leq b)\end{cases}$ |
| $U(t-b) f(t)$ | $\begin{cases}\left(D_{b^{+}}^{\alpha} f\right)(t), & (t>b) \\ 0, & (t \leq b)\end{cases}$ |
| $e^{\lambda t}$ | $\lambda^{\alpha} e^{\alpha t} \quad(\lambda>0)$ |
| $e^{\lambda t+\mu}$ | $\lambda^{\alpha} e^{\alpha t+\mu} \quad(\lambda>0)$ |
| $\sin (\lambda t)$ | $\lambda^{\alpha} \sin \left(\lambda t+\frac{\pi \alpha}{2}\right) \quad(\lambda>0, \alpha>-1)$ |

$\cos (\lambda t) \quad \lambda^{\alpha} \cos \left(\lambda t+\frac{\pi \alpha}{2}\right) \quad(\lambda>0, \alpha>-1)$
A. 2 Fractional derivatives with lower bound $a=0$

| $f(t)$ | $\left(\mathrm{D}_{0^{+}}^{\alpha} f\right)(t), \quad(t>0, \alpha \in \mathbb{R})$ |  |
| :---: | :---: | :---: |
| $U(t)$ | $\frac{t^{-\alpha}}{\Gamma(1-\alpha)}$ |  |
| $U(t-b)$ | $\begin{cases}\frac{(t-b)^{-\alpha}}{\Gamma(1-\alpha)}, & (t>b) \\ 0, & (0 \leq t \leq b)\end{cases}$ |  |
| $U(t-b) f(t)$ | $\begin{cases}{ }_{b} \mathrm{D}_{t}^{\alpha} f(t), & (t>b) \\ 0, & (0 \leq t \leq b)\end{cases}$ |  |
| $\delta(t)$ | $\frac{t^{-\alpha-1}}{\Gamma(-\alpha)}$ |  |
| $t^{\eta}$ | $\frac{\Gamma(\eta+1)}{\Gamma(\eta+1-\alpha)} t^{\eta+\alpha} \quad(\eta>-1)$ |  |
| $e^{\lambda t}$ | $t^{-\alpha} E_{1,1-\alpha}(\lambda t)$ |  |
| $\cosh (\sqrt{\lambda t})$ | $t^{-\alpha} E_{2,1-\alpha}\left(\lambda t^{2}\right)$ |  |
| $\frac{\sinh (\sqrt{\lambda t})}{\sqrt{\lambda t}}$ | $t^{1-\alpha} E_{2,2-\alpha}\left(\lambda t^{2}\right)$ |  |
| $\ln (t)$ | $\frac{t^{-\alpha}}{\Gamma(1-\alpha)}(\ln (t)+\psi(1)-\psi(1-\alpha))$ |  |
| $t^{\gamma-1} \ln (t)$ | $\frac{t^{\gamma-\alpha-1} \Gamma(\gamma)}{\Gamma(\gamma-\alpha)}(\ln (t)+\psi(\gamma)-\psi(\gamma-\alpha))$ | $(\Re(\gamma)>0)$ |

## Appendix B

## Main used commands in Mathematica

This Appendix contains some commands of Wolfram Mathematica© used in this thesis. Other details about the special functions, the integral transform, and their commands can be found in [122-128].

## B. 1 Special functions

## Euler gamma function

```
Gamma[x]
Gamma[x+I*y]
Plot[Gamma[x],{x,...,...}]
Plot3D[Abs[Gamma[x+I*y]],{x, ...,...},{y,...,...}]
```

Mittag-Lefflerfunction

```
ML[z_]=MittagLefflerE[a,z]
ML[z_]=MittagLefflerE[a,b,z]
```


## Wright function

$\mathrm{W}\left[\mathrm{z}_{\mathrm{\prime}}\right]=\operatorname{Sum}\left[\left(\mathrm{z}^{\wedge} \mathrm{k}\right) /(\mathrm{k}!\right.$ Gamma[a*k+b]),\{k,0,Infinity\}]

## B. 2 Bessel functions

First and second kind function
$I\left[z_{-}\right]=$BesselJ $[n, z]$
$Y\left[z_{-}\right]=$Bessel $Y[n, z]$

Modified first and second kind function
I [z_]=BesselI[n, $z]$
$K\left[z_{-}\right]=\operatorname{Bessel} K[n, z]$

## B. 3 Integral transforms

## B.3.1 Laplace transform and its inverse

F[s_]=LaplaceTransform[f[t],t,s]
$f\left[t_{-}\right]=$InverseLaplaceTransform[F[s],s,t]

## B.3.2 Fourier transform and its inverse

Fe[om_] $=$ Sqrt [ $2 *$ Pi] FourierTransform[f[t], $t$,om]
$f\left[t_{-}\right]=\operatorname{Sqrt}\left[(2 * \operatorname{Pi})^{\wedge}(-1)\right]$ InverseFourierTransform[Fe[om],om,t]
where om $=\omega$ denotes the frequency.

Discretized transform and its inverse
$\mathrm{Fe}\left[\mathrm{m} \mathrm{m}_{\mathrm{L}}\right]=\mathrm{Dt} * \operatorname{Sum}[\mathrm{f}[j * \mathrm{Dt}](\operatorname{Cos}[j * D t * o m]+\mathrm{I} \operatorname{Sin}[j * D t * o m]),\{j,-m, m\}]$
$f\left[t \_\right]=\operatorname{Dom} * \operatorname{Sum}[F[j * o m](\operatorname{Cos}[j * \operatorname{Dom} * \operatorname{Dt}]-I \operatorname{Sin}[j * \operatorname{Dom} * \operatorname{Dt}]),\{j,-m, m\}]$
where $D t=\Delta t$ and Dom $=\Delta \omega$ are the frequency and the time step, respectively.

## B.3.3 Mellin transform and its inverse

```
Fm[s_]=Integrate[f(t)t^(s-1),{t,0,Infinity},
    Assumptions->-a<Re[s]<-b]
f[t_]=1/(2*Pi*I)*Integrate[Fm[s]t^(-s),
    {s,Re[s]-I*Infinity,Re[s]+I*Infinity}]
```


## B. 4 Fractional operators

## B.4.1 Grünwald-Letnikov

```
Limit[(((t-a)/N)^alfa)/(Gamma[-alfa])*Sum[(Gamma[r-alfa])
    /(Gamma[r+1])*f[t-(r(t-a)/N)],{r,0,N-1}],N->Infinity]
```


## B.4.2 Riemann-Liouville

1/(Gamma[-alfa])Integrate[(t-tau)~(-alfa-1)f[tau],\{tau, $\mathrm{a}, \mathrm{t}\}$ ]

## B.4.3 Caputo

1/(Gamma[alfa-n]) Integrate[(t-tau)~ (-alfa+n-1) Dt[f[tau], $\{t a u, n\}],\{t a u, a, t\}]$

## Appendix C

## Complex fractional moments

## C. 1 Properties and relation with fractional calculus

In this Appendix the concepts about the connection between Mellin and Fourier transform and Riesz fractional integrals will be explained. First the Fourier transform of the Riesz integrals in Eqs. (2.54) and (2.54) are reported

$$
\begin{gather*}
\mathcal{F}\left\{\left(\mathbf{I}^{\gamma} f\right)(t) ; \omega\right\}=|\omega|^{-\gamma} f_{\mathcal{F}}(\omega),  \tag{C.1}\\
\mathcal{F}\left\{\left(\mathbf{H}^{\gamma} f\right)(t) ; \omega\right\}=i \operatorname{sgn}(\omega)|\omega|^{-\gamma} f_{\mathcal{F}}(\omega) \tag{C.2}
\end{gather*}
$$

Relationships (C.1) and (C.2) can be readily obtained by some simple algebraic manipulation. Now consider that $f(t)$ is a non-symmetric function, then it is possible to divide it into an even function $u(t)=(f(t)+f(-t)) / 2$ and an odd function $v(t)=(f(t)-f(-t)) / 2$; taking into account Eqs. (C.1) and (C.2) it is possible to write the Riesz fractional integrals of $f(t)$ in terms of inverse Fourier transform

$$
\begin{align*}
\left(\mathbf{I}^{\gamma} f\right)(t) & =\frac{1}{2 \pi} \int_{-\infty}^{\infty}|\omega|^{-\gamma} f_{\mathcal{F}}(\omega) e^{-i \omega t} d \omega \\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty}|\omega|^{-\gamma}\left[u_{\mathcal{F}}(\omega) \cos (\omega t)-i v_{\mathcal{F}}(\omega) \sin (\omega t)\right] d \omega  \tag{C.3}\\
\left(\mathbf{H}^{\gamma} f\right)(t) & =\frac{i}{2 \pi} \int_{-\infty}^{\infty} \operatorname{sgn}(\omega)|\omega|^{-\gamma} f_{\mathcal{F}}(\omega) e^{-i \omega t} d \omega \\
& =\frac{i}{2 \pi} \int_{-\infty}^{\infty}|\omega|^{-\gamma} \operatorname{sgn}(\omega)\left[v_{\mathcal{F}}(\omega) \cos (\omega t)-i u_{\mathcal{F}}(\omega) \sin (\omega t)\right] d \omega \tag{C.4}
\end{align*}
$$

where $u_{\mathcal{F}}(\omega)$ and $v_{\mathcal{F}}(\omega)$ are the Fourier transform of $u(t)$ and $v(t)$, respectively. Since $u(t)$ is a real even function $u_{\mathcal{F}}(\omega)$ is real and even, while since $v(t)$ is a real odd function $v_{\mathcal{F}}(\omega)$ is imaginary and odd. By particularizing Eqs. (C.3) and (C.4) for $t=0$, one obtains

$$
\begin{gather*}
\left(\mathbf{I}^{\gamma} f\right)(0)=\frac{1}{2 \pi} \int_{-\infty}^{\infty}|\omega|^{-\gamma} u_{\mathcal{F}}(\omega) d \omega=\frac{\Lambda_{u^{+}}(-\gamma)}{\pi}  \tag{C.5}\\
\left(\mathbf{H}^{\gamma} f\right)(0)=\frac{i}{2 \pi} \int_{-\infty}^{\infty} \operatorname{sgn}(\omega)|\omega|^{-\gamma} v_{\mathcal{F}}(\omega) d \omega=i \frac{\Lambda_{v^{+}}(-\gamma)}{\pi} \tag{C.6}
\end{gather*}
$$

Eq. (C.5) shows that, since Riesz integral is a symmetric operator, it selects in $t=0$ the real part $u_{\mathcal{F}}(\omega)$ of $f_{\mathcal{F}}(\omega)$ and we can interpret it as the moment of order $-\gamma$ of $u_{\mathcal{F}}(\omega)$, namely $\Lambda_{u^{+}}(-\gamma)$; analogously for the complementary Riesz integral, Eq. (C.6) show that it select only the imaginary part $v_{\mathcal{F}}(\omega)$ of $f_{\mathcal{F}}(\omega)$ and we can interpret it as the moment of order $-\gamma$ of $v_{\mathcal{F}}(\omega)$, namely $\Lambda_{v^{+}}(-\gamma)$. On the other hand from Eqs. (2.28) and (2.29)

$$
\begin{align*}
\left(\mathbf{I}^{\gamma} f\right)(0) & =\frac{1}{2 v_{c}(\gamma)} \int_{-\infty}^{\infty} \frac{f(\bar{t})}{|\bar{t}|^{1-\gamma}} d \bar{t}=\frac{1}{v_{c}(\gamma)} \int_{0}^{\infty} \bar{t}^{\gamma-1} u(\bar{t}) d \bar{t}=\frac{\mathbf{M}_{u^{+}}(\gamma-1)}{v_{c}(\gamma)}, \\
\left(\mathbf{H}^{\gamma} f\right)(0) & =\frac{1}{2 v_{s}(\gamma)} \int_{-\infty}^{\infty} \frac{f(\bar{t}) \operatorname{sgn}(\bar{t})}{|\bar{t}|^{1-\gamma}} d \bar{t}=\frac{1}{v_{s}(\gamma)} \int_{0}^{\infty} \bar{t}^{\gamma-1} v(\bar{t}) d \bar{t}=\frac{\mathbf{M}_{v^{+}}(\gamma-1)}{v_{s}(\gamma)}, \tag{C.8}
\end{align*}
$$

where $v_{c}(\gamma)=\Gamma(\gamma) \cos \left(\frac{\gamma \pi}{2}\right)$ and $v_{s}(\gamma)=\Gamma(\gamma) \sin \left(\frac{\gamma \pi}{2}\right)$. Eqs. (C.7) and (C.8) show that Riesz integrals in zero can be related to the Mellin transform of $u(t)$ and $v(t)$; Mellin transforms can be interpreted as moments of order $\gamma-1$ of the even part $u(t)$ and odd part $v(t)$ of $f(t)$, namely $M_{u^{+}}(\gamma-1)$ and $M_{v^{+}}(\gamma-$ 1), respectively. Then by comparison of Eqs. (C.5) and (C.6) with Eqs.(C.7) and (C.8), relationships (5.34) between moments of order $\gamma-1$ of $f(t)$ and moments of order $-\gamma$ of its Fourier transform $f_{\mathcal{F}}(\omega)$ are readily found, and here are reported for reading simplicity

$$
\begin{align*}
& \mathrm{M}_{u}(\gamma-1)=\frac{v_{c}(\gamma)}{\pi} \Lambda_{u}(-\gamma) \\
& \mathrm{M}_{v}(\gamma-1)=\frac{v_{s}(\gamma)}{\pi} \Lambda_{v}(-\gamma) \tag{C.9}
\end{align*}
$$

## C. 2 Some exact CSMs for fractional half oscillators

As it is shown in the Chapter 6, the complex spectral moments of the response of a fractional oscillator forced by Gaussian white noise is obtained as a sum-
mation of a certain number of CSMs of the response of a set of half fractional oscillators in the complex modal space. The cross power spectral density of this kind of half oscillators is

$$
\begin{equation*}
S_{Y_{j} Y_{k}}=\frac{S_{0} \psi_{1, j}^{*} \psi_{1, k}}{\left[u_{j}^{*}(-i \omega)^{\alpha}+v_{j}^{*}\right]\left[u_{k}(i \omega)^{\alpha}+v_{k}\right]^{\prime}} \tag{C.10}
\end{equation*}
$$

the corresponding CSM is defined as

$$
\begin{equation*}
\Lambda_{Y_{j} Y_{k}}=\int_{0}^{\infty} S_{Y_{j} Y_{k}} \omega^{-\gamma} d \omega=a \int_{0}^{\infty} \frac{\omega^{-\gamma} d \omega}{\left[u_{j}^{*}(-i \omega)^{\alpha}+v_{j}^{*}\right]\left[u_{k}(i \omega)^{\alpha}+v_{k}\right]^{\prime}} \tag{C.11}
\end{equation*}
$$

where $a=S_{0} \psi_{1, j}^{*} \psi_{1, k}$. Some analytical results of the CSMs for different values of the fractional order $\alpha$ are reported below:
$\alpha=1 / 2, \Re(\gamma) \in(0,1)$

$$
\begin{equation*}
\Lambda_{Y_{j} y_{k}}(-\gamma)=\frac{a 2 \pi \csc (2 \pi \gamma)}{u_{k} v_{j}^{*}+i u_{j}^{*} v_{k}}\left\{-\frac{v_{j}^{*}}{u_{j}^{*}}\left[\frac{(-1)^{\frac{3}{4}} u_{j}^{*}}{v_{j}^{*}}\right]^{2 \gamma}+i \frac{v_{k}}{u_{k}}\left[\frac{(-1)^{\frac{1}{4}} u_{k}}{v_{k}}\right]^{2 \gamma}\right\} \tag{C.12}
\end{equation*}
$$

$\alpha=1 / 4, \Re(\gamma) \in(1 / 2,1)$

$$
\begin{align*}
& \Lambda_{Y_{j} Y_{k}}(-\gamma)=\frac{a 4 i \pi \csc (4 \pi \gamma)}{(-1)^{\frac{1}{4}} u_{k} v_{j}^{*}-u_{j}^{*} v_{k}}\left\{\left(-\frac{v_{j}^{*}}{u_{j}^{*}}\right)^{3}\left[\frac{(-1)^{\frac{7}{8}} u_{j}^{*}}{v_{j}^{*}}\right]^{4 \gamma}+\right.  \tag{C.13}\\
&\left.+(-1)^{\frac{1}{4}}\left(\frac{v_{k}}{u_{k}}\right)^{3}\left[\frac{(-1)^{\frac{1}{8}} u_{k}}{v_{k}}\right]^{4 \gamma}\right\}
\end{align*}
$$

$\alpha=1 / 5, \Re(\gamma) \in(3 / 5,1)$

$$
\begin{align*}
\Lambda_{Y_{j} Y_{k}}(-\gamma)=\frac{a 5 i \pi \csc (5 \pi \gamma)}{-(-1)^{\frac{1}{5}} u_{k} v_{j}^{*}+u_{j}^{*} v_{k}} & \left\{\left(\frac{v_{j}^{*}}{u_{j}^{*}}\right)^{4}\left[\frac{-(-1)^{\frac{9}{10}} u_{j}^{*}}{v_{j}^{*}}\right]^{5 \gamma}+\right.  \tag{C.14}\\
& \left.+(-1)^{\frac{1}{5}}\left(\frac{v_{k}}{u_{k}}\right)^{4}\left[\frac{(-1)^{\frac{1}{10}} u_{k}}{v_{k}}\right]^{5 \gamma}\right\}
\end{align*}
$$

$$
\begin{align*}
& \alpha=1 / 10, \Re(\gamma)<\mathbf{1} \\
& \Lambda_{Y_{j} Y_{k}}(-\gamma)=\frac{a 10 i \pi \csc (10 \pi \gamma)}{(-1)^{\frac{1}{10}} u_{k} v_{j}^{*}+u_{j}^{*} v_{k}}\left\{\left(\frac{v_{j}^{*}}{u_{j}^{*}}\right)^{9}\left[\frac{-(-1)^{\frac{19}{20}} u_{j}^{*}}{v_{j}^{*}}\right]^{10 \gamma}+\right.  \tag{C.15}\\
&\left.+(-1)^{\frac{1}{10}}\left(\frac{v_{k}}{u_{k}}\right)^{9}\left[\frac{(-1)^{\frac{1}{20}} u_{k}}{v_{k}}\right]^{10 \gamma}\right\}
\end{align*}
$$
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