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4;.-.;.mct. In this paper we Introduce a new method for Visual Sal;
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B t § rare visual
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quent ones. We Propos
- s¢ a bottom

:r!"-r'
ased on low level Image features

up approach that performs a new technique b
(texture) analysis. More precisely, we use SIFT Density Maps (SDM). to stud
the distribution of keypoints into the image with different scales of nb-;erv:t:imnﬁ’

and its relationship with real fixation points. The hypothesis is that the Image

= regions tha{:.??{?: td larger le]Hn;u 'h‘um the mode (most frequent value) of the 5
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One of the most challenging issues in Computer Vision field is the detection of salient
e Fisher fegions in an image. Psychovisual experiments [1] suggest that, in absence of any S
2202223 - external guidance, attention 1s directed to visually salient locations in the 1mage.
g Fisher 3’% al Saliency or Saliency mainly deal with identifying fixation points that a human
;- viewer would focus on at the first glance. Visual saliency usually refers to a property

f'ﬁ"'—'"point" in an image (scene), which makes it likely to be fixated. Most models for
li -saliency detection are ingpired by human visual S}’Stem and tend to reproduce

the dynamic modifications of cortical connectivity for scene perception. I; s;iiuuf;c
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rather than others. Object and face detection are examples of high level taq, lh %

ide the human visual system in top-down view. = A
gmGezm.':rallj.f Hybrid systems for saliency US¢ the combination of the two |e

bottom-up and top-down. In hybrid approaches (7,8] Top-down layer usually cleans
the noisy map extracted from Bottom-up layer. In [7] top-down component s face
detection. Chen et al. [8] used a combination of face and text detection and they foung

the optimal solutions through branch and bound technique. | |
A common problem for many of these models is that they often don’t match pey

fixation maps of a scene. A newer kind of approach was pr_nposed by Judd.et al. [9)
who built a database [10] of eye tracking data from |5 viewers. Ijuw:. middle ang
high-level features of this data have been used to lcurnl a mudt?l of s;.alhency_ In our
work we aimed to further study this problem. We decided to inveﬁtlgute about the
relationship between real fixation points and cumptlucr generated d].Hl'lﬂCiin’! pOInts.
Our method performs a new measure of visual :-;ulilcncy h.‘.:'IHL‘:Ll on 1mage low level
features, particularly through the distribution ol ]fcypmmra e':'f.tructed by SIFT
algorithm, as descriptor of texture variations into the 1mage. ln_thlﬁ work we are not
interested in color information. Our method is totally unsupervised and it be,lﬁnngs to
bottom-up saliency methods. We measured method effectiveness comparing resulting
maps with real fixation maps of the reference database [10] and with two of the most
important bottom—up approaches (3][4] and a hybrid method[9].

2 Proposed Saliency Measure

Our method propose a new measure of Visual Saliency, focusing on low level image
features such as texture. What’s the matter for which we use texture information for
detecting visual saliency? The answer is that texture gives us important information
about image “behavior”. The base; for extracting salient regions, according to our
method, is to emphasize texture rare event. We decide to study the spatial distribution
of keypoints inside an image to describe texture variations all over the image. The
levels of roughness of both fine and coarse regions can be very different (in a fine
region we will find a larger number of keypoints than in coarse regions), SO We use
keypoints density, to find various texture events and to identify the most salient
regions. In this work we use SIFT algorithm to extract keypoints from an 1mage. Then
we introduce the concept of SIFT density maps (SDM) which are used to compute the
final saliency map.

i

2.1 SIFT Feature

SIFT (Scale Invariant Feature Transform) descriptors [11] are generated by finding
interesting local keypoints, in a greyscale image, by locating the maxima end the
minima of Difference-of-Gaussian in the scale-space pyramid. SIFT algorithm takes
different levels (octaves) of Gaussian blur on the input image, and computes the
difference between the neighboring octaves. Information about orientation vector 1S
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age. The A SIFT Density iMap (bl)lM). s a representation of the density of keypoints in an

in a fine image, and can give essential information about the regularity of its texture. A SIFT

0 we use Density Map SDM(k) 1is built by counting the number of keypoints into a sliding

t salient * window of size k x k, which represent our scale of observation. Each point in the

ge. Then ~ SDM(k) indicates the number of keyponts into a squared area of size k x k, centered

pute the *in corresponding point of the image. It is evident that density values are strictly
related to the value of k. and are limited by the window size. In fact smaller windmr:ss
should be sensible to texture variations at a finer level, while larg‘e'r windows will
emphasize coarser deviations. In section 3 we will discuss the sensibility of the results

findin -' Wl[h k. A 1

end thg ~ Inreal scenes, the simultaneous presence of many .eleme?ts (iﬂf;gl;;lea u;});,ll}

i takes libitations, the urban green spaces) will show many kmd&:kﬂ htae; alm;i}st null values,
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P15 2 K Hcentration of keypoints. (fig. 1)

Hgrams

‘



5 Ay

694  E. Ardizzone, A. Bruno.

and G. Mazzola

&) d)

Fig. 2. Two image examples: a homogeneous subject in a textured scene (a) and the
corresponding Saliency Map; a textured object in a homogeneous background (c) and the
corresponding Saliency Map (d)

2.3 Saliency Map

Our saliency map SM, for a given k, is built as the absolute difference between the
SDM values and the most frequent value MV of the map:

SM(k)z\SDM(k)—MV(SDM(k))] (1)

wh[lazhl ]15 further normalized with respect to the maximum value to restrict SM values
08 jL6)5 8

Tbe most sa‘llﬁ:’nt areas into the image are those related to the SDM values with the
maximum de.watlon from the most frequent value. typically the most rare texture
events in fhe Image. This measure emphasizes both the case in which a {extured object
1s the salient region, as it is surrounded by homogeneous areas (the most frequent

parts (a higher most frequent value). (fig. 2)
In addition, for a smoother re

presentatio -
average filter which has a wind " of the saliency map, we apply to the SM an

OW size that is a half of that used to build the map (k).
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Fig. 3. Original Image (a). SIFT

(b) 0.95 (c) 0.9
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B (d) 0.85 (e) 0.8
{0 Fixation Map (a) of the 1mage in fig. 3.4, Binary maps with different thresholds
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with those of Itti-Koch(3], Harel's Gy
Judd [9] methods. Tests were made op [10)
d the corresponding maps of fixation POints,

which are taken as reference groundtruth (in our tests all the in1age§ have been resized
down by a factor of two). Tests were executed on an Intel Core 17 PC (4 CPU, | ¢

GHz per processor, 4 GB RAM), and our method hu‘s been im]?le‘mented in Matlah,
We use Koch’s Saliency Toolbox[12] to mmpute‘ saliency maps for the methods 3]
and [4], and the maps given in [10] for the Judd’s method. .Tests were repeated for
different values of window size (16, 32, 64, 128 - fig.3), with the aim to study the
sensibility of the results to this parameter. T(}- compare our results with the other
methods, and to the groundtruth, we discard from the saliency n“la!js the less N9
salient pixels (with N= 95, 0(). 85. 80, 75 - fig.4) to create H'HEI int b"}‘“ry maps. We
then measure performances by using as metric (SP) a combination of precision and

b

In this section we compare our results
Based Visual Saliency (GBVS) [4] and
dataset which consists of 1003 images an

recall parameters:

e f?(MH HMH__) . P = ”({‘/_1.._’__’ OM’L‘_)
f?(MH ) ‘ n(M D ) (2)
S =K-F

where My, is the binary version of the detected saliency map (with our method or the
others), while My, is the binary version of the reference fixation map.

R 1s the recall, 1.e. the ratio between the number of pixels in the intersection
between the detected map Mp, and the reference map Mg, and the number of pixels in
Mg. When it tends to 1, Mp covers the whole Mg, but we have no information about
pixels outside Mg (a map made of only salient pixels gives R=1 if compared with any
other map). If it tends to 0 detected and reference map have smaller intersection.

P is the precision, 1.e the ratio of the number of pixels in the intersection between
Mp and Mg, and the number of pixels in Mp. When P tends to 0. the whole Mp, has no
intersection with Mg. If it tends to 1, fewer pixels of My, are labeled outside Mg.

Nevertheless this parameter will not assure that the whole reference area has been
covered.

that our method gives its best results for k=128, As
windows can capture finer details, while

of texture. In terms of saliency, human attention is

there are large texture variations, rather than by
window size is preferable. Note

we observed that while the
case of very large window, does not increase as well

Fig. 5 shows average precision results versus different values of thresholds. Note

noted in section 2.2, smaller
larger windows emphasize coarse variation
more attracted by areas in which

small deviation. Then a’ larger
also tha.t results with 64 and 128 are similar. In fact
recall value increases with the window size, precision, in
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saliency map gives better results than Itti-Koch, for all the threshold values, even

use only texture information. Results are similar to GBVS for higher threshold

values (0.95 and 0.9), which give information about the most salient pixels, while our
precision does not increasc

expected Judd method achieves
other methods are unsupe rvise

2« well for lower values of threshold (0.85, 0.8). As

hest results, as it is a supervised method, while all the
d Furthermore Judd tests refers only within a small
selected subset of images (100 testing images), while other methods have been tested
the whole dataset. Judd results are reported only as asymptotic valut?.s to be
with. Fig. 6 shows some examples of saliency maps with all the dlscu.slzed
' Regarding temporal efficiency, our method takes less than 10s to bu1‘ a
3 | e d GBVS method for medium
fiency map, and 1t 1s comparable with Itt KO(fh an  esiins, M
lges (300 x 600). Most of the time (70% ca) is spent to extract XEYPOTEE:

Pends on image complexity, i.e. the number of keypoints extracted




Fig. 6. Some visual results. Original Images (

_ 4,g,m), fixation maps (b,h,n), Judd maps (c,i,0):
Itti-Koch maps (d,j,p), GBVS maps (e.k,q), our

"method (f,1.r) window s1ze 128.
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