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1 Introduction

In addition to well-established standard for local areawetks, such as IEEE 802.11, in recent
years there has been an increasing proliferation of broadbaetworks, capable of providing
applications and services, characterized by high data eatd stringent requirements of QoS.
More specifically we refer to next-generation technologieparticular 3GPP Long Term Evo-
lution (LTE) and, to a lesser exent, IEEE 802.16 (WiMAX) glwith a technological evolution
of networks, there is a gradual development of these onesfiam an architectural point of
view, migrating from traditional cellular networks (withaoro Base Stations located on the
territory to provide connectivity to users) to heterogemeoetwork scenarios where different
devices coexist in the same layout. In particular the indswithin a network of so-called
femto Base Stations (femto-BSs), i.e. devices with the &aroionalities of macro-BSs but at
low power (and therefore low coverage) and low cost, gives to a performance improvement
from a global point of view. In fact these BSs can ensure @me=and service to users expe-
riencing bad channel conditions, such as users on cell-enlgesers in indoor environments.
However many integration problems for placing the femtsdato existing homogeneous net-
work layouts must be faced, especially if the femto-BSstaapplicy of restricted access to
only authorized users.

This thesis provides an overview of these emerging netveatkasios, highlighting the
main aspects and problems and the current solutions prapiosthe literature. The considered
scenarios (new generation broadband homogeneous netwweroements and mixed macro-
femto ones) are modeled in terms of optimization problendsaaralyzed through simulations
carried out using a custom-made network simulator (dewsdom C++ and Matlab). This
simulator implements a mixed macro-femto layout, with md@xagonal cells arranged on a
toroidal surface and a channel model consistent with thei§pations contained in the docu-
ment 3GPP TR 25996 (release 8) [3].

With regards to a typical OFDMA network with a reuse factoualto 1 and charac-
terized by only macro-BSs (possibly with different trangower levels), the effects of different
allocation schemes on the aggregated network-level pedoce are analyzed. In particular

greedy allocation schemes, i.e. schemes utilizing alléineers available in each cell, and non-
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greedy schemes, i.e. schemes leaving some resourcesiemplgr to reduce interference with
other cells, are compared. Different policies of power eibon on the subchannels (uniform
and according to a water filling approach) are investigated.t Simulations are repeated by
varying the propagation models, the topology of the netvamidk under different operation con-
ditions. Simulation results are devoted to investigaterteevork scenarios in which network
planning and mobile station feedbacks are (or are not) atlwg@ous from a network point of
view.

As far as concerns mixed macro-femto scenarios, simukatiame been run with the aim
to evaluate the effects on the network peformance derivamg the introduction of femtocells
in a homogeneous layout. Total and per-user statistics aresiclered, analyzing the benefits
and/or disadvantages encountered by users respectivetyceded to macro- and femto-BSs,
under different network configurations. Different sceparare simulated, by varying the den-
sity of femtocells, the scheme of distribution of power @nstibbchannels, the maximum trans-
mit power levels for macro- and femto-BSs and the percerdagesource usage (forcing only
the macro-BSs or all the BSs in the network to make a partialafsthe available per-cell
resources).

Finally a study devoted to consider energy implicationdigse heterogeneous contexts
is presented. Energy considerations are carried out botrBase Station-side (macro and
femto) and on user-side. Simulations, devoted to compareriBrgy efficiency of macro- and
femto-BSs, confirm that femto-BSs provide a consistenoiweprent in the system capacity,
while maintaining a very low energy consumption comparettiéamacro-BSs. For this reason
the use of femtocells represents a suitable solution fod#@oyment of green networks. With
reference to the user-side implications, we referred to80B2.11 technology for evaluating
experimental measurements, and specifically to a commondd8@e. The rationale of this
study was to understand the impact of transmit power tunomgthe overall card consumption,
under the assumption that 3G USB cards (over which we do nat fudl configuration control)
will exhibit a similar behavior. The accurate measuremératge enabled to evaluate the energy
consumption of these cards under different operation candi (different PHY transmit rates

and transmit powers), isolate the consumption quota oéudifft card sub-systems, including

2
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the power amplifier, the RF-front end, the baseband and tiseihterface, and study the effects
of power control on their energy saving (which has led to supthe low efficiency of this

technique aimed at saving energy).
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2 OFDMA-based technologies

Orthogonal Frequency Division Multiple Acce€3FDMA) is the multi-user version of th@r-
thogonal Frequency Division Multiplexind FDM) digital modulation scheme. Its scalability,
its MIMO-friendliness and its ability to take advantage bbanel frequency selectivity make
it one of the most promising multiple access technologiestie emergent broadband wire-
less communication systems. Not by chance in fact standerdBEEE 802.16 (WiMax) [4]
and 3GPP Long Term Evolution (LTE) [5] just implement it ag/pisal layer multiple access
scheme. This chapter describes in detail the OFDMA moduriadnd its implication in the

main wireless communication systems which implement ity/dk and LTE precisely.

2.1 Generalities

OFDMA can be considered as an evolution of previous accé&s ses, in particuldfrequency
Division Multiplexing(FDM) andOrthogonal Frequency Division Multiplexif®FDM). They
are spread spectrum techniques in which signals are tréeghover multiple frequencies si-
multaneously, at the same time slot. The initial high rateadéream is divided into multiple
parallel lower rate data streams: each sub-stream is thelulated using schemes such as
PSK (Phase Shift Keyingor generically QAM Quadrature Amplitude Modulatigrat different
cardinality (i.e. BPSK, QPSK, 16-QAM, 64-QAM).

In the FDM case, each subcarrier is separately modulatec ansrd band is placed
between two adjacent subcarriers in order to avoid sigredlap, as shown in Fig. 1 on the fol-
lowing page. In OFDM the subcarriers are closely spaceddb ether (absence of guard bands
between adjacent frequencies, Fig. 2 on the next page)putitausing interference. This is
possible because the subcarriers are orthogonal, i.eetiieqs a subcarrier coincides with the
null of an adjacent one. So OFDM needs less bandwidth than &Dddrry the same amount of
information, that means higher spectral efficiency. In addito this, OFDM is efficiently able
to face interference and frequency-selective fading @hbbgemultipath because equalizing is
done on a subset of subcarriers instead of a single broaderrand frequencies with high bit-
rate errors can selectively be ignored. IBtér Symbol Interferengeffect is suppressed thanks

to a longer symbol period of the parallel OFDM subcarriermpared to a single carrier system
4
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Frequency

Figure 1: Placement of subcarriers in FDM.

Frequency

Figure 2: Placement of subcarriers in OFDM.

and thanks to the use otgclic prefix(CP). These aspects make OFDM particularly suitable for
Non-Line-Of-Sigh{NLOS) environments. Nowadays OFDM is implemented in marmat-
band applications, including digital TV broadcasting,i#éibaudio broadcastingdsynchronous
Digital Subscriber LindADSL) modems and WiFi technologies (IEEE 802.11a/g).

Like OFDM, OFDMA employs multiple closely spaced subcasgjdéut they are grouped
into units named subchannels (Fig. 3). Different groupiabicees for the subcarriers are pos-
sible: as specified for example in the IEEE 802.16e standdrdPUSC Partial Usage of Sub
Channel3 and AMC (Adaptive Modulation and Codingre permutation schemes that define
non-adjacent and adjacent subcarrier groupings for a suoeh, respectively. The reason to
consider appropriate grouping schemes is that the muitiglggnnel responses are frequency
selective. Consequently exploiting the frequency divgiisia key aspect in these contexts and

this can be achieved by suitable mapping of subcarrierslioh&nnels and by coding and in-

ML -So- it
it = s

[
NE carriers f T
<— Pilot Smchanraeﬂ Subchannelz Subchmnel

Figure 3: Subcarrier management in OFDM and OFDMA.
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Figure 4: Resource allocations in OFDM and OFDMA.

terleaving. In [7] the author shows that by leveraging fesagy diversity, the performance of
OFDMA can be much better than that of Single Carrier FDMA (HQMA) schemes, used for
example in the UL of LTE for power efficiency reasons.

Fig. 4 shows the allocation of the subchannels in a timedieegy plan, respectively in
OFDM and OFDMA schemes. While in the OFDM case, for a fixed t&hog all the subcarriers
are allocated to an unique user, in the OFDMA scheme difteseibchannels can be assigned
to different users (each colour is related to a specific us&) OFDMA can be seen as a
combination of frequency domain and time domain multipleess, where the resources are
partitioned in the time-frequency domain, being slotsgresil along the OFDM symbol index
as well as the OFDM subcarrier index.

Subchannelization guarantees a high flexibility in the grasient of the subchannels
within the same time slot, but it causes a computationalleat compared to other more
static techniques: in fact how many and what resources argrees to the different users of the
network is an information which must be periodically siggthlBased on feedback information,
subchannels can be allocated to users in an adaptive wandieg on their channel conditions,
data requirements and requir@diality of ServicdQoS). If the assignment is done sufficiently
fast, this further improves the OFDM robustness to fastfgdind interference, and even better
system spectral efficiency can be achieved. So, while OFDWerg suitable for fixed and
low mobility scenarios where the channel conditions arestamt or slowly changing, OFDMA
works well in high mobility scenarios too. Exploiting themhannelization of OFDMA, within

a same time slot, heterogeneous levels of transmit powebeaalocated on the resources
6



OFDMA-based technologies

Modulator

|| Symbol 5 Subcarrier M-point Append s
xn]—] Mpping > 5P Mapping > IFFT > CP —» P/S —» Channel
Symbaol Stibraimcy M-point Remove i
y[nle— 2 s le— P/S (e—i Dmlappmg- |— FFT = P le— SP i G win]
= Equalizer
Demodulator

Figure 5: Discrete-time system model of OFDMA [1].

assigned to the various user devices, depending on theahitfSINR Signal-to-Interference
and Noise Ratipvalues perceived. Moreover in uplink, the subchannebrmatan guarantee
energy saving especially to battery-powered user devicem@bile contexts for example),
because they can concentrate power selectively on thetaflesgriers assigned to them, rather
than on all the carriers.

Nowadays OFDMA is mainly used in the mobility mode of titEEE 802.16 Wireless
MAN standard (commonly known as WiMax), in the downlink of 8@PP Long Term Evo-
lution (LTE) fourth generation mobile broadband standard (aléermed to aEvolved UMTS
Terrestrial Radio Access - E-UTRANd it is a candidate access method for (BEE 802.22
Wireless Regional Area Networkd/RAN) [8] too, thought to design the first cognitive radio

based standard, operating in the VHF-low UHF spectrum (T&tspm).

2.2 Signal model of OFDMA

In this section an uplink signal model of OFDMA is describ2H Fig. 5 shows a block diagram
for the whole chain, from an OFDMA transmitter to the receivAs for the OFDM, from
the uplink receiver perspective, an OFDMA block can be seetha aggregation of signals
coming from multiple user devices, the generic one beinggerad by annverse Fast Fourier
Transform(IFFT) operation including theyclic prefix(CP). LetN be the number of subcarriers
(including the virtual subcarriers in the guard band) &the number of users. Among thé
subcarriers, only a subset of them is assigned to the geguiser device: lefc, cf, ..., ¢, ]
be the set ofP, resources assigned to it. LX), X¥, ..., X}, || be the correspondent
modulation symbols in the,;,, OFDMA block. Precisely, for data subcarriers the corresigon

modulation symbols are data symbols, for virtual subcesribey are padded zeros, for pilot

7
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Figure 6: Uplink OFDMA transmitter scheme [1].

subcarriers the modulation symbols are pilot symbols anittg symbols useful for estimating
the channels. In Fig. 6 the generation of the signal in a ge@#¥DMA transmitter is depicted.
The P, symbols are mapped into a sethsymboIs,Sg,i, (¢=0,1,..., N — 1), according to

the following rule:

Xk oifi=ck
9,p p
S = 1)

0 otherwise
forp =0,1,...,P, — 1. TheN symbolsSji are modulated onto th& subcarriers via an
N-point IFFT. Acyclic prefix(CP) is added to avoithter Block InterferencgIBl) due to the
multipath fading. So the baseband signal transmitted by theser, in output from the parallel

to serial converter, can be written as:

oo N-1 oo Pk—l
)= Y Y SEFu() = Y Y X F, () (2)
g=—00 i=0 g=—oc p=0

where:

P2 AN =Tep=gTo) if ¢T) <t < (g + 1)Ty,
Fg,i(t) = (3)
0 otherwise

Af being the subcarrier spacing,, the length of CP and}, = T' + 7., (with T" = 1/Af)
the duration of a single OFDMA block. The signals are assutoédvel through slowly time-
variant multipath fading channels, so fading coefficiersts be considered constant during an

OFDMA block. The channel between tlg, user and the uplink receiver is characterized by
8
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the following response:
Z a; (1)t — ) (4)

whereL* is the total number of patha)” andr}" are respectively the complex gain and the time
delay of thel,;, path.

At the uplink receiver, the signal of an OFDMA block is the symosition of contribu-
tions from all theK users, assumed to be synchronized in time. So the receingalessignal,

in the absence of noise, is:

K Lk
nTy) = Z Z af(nTs)xk(nTs — le) (5)
k=1 I=1

whereT, = T'/N is the sampling interval. Le‘t{Z’f be the channel frequency response oncﬂwe
subcarrier of the,;, user, during one OFDMA block (the indexs now neglected, because we

focus on a generic OFDMA block):

Lk
ok k
— E afe Jj2mep AfT (6)

Using equations (2-6), th& signal samples of the OFDMA block (after the removal of CP) at

the uplink receiver are given by:

K—-1P,—1 K—-1P,—1
Z Hk:Xkej%r(ckAf)nTs _ Z Z HSXZI)cej(zw/N)nc’; (7)
k=0 p=0 k=0 p=0

wheren = 0, 1, ..., N—1, under the assumption thatf*, thecarrier frequency offsgiCFO) be-
tween thet,;, user and the uplink receiver, is, in its absolute value, tleas the half of OFDMA
subcarrier spacing. Indeed, compared to OFDM, the maini@molbf an OFDMA scheme is
its high sensitivity to frequency offset. In OFDM in factnse all the frequencies are used by
one transmitter, maintaining orthogonality of the subieasris relatively easy. On the other
hand, in OFDMA, since many users transmit simultaneousigheone with its own estimate
of the subcarrier frequencies, a frequency offset occurss dffset between the transmitters

and the receiver destroys the orthogonality and introduntes-carrier interference resulting in

9
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multiple access interference. CFO estimation for OFDM reenlkextensively studied in recent
years ([9],[10]). The problem is easier to deal with in thevdbnk, where different signals are
multiplexed by the same transmitter, the Base Station, laadithogonality among the subcar-
riers is maintained. Each user can perform the frequenaghsgnization by estimating a single
CFO, between itself and the transmitter. Many CFO estimatigorithms proposed for OFDM
can also be used for the OFDMA downlink. On the other handptbblem is evident in the
uplink of OFDMA, because many users share all the subcaraed each one has its own CFO.
CFO estimation in this case becomes a multiple parametenatgin problem. The problem

has been investigated in ([11],[12]), however it is beydmelpresent thesis.

2.3 WiMax and LTE

In this section, the two main standards (WiMax and LTE) thqi@t OFDMA are taken into
account: it should be noted that they will be treated withardgto aspects relevant to the
discussion of the resource allocation problem in OFDMAedoasystems, main topic of the

thesis. For a more detailed description of the individuahdards specifically refer to [4] [5].

2.3.1 Evolution of WiMax and LTE standards

WiMax comes from IEEE family of protocols and extends theeldss access from thecal
Area Networkgqtypically based on the IEEE 802.11 standard) to Mhetropolitan Area Net-
works (MAN)andWide Area Networks (WANJhe earliest versions of WiMax were approved
with the TDMA TDD and FDD withLine of Sigh{LOS) propagation across the 10 to 66 GHz
frequency range. Later the technology was expanded todaabperation in the 2 to 11 GHz
range withNon Line of Sigh{NLOS) capability using the robust OFDMA PHY layer, with sub
channelization allowing dynamic allocation of time andjuency resources to multiple users.

A summary of the main standards/amendements that haveredawrer time is listed below:

e 802.16 it was the basi®02.16standard, released in 2001. It provided high data rate

links at frequencies between 11 and 60 GHz. It was withdrawn;

e 802.16a this amendment addressed certain spectrum issues ani@cetiad standard to

10
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be used at frequencies below the 11 GHz, that was the minirhteshold of the original

standard. It was withdrawn;

802.16b it increased the spectrum in order to include frequenoswéen 5 and 6 GHz

while also providing support faQuality of Servicaspects. It was withdrawn;

802.16¢ this amendment t802.16provided a system profile for operating between 10
and 66 GHz and more details for operations within this ramgerder to achieve greater

levels of interoperability. It was withdrawn;

802.16d (802.16-2004): this version was released in 2004 and designed only for fixed
scenarios. It was the major revision of the inig@l2.16standard, all previous documents
were withdrawn. The standard provided improvemen8)®.16aand it was aligned with

the ETSI HiperMANSstandard to allow for global deployment;

802.16e (802.16-2005}his version was designed for nomadic and mobile use, dhclu
ing handover aspects. Compared to the previous versiorainif included many new
features and functionalities needed to support enhanc&lapd high mobility broad-
band services at speeds greater than 120 Km/h. Dependirge @mtenna configuration
and modulation, mobile WiMax was thought to reach uplink dadnlink peak data rate

capabilities of upto 75 Mbps, downto 10 Mbps within a 6 mil&8 Km) radius;

802.16f its purpose was to provideManagement Information Base (MIB) 802.16-
2004 Generically dvlanagement Information Basga virtual database used for manag-

ing the various entities in a communication network;
802.16¢ it was designed to offer management plane procedures avides

802.16h: it was designed to improve coexistence mechanisms fandeexempt opera-

tion;
802.16j: its purpose is to guarantee a support for multi-hop rela@cgigation;

802.16k: it was thougth to ensure support for bridging8d2.16networks;

11
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e 802.16-2009: it consolidates IEEE Standar89€2.16-2004802.16e-2005802.16fand
802.169

e 802.16m: it aims to improve interworking and coexistence with othecess technolo-
gies such as 3G cellular systems, WiFi and Bluetooth andrex@hthe peak rates to 4G
standards, set by the ITU under IMT-advanced umbrella, vbadls for data rates of 100
Mbps for high mobility and 1 Gbps for fixed/nomadic wirelessess. It was designed to
allow cellular, macro and micro cell coverage, without retibns on the RF bandwidth

although it is expected to be 20 MHz or more;
e P802.16nit was thought for higher reliability networks;

e P802.16p it was designed to provide enhancements to support mattinechine ap-

plications.

The current versions of WiMax are highlighted in bold in thevpous list, the other versions
were totally withdrawn (where specified) or are in progréiss (ast two entries on the list).

As far as concerns LTE, it evolves from the third-generateminology which is based
on WCDMA (Wideband Code Division Multiple Accg@dschnique and defines the long term
evolution of the 3GPP UMTS/HSPA cellular technology. Thstfiversion of LTE is docu-
mented in the Release 8 of 3GPP specifications: it defines siqathyayer radio access tech-
nology based on OFDMA for the downlink (similar to the PHY éayf mobile WiMax) and a
SC-FDMA (Single Carrier Frequency Division Multiple Acc@ssheme for the uplink. Nom-
inally LTE supports high mobility broadband services atesjseupto 350 km/h with 500 km/h
under consideration, peak data rates from 100 to 326.4 Mbpgkeodownlink and from 50 to
86.4 Mbps on the uplink, depending on the antenna configurathd modulation. LTE also
targets to achieve the data rates set by the 4G IMT-Advarteedard: it aims to provide an all
IP backbone with reduction in cost per bit, flexibility in tbee of new and existing frequency
bands, a simple network architecture with open interfandssdower power consumption. LTE
inherits all the frequency bands defined for UMTS, spectruntinvtypically consists of the 800
MHz, 900 MHz, 1800 MHz and 1900 MHz. However, depending onamgl and local vari-

ables, LTE deployments can be undertaken in the any of the tzenge from 800 MHz to 2.62
12
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2005 2006 2007-2009
3G Technology Evolution 2010+

3G, EV-DO, 3.5G, HSDPA 3G Evol, LTE,
WCDMA EY-DO Rev A OFDMA, MC-CDMA

Figure 7: Evolution path of mobile wireless technologies towards 4G.

GHz. Fig. 7 shows the wireless technology evolution pattWdviax and LTE towards the ITU
defined IMT-Advanced 4G standard.

2.3.2 Main aspects and parameters in WiMax and LTE

WiMax and LTE have several aspects in common, the main orneiage of OFDMA. Table 1
shows the main parameters of two stable versions of the tdofiies under consideration. In
WiMax, OFDMA is used both on the downlink (DL) and the uplinkL)), whereas in LTE it
is used only on the DL. Certain disadvantages Heak-to-Average Power Rat{®APR) have
been the reason for not using OFDMA on the UL in LTE.

Both LTE and WiMax support FDDHRrequency Division Duplexingand TDD (Time
Division Duplexing as duplexing modes. Remember that duplexing defines aslitdavamd
uplink data are arranged in a two-way wireless transmisdt@D requires two distinct chan-
nels for transmitting downlink sub-frames and uplink stdmies at the same time slot. There
are two versions of FDD, respectively the full-duplex FDDdahe half-duplex FDD, both
supported by WiMax. In the full-duplex version a user dewee transmit and receive simul-
taneously, while in half-duplex FDD a user device can onngmit or receive at any given
moment. Half duplex FDD mode is functional to support lowemplexity terminals in which
the hardware resources are shared in time between the @pithkhe downlink. On the other
hand TDD requires only one channel for transmitting downhnd uplink sub-frames at two
distinct time slots. FDD is quite inefficient for handlingyasmetric data services since data
traffic may only occupy a small portion of a channel bandwaltlny given time, while TDD

13
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Aspect

Mobile WiMAX
(IEEE802.16e-2005)

3GPP-LTE
(E-UTRAN)

Core network

WiMAX Forum™ All-IP network

UTRAN moving towards All-IP
Evolved UTRA CN with IMS

Access technology:

Downlink (DL) OFDMA OFDMA
Uplink (UL) OFDMA SC-FDMA
isti fi C
i 2.3-2.4GHz, 2.496-2.69GHz, e
Frequency ban 3.3-3.8GHz

(~2GHz)

Bit-rate/Site:

DL 75Mbps (MIMO 2TX 2RX) 100Mbps (MIMO 2TX 2RX)
uL 25Mbps 50Mbps
Channel bandwidth 5, 8.75, 10MHz 1.25-20MHz
Cell radius 2-7Km 5Km
: >200 users @ 5MHz
Cell capacity 100-200 users >400 users for larger BW

Spectral efficiency

3.75[bits/sec/Hz]

S[bits/sec/Hz]

No. of code words

1

Mobility:

Speed Up to 120Km/H Up to 250Km/H

Handovers Optimized hard handovers supported | Inter-cell soft handovers
supported

Legacy IEEE802.16a through 16d GSM/GPRS/EGPRS/UMTS/HSPA

MIMO:

DL 2Tx X 2Rx 2Tx X 2Rx

uL 1Tx X NRx (Collaborative SM) 2Tx X 2Rx

2

Standardization
coverage

IEEE 802.16e-2005 PHY and MAC
CN standardization in WiMAX forum™

RAN (PHY+MAC) + CN

Roaming framework

New (work in process in WiMAX

Auto through existing

Forum™) GSM/UMTS
Schedule forecast:
Standard completed | 2005 2007
Initial Deployment 2007 through 2008 2010
Mass market 2009 2012

Table 1: WiMax and LTE technologies in comparison.

can flexibly handle both symmetric and asymmetric broadivafiic. Compared to FDD, TDD
saves the bandwidth because it uses half of FDD spectrusiegs complex and cheaper: these
are the main reasons for which the first release of fixed WiMgspsrted both TDD and FDD,
while the subsequent mobile WiMax profiles only include TDD.

As far as concerns the adopted modulation schemes, theecbioichich obviously de-
pends on the channel conditions, LTE uses QPSK, 16QAM or éMQhile WiMax exploits
BPSK, QPSK, 16QAM or 64 QAM. For both technologies, possuakies of channel band-
width are 1.25, 2.5, 5, 10 and 20 MHz (corresponding to FF&ssof 128, 256, 512, 1024 and
2048).

In WiMax (TDD version) a frame duration of 5 ms is used. Therfeais divided into
symbols, some of them allocated for DL and the rest for ULgnaissions. Fig. 8 shows the
structure of the frame in WiMax. The BS schedules every fragr@d to convey the DL and the
UL allocations. Remember that scheduling is a periodicg@sscun from the BSs and finalized
to decide how to commit resources among the different uSersaavoid interference between

14
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Figure 8: WiMax frame structure.

downlink and uplink signals, time gaps call@hnsmit Time GagT TG) andReceive Time Gap
(RTG) are used respectively for the transition from dowksnb-frame to uplink sub-frame and
for the reverse transition. The first symbol in the frame isdufor preamble transmission and
it is exploited by the MS for the BS identification, the timiagnchronization and the channel
estimation. AFrame Control HeadefFCH) follows the preamble and provides information
about the frame configuration, such as MAP message lengiimgscheme and usable sub-
channels. DL-MAP and UL-MAP are MAC layer messages that igievesource allocation
and other control information, respectively for DL and Ulbsistames. Each MAP message
consists of a fixed part and a variable one. The size of thamaripart is proportional to the
number of downlink and uplink users scheduled in that framgical information contained
in the MAP messages are the frame number, the number of zadgbe |location and content
of all bursts. Each burst is uniquely determined by its syholffset, its subchannel offset, the
number of symbols, the number of subchannels, the powerdedsthe repetition coding.

A mobile device has to search for a valid preamble to acquamé synchronization.
Once it acquires the synchronization, the mobile reads @id¢ Fmessage which points to the
length of the DL-MAP message which contains the variouscations in the frame. The lo-
cation of the FCH and the DL-MAP is fixed once the segment igtifled in the preamble
processing.

In all the subchannelization methods used in WiMax, 48 dabearriers are available
in a slot. In the PUSC mode 24 subcarriers, scattered adiesspectrum, are spread out over
2 consecutive OFDM symbols: the pseudorandom selectionegpositions of the subcarriers

is dependent on the CELL-ID and is clearly specified in thaddad. In the AMC version, 16

15
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Figure 9: Subchannels in 802.16e - AMC configuration.
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Figure 10: LTE frame structure.

subcarriers are distributed over 3 OFDM symbols. The sulgcarare organized into groups
of 9 contiguous subcarriers which are called bins, as showfig. 9. Each bin has 8 data
and 1 pilot subcarrier and four such bins form a band. Thengeoser feeds back the best
4 bands perceived and periodically updates this informaiging certain messages defined in
the standard. Based on this feedback, the Base Stationeh@dsins in one of these bands
and allocates the same bins over 3 consecutive OFDM symésildting in 48 data subcar-
riers in a slot. The information used as feedback from thesusedetermine the best bands
are tipically theReceived Signal Strength Indicat@®SSI) and the&ignal to Interference plus
Noise RatiaSINR). These information are periodically reported tlgloumedium access con-
trol (MAC) messages. In addition, there can be on-demandages which can report changes
in conditions as responses to requests from the BSs.

In LTE, the frame duration is 10 ms: the frame is divided intbfsames of 1 ms duration
and the BS schedules transmissions every subframe timel®ghows the typical structure of
a LTE frame. Each subframe is made up of two slots of 0.5 ms.lvBaedjacent subcarriers

are grouped in the frequency domain and 7 OFDM symbols (or BMBymbols in case of
16
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Figure 11: Frequency distributed data mapping in LTE downlink.

extended CP) in the time. The 84 (72) subcarriers thus addaiorm an unit calledResource
Block (RB); 2 RBs are the minimum unit allowed in a frame. Howevearprder to achieve
frequency diversity, instead of using the same RB in thersg@@art of the subframe, another
RB can be used in the second slot of the subframe as illudtiaféig. 11. The RBs to be used
for sending data to MSs are chosen by the BSs based on feeidif@ckation.

Two types of feedback, periodic and aperiodic, are possiblelE. In the first case
user device sends feedback information in a separate ¢chtxonel at predefined regular time
intervals, ranging from a minimum of 2 ms to a maxinum of 16Q Mmsthe aperiodic case
instead, the BS requests the user to send a channel statut fEpe channel feedback can be
one value for the entire operating bandwidth or a sequena@laks for a sequence of sub-
bands covering the entire bandwidth. The sub-bands areabgsjroups of RBs. The minimal
bandwidth resolution of the feedback that is possible in iISERBs.

Irrespective from the configuration (seven different camf@gions are possible in LTE),
sub-frames 0 and 5 are always used for downlink transmisswehile sub-frame 1 is always a
special sub-frame. The composition of other sub-framdsausvaries, based on the particular
configuration.

Synchronization is performed in two steps, exploiting tviffedent synchronization se-
guences, a primary sequence and a second onePiiimary Synchronization Sequen@eSs)
is sent twice in a frame and the number of subcarriers uset tmlike the preamble in WiMax,

is fixed. The identification of PSS in the received signal gitxo potential starting points in
17
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the frame as there are two PSS transmissions in the frameambeguity is resolved by the
Secondary Synchronization Seque(88S) which is sent 1 OFDM symbol ahead in the same
set of subcarriers as the PSS. The detection of the SSS &l@wsame synchronization and
the discovery of CP duration and cell identifier. So in LTEespective of bandwidth and num-
ber of subcarriers, the first step is the same for all the @syice. locating PSS and SSS and

obtaining the CELL-ID.

18



Resource allocations and performance analysis in homogsrezllular systems

3 Resource allocations and performance analysis in homoge-
neous cellular systems

A typical cellular system consists of a certain number ofeB&&ations opportunely located in
the territory, with users randomly distributed within iteWse the term homogeneous to refer to
a context with a single layer of similar equipments, the Basgions, which provide coverage
to the users. They exhibit similar transmit power level$eana patterns and backhaul connec-
tivity to the data network. Moreover, they offer unreseutiaccess to users in the network, and
serve roughly the same number of terminals, all of whichycsimilar data flows with similar
QoS requirements. The location of macro BSs are carefulbgeh by network planning and
their setting is properly configured to maximize the coveragd control the interference. As
the traffic demands grow and the RF environment changesethrk relies on cell splitting or
additional carriers to overcome capacity and link budgeititions and maintain uniform the
service level of users. However this deployment processngex. Moreover, site acquisition
for macro-BSs with towers is difficult in dense urban areas.aSnore flexible deployment
model is needed for operators to improve broadband userierpe in a ubiquitous and cost
effective way. In the next chapter we will look at more comxpleeterogeneous scenarios in
which femto-BSs are added to the traditional Base Statidtts tive aim to increase the ser-
vice level, especially of cell edge users. Additional pewb$ occur in these contexts, scenarios
which on the other hand are more and more frequent.

OFDMA is based on the independence of fading statistics, aesubchannel which
appears to a user to be in deep fade at any given time, cam asgobd channel for other users
at the same time. So there are two different decisional $awehn allocation mechanism: the
choice of the radio resources to assign to each user on odeahdrthe modulation, coding and
power level to adopt on the other one. Many algorithms anggsals on resource allocation
in OFDMA systems exist, especially with reference to singg# scenarios, but the problem is
not banal when the size of the network and the number of usersase.

The chapter begins with the description of a semplified sy&ignal model of a homo-

geneous cellular context. Then thater fillingapproach ([13],[14]), that represents the optimal
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Y

Figure 12: Example of layout with 12 cells.

solution in scenarios with a single cell and a single usgurésented and a description of the
main basic scheduling principles is made, together withratyais of some approaches existing

in literature. A section devoted to simulation results elthe chapter.

3.1 System and capacity model

In this section a semplified model of a system with a singler-per cell is deliberately described
[15]. The reason to consider a such semplification is funetito the introduction of thevater
filling approach that is the optimal solution when a single BS sex\s#sgle user. Moreover it
is the basic model used for simulations that we run with the tai compare different channel
reuse policies without considering scheduling implicasio However, a complete multi-user
model, which also takes into account a more generic hetasmyes network context, will be
described in detail in the next chapter.

Fig. 12 shows an example of network topology with 12 cellsoun semplified model
each BS serves a unique Mobile Station (MS), associatedet881from which it senses the
best channel. Therefore, being the number of BSs, the network includéscells andV
users. The same band is available at each BS and can be edlaatording to an OFDMA
access scheme. Lé&fppr be the total number of carriers and Igtbe the number of carriers
actually used for transporting data. In each symbol inleeach carrier can be in principle
modulated with an adaptive scheme according to the chamadityjperceived by the receiver.
In order to limit the signaling overhead required for infangnthe transmitter about the receiver

channel quality and for communicating the allocation magh®o MSs, the common solution
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(typical of the OFDMA systems) to group multiple subcasiarto a single allocation unit is
adopted. Hereafter, these units will be calluysical Base Unit§PBUs) orResource Blocks
(that is the notation, typical of LTE, already adopted in finevious chapter) regardless. So
Kppy carriers are grouped together according a predefined patimmscheme. Consequently,
the total number of allocation units resulfs= | K/ Kppy |

Let i be the cell index (also corresponding to a BS and a MS indettjemangg1, V|
and letk be the carrier index in the randge K|. The downlink channel gain between thth
BS and thej-th MS is denoted ag; ; and the fading coefficient for thieth carrier as a complex

numberh; ;. The received signaj; ;. at the uset in thek-th carrier is generally given by:

N
Yik = ’y”hflwf + Z ’yj’ih?’ix‘l; + nf, (8)
J#i
wherez? is the signal transmitted by BSon carrierk, andn? is an additive thermal noise on
the same carrier.
Let p¥ = E{|z¥|?} the power allocated in cell on the k-th carrier and letp; =
(pt,p?, - - pk) the power allocation vector in cell Since each cell has a maximum transmit
power constrainf;, in each symbol timé _, p¥ < P,. TheSignal to Noise and Interference

Ratio(SINR) in each carrier is given by:

’Y?z‘hfz‘pr
N
0%+ Zj;éi %21‘]151‘21)?

SINRF = (9)

Assuming that adaptive coding and modulation allows tolrede channel capacity of each
subcarrier, by using a single transmission format for a @iRBU, a conservative estimate of

the capacity (in bits/channel usage) available in a gerig¢hid®BU ( € [1, U]) is given by:
I _ : k

wherePBU;, represents the set of carriers included inittie PBU (for example the sétKppy -
(I—1), Kppy-(I—1)+1,..., Kpgy-l—1} if the AMC permutation scheme is used). Obviously,

the capacity depends not only on the power allocated witiencell, but also on the power
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allocated in all the other cells.

An approach largely studied in literature is based on theimization of the aggregated
capacity of the cell. The vectgr; hask components that vary in the spade= R%, beingR ;
the set of non-negative real numbers. Therefore, the poaetorcan be determined as:

U
l
, = argm ! 11
pi = argmax ;1 Ci(p1, P2, PN) (11)

under the constraianzlpf < P;, and can be easily found with thveater filling algorithm.
Since this optimization requires the knowledge of the SINRigs experienced in each carrier,
it also requires a feedback from the receiver to the BS, whah be sampled in time and
quantized in order to limit the signaling overhead.

The extension of the allocation problem to the multi-ceBrsario, although formally
immediate, presents several challenges and leads to fcaghincrement of the dimensionality
of the optimization space. In particular the capacity-ma@xing approach can be extended
to the whole network, by considering an allocation problenolving a vectorp of vectors

P1, P2, - PN, varying inIIV:

N U
p = arg max Y " C{(p) (12)

I
PE S 14

This optimization problem is non-convex [16] and standaptimization techniques do not
apply directly. Moreover, even neglecting the computaldasues, the solution requires a
centralized allocator knowing instantaneous inter-ceirmel gains (and thus creating acute
signaling overheads).

So the problem from the network perspective is already diffito face at this level,
even though aspects concerning scheduling (until now justea per-cell was considered),
coexistence of heterogeneous Base Stations and diffeadint demands from users, were not
yet included.

In real contexts, BSs have to serve multiple users simuttaslg, each one with its
own service request. Compared to the previous networksgrokxs to support a single type

of service, next generation networks are increasinglyilopko provide multiple services to
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QoS Pros Cons
UGS No overhead. Meet guaranteed latency for real-time | Bandwidth may not be utilized fully since allocations
service are granted regardless of current need.
ertPS Optimal latency and data overhead efficiency Need to use the polling mechanism (to meet the delay

guarantee) and a mechanism to let the BS know when
the traffic starts during the silent period.

rtPS Optimal data transport efficiency Require the overhead of bandwidth request and the
polling latency (to meet the delay guarantee)
nrtPS Provide efficient service for non-real-time traffic with | N/A
minimum reserved rate
BE Provide efficient service for BE traffic No service guarantee; some connections may starve for

long period of time.

Table 2: WiMax QoS service classes in comparison.

Classes Applications Bandwidth Guideline Latency Guideline Jitter Guideline QoS Classes

1 Multiplayer Low 50 kbps Low < 25 ms N/A rtPS and
Interactive Gaming UGS

2 VoIP and Video Con- | Low 32-64 kbps Low < 160 ms Low < 50 ms UGS  and
ference ertPS

3 Streaming Media Low to high 5 kbps to 2 | N/A Low < 100 ms rtPS

Mbps

4 Web Browsing and In- Moderate 10 kbps to 2 N/A N/A nriPS  and
stant Messaging Mbps BE

5 Media Content Down- High > 2 Mbps N/A N/A nrtPS  and
loads BE

Table 3: WiMax application classes and correspondent requirements

the users. For instance WiMax standard supports five seclasses, listed in Table 2, and
applications are classified into five categories (as showilole 3), each one characterized by
specific constraints on bandwidth, latency and jitter.

Scheduler designers need to consider the allocationsdibgand physically. Logically
the scheduler should calculate the number of slots negessaatisfy a request, based on QoS
service classes. Physically, the scheduler needs to sehédt subchannels and time intervals
are suitable for each user. The goal usually is to minimizepibwer consumption or the bit
error rate or to maximize the total throughput.

The problem of scheduling resources in its generality v@slthree distinct scheduling
processes: two at the Base Station (BS), one for the dowahakthe other one for the uplink,
and one at the Mobile Station (MS) for the uplink. At the BSclgets from the upper layer
are put into different queues, depending on the traffic t{geesed on the QoS parameters and
some extra information such as the channel state conditierDL-BS scheduler decides which
gueue to serve and how many data units should be transnuotted MSs. Similarly the UL-BS
scheduler decides how many resources must be granted tdviaam the subsequent uplink
subframes, based on the bandwidth requests from the MS$iarmsociated QoS parameters.
Finally the third scheduler at the generic MS decides, one&J_-BS grants the bandwidth for
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the MS, which queues should use the reserved resourcesqmly its goal is to manage the
MS queue in order to establish possible priorities if hegereous traffic is handled by the user.
In this thesis, focus is on the DL-BS scheduling; howeverdisgussed scheduling

principles are also valid for the other cases.

3.2 The water filling approach

Consider a single-user OFDMA system in which there are only mansmitter (the BS) and
one receiver (the mobile device). With regard to this saen@FDMA coincides with OFDM,
because within a slot all the resources can be allocatedingle siser. So for simplicity we can
refer to the OFDM case, thinking in terms of subcarrierseathan in terms of subchannels.
So the signal/(k) received on thé,, (¢ = 0,1, ..., K — 1) resource, in output from the FFT
block, is:

y(k) = v/ P(k)arH (k) + n(k) (13)

whereP(k), ax, H(k) andn(k) respectively are the allocated power, the transmitted symb
the channel response and the thermal noise ok thgubcarrier. Exploiting the knowledge of
the channel matri, the transmitter adapts the transmit power and the formbetosed on
each subcarrier, according to a predetermined criteriavptifnality. The problem is then to
choose the parameters determining the transmit paweéy and the modulation format( k)

to be used on each subcarrier. In other terms, as mentiortheé iprevious section, assigned
an objective function that characterizes the performari¢heosystem, the goal is to find the
vectorsc and P which maximize it, in accordance with certain constraimtstioee maximum
power, the permissible minimum rate or the maximum prolstof error.

One of the most well-known problems of resource allocat®toidistribute the power
on the different subcarriers to maximize the capacity ofdyigem, respecting the constraint
on the transmit power. The capacity of a given channel is ddfas the maximum information
rate that can be transmitted on that channel with arbiyréow probability of error for a given
Signal to Noise RatioDespite the channel capacity is a theoretical value, if fsmdamental
importance to determine a theoretical limit to the perfano®of any transmission system.

The K subcarriers of an OFDM system can be considered as pard&@M channels,
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consequently the total capacity can be evaluated as the St capacities associated to these

individual subcarriers:

CP) = Y tog(1 + LIRILP ), (14

k=0

o
The goal pursued by theater filling approach is to determine the veck®that maximizes the
capacity:

Popy = arg max C(P) (15)

with the following constraint on the total transmit power:

T

P(l{?) — Ptot (16)
0

i

If the transmitter did not have any information about theéest# the channel, the optimal re-
source allocation would be an uniform power allocation,sistmg in transmitting the same
power on all the subcarriers. When the receiver knows tharetlsstatus, the problem can be

solved in closed form using the technique of Lagrange mlidtip and the solution (carrier by

carrier) is:
P = (1= ) (a7
where:
(2)* = max(0, ) (18)
and N )
o P +0 ;:0 TP )

being K the number of the subcarriers aigdli+, ..., i1 the indices of the subcarriers for which
P(k) > 0. The solution is calledvater filling because the power is distributed like water in a
basin whose depth depends on the SNR on the different sidysaifFig. 13 on the following
page). The total power determines the water level while tia@nel gains determine the amount
of power to be allocated on the different subcarriers. Adirg to this approach, most of the
power is allocated on the best channels, and, if a subc#stieo attenuated, it can not be used
at all. When the water level is low, i.e. the available povedow, it is transmitted only on the
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Figure 13: Water fillingfor parallel channels.
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Figure 14: Distribution of power on the subcarriers over time (cell preccording to avater filling
approach.

best channels. On the other hand, when all the SNR valuesnaaeavage similar, thevater

filling solution tends asymptotically to distribute the power imgarm way.

Figures 14 and 15 on the following page show a graphic trerideo@listribution of the
powers on the single subcarriers over the time in a particitaulated context, when thveater
filling algorithm is applied. The figures were obtained exploitirsgl-made simulator, whose
details are described in the Appendix of the thesis. In tleeifip case they refer to a context
with two cells and two users (one user per cell, accordingnéosemplified model considered
until now): the BSs allocate all the available resourceh&rtassociated users and the power

is distributed according to theater filling criterion (with a total transmit power available at
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Figure 15: Distribution of power on the subcarriers over time (cell ywaccording to awater filling
approach.

each BS set to 5 Watt). Each temporal step (sample) corrdsgora frame time of 10 ms and
the resources consist of 96 subcarriers (grouped in 12 PB® safbcarriers each one). The
users are quasi-static (a mobility of 3 km/h is set), consatjy the channels vary slowly over
time. This is the reason for which the figures present a spgitern, being the best (and the
worst) channels estimated by a user as such for all the siimnlduration. As reported in the
legend (values in Watt), lighter shades of color corresporfiigher values of power assigned
to a subcarrier and vice versa.
Thewater filling approach gives an optimal solution to the problem of resoafioca-

tion in single-user scenarios, consequently it can not kd usactual contexts where multiple
users compete for the resources. Approaches for multHeeland multi-user environments

will be considered in the next paragraph.

3.3 Scheduling problems and proposals

The goal of this section is to focus on scheduling in OFDMA trcgtllular and multi-user
contexts, in order to highlight the problems that a care@iesluler designer has to face in
designing a good scheduling algorithm. The main aspectgrands existing in literature are
now taken into account; in the next chapter the treatmentoeigeneralized to heterogeneous

contexts.
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Next generation wireless networks have the need to copethgtiscarcity of the spec-
tral resource in areas with heavy user demand. Therefag, ave to simultaneously pursue
the maximization of spectral reuse and per-link capacitiiese two needs have been tradi-
tionally faced by decoupling the multi-cell resource a#tbon problem from the single cell
capacity optimization. In other words, in current appras;hresource allocation is performed
in two different levels, in terms of a priori frequency plamgat the network level and run-time
scheduling, power control and link adaptation at the ceklleindeed, each resource allocation
level strongly affects the performance of the other one.example, the interference suffered in
each cell depends on the reuse pattern, while advancedwttge@chniques (based on channel
or user location information) can allow shorter reuse dicts.

Recent literature however is considering joint optimizatsolutions for the multi-cell
([171,[18],[19],[20]) and single-cell ([21],[22]) resoce allocation problem. While the degrees
of freedom of such an optimization offer a significant spawarhproving the overall network
performance, the actual feasibility of these solutionsnstéd because of the computational
complexity of the optimization and the significant overhdae to the required signaling.

In order to reduce the signaling, some allocation solutintrteduce artificialstructures
devised to make interference more predictable. For exagnplging contiguous multi-carriers,
shaping power according to a pre-defined profile ([23],[2dPitching periodically transmis-
sion beams, and so on, can help in reducing the optimizapiacesand the required interference
information.

Another way to reduce (even avoid) the signaling is to useaggies that do not use in-
formation of the channel state condition in making the salied decisions. They are normally
referred to axhannel-unawareschedulers and generally assume error-free channel dince i
makes easier to prove assurance of QoS. So there is no sigoakrhead due to the feedback
from MSs. However, in wireless environments where therehgh variability of radio link
such as signal attenuation, fading interference and nthisegchannel-awareness is important.
In fact, if the radio channel conditions are taken into actpthe improvements in throughput
can be considerable and the resources can be scheduleggiifici

As far as concerns another aspect, i.e. the optimizatideriaithat can be followed
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in making scheduling decisions, the literature is gengmliented in two directionsMargin
Adaptive(MA) approaches ([25],[26]) that aim to minimize the totarismission power while
satisfying QoS requirements (minimum data rate, maximutvEBior Rate (BER), maximum
delay, etc) of users, aritlate AdaptivéRA) ([22],[27],[28]) strategies devoted to maximize the
system throughput subject to constraints on maximum taaalstnission power and QoS re-
quirements. It is easy to understand thatwiaer filling approach falls into the latter trend. In
every case allocation techniques really focus on the opétian of power or throughput under
the common hypothesis that a radio resource can be used bhglae BS at a time, in order to
avoid intra-cell interference. From the point of view ofsd&cal RA approaches, the capacity
is maximized when each subcarrier (or subchannel in the OKkD&&e) is assigned to the user
with the best subchannel gain and power is distributed byndaer filling algorithm. Never-
theless, as already mentioned in the previous sectioncthikl not be the optimal solution
in multi-user contexts because the system becomes unfiaiact users who have good chan-
nel gains can be well-served while users who perceive badnghg@ains can not be assigned
any subchannel. This is the reason for which, for RA appresgcthe introduction of fairness
criteria has been considered by searches.

In wired communications a scheduler is recognized to beffthie resources are shared
equally among the users, since a fair share in resourceésresequalized user data rates. In
wireless communications instead, a fair share in resowseally does not result in equalized
user data rates since users have different geometrieshwésalt in different achievable data

rates. So two different fairness criteria should be conedié wireless contexts, precisely:

e Allocation Fairnessvhich refers to the amount of allocated resources withirvargtime

interval, defined in [29]:

(S auan)p
B TS YA .

e Data Rate Fairnessvhich refers to the achieved data rate within a given timerirsl,
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which is equivalent to the fairness criterion defined in [30]

FDR(AT) — (Z%:l Rm(AT))Q (21)
MY, Bn(AT)?

whereM denotes the number of users,,(AT) is the number of allocation units scheduled to
userm in time intervalAT andR,,,(AT) is the data rate that user achieved in the same time
interval AT'. In both cases, a fairness value of one corresponds to dgémeess within a given
time interval AT with respect to the defined criterion, i.é4(AT) = 1 and Fpr(AT) = 1
respectively indicate that all users received identicedueces/data rates within the interydl’.

The time to converge to fairness is important since the ésisrcan be defined as short
term or long term. The short-term fairness implies longrté&irness but not vice versa.

Some basic strategies, suchRsund Robiror Max-Min approaches, aim to obtain fair-
ness, as opposed to other ones which aim to maximize theghpow (Max Rateapproaches).

In particularRound RobinRR) approach fairly assigns the allocation one by one to
all users/connections. It provides fairness among thesusgtr it may not meet the QoS re-
guirements and it can be inefficient since the allocationaslenfor connections that may have
nothing to transmit.Max-Min approaches instead are designed to maximize the worst case,
l.e. they aim to give priority in terms of scheduling to usetsich experience bad SINR val-
ues. These schemes, which provide quasi-perfect systene$ai penalize users with better
condition, so reducing the system efficiency.

Onthe other handylax Rateapproaches aim to serve, step by step, users with the highest
achievable instantaneous data rate. This solution bemlieditgsers closer to the Base Stations
or with a higher power capability. So users who have conlstgobd channels will be provided
more chance, while others who have constantly bad chaniilelsewe less chance to be served.

Consequently a tradeoff between maximal throughput arrddas becomes the most
important issue in OFDMA systems. It can be obtained by adgg Proportional Fairness
(PF) criterion, so called because it aims to reach fairnegsaportion to the user conditions.

For a fixed step, a PF scheduler allocates the usewho maximizes the ratio of achievable
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instantaneous data rate over average received data rate:

m(l
m* = arg max RRTg((t)) (22)

whereR,,(t) and R (t) respectively denote the achievable instantaneous datforatisern
at timet and the average data rate that usereceived up to time. A law for the update of the
second term can be formulated as:

avyg _ _i avg _ i —_
RO (1) = (1= ) B2t = 1)+ - Runlt = 1) 23)

whereR%9(t — 1) and R,,(t — 1) are respectively the average and the instantaneous data rat
of userm at the previous time instant arfi{l is the average window size which is an adjustable
parameter, which choice affects the temporal depth of thradss (short term or long term
fairness) that the scheduler designer wants to achieve.

Introducing appropriate weighting factors in the expres$22), a more flexible schedul-
ing strategy can be obtained. In other words, considerirg|0; oo[ andS € [0; oo[, the choice

of the user to be scheduled falls in that one which maximizeddllowing expression:

m* = arg max M (24)

(R ()]

For a parameter setting ef=5=1, conventional PF scheduling is achieved, which is
known to provide a good tradeoff between allocation faisreesd system throughput by utilizing
the multiuser diversity. Tuning opportunely parameteends, the tradeoff between allocation
fairness and system throughput can be modified slightly. eneiase otv will increase the
influence of the achievable instantaneous data rate whicarees the possibility that an user
in currently good condition can be scheduled. This resultsigher system throughput, but
less allocation and data rate fairness. On the other hagtehvalues of5 will increase the
influence of the average data rate, then the probability skawith a low average data rate to be
scheduled. This results in higher data rate fairness, grgystem throughput. In particular,

the two extreme cases are achieved by setting the valuesd 3 in the following way:
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e o = 1 andpg = 0 corresponds to th®lax Rate(MR) scheduler, where the user with the
highest achievable instantaneous data rate atttisecheduled, since the denominator in
equation (24) is equal for all users. The maximum systenujnput is obtained at low

fairness.

e o = 0 andp = 1 schedules the user with the lowest average data rate upitoeat, ti.e.
equalizes the average data rates of users, since the nomaratjuation (24) is equal for

all of them. This results in maximum data rate fairness, blbw system throughput.

The parameters can be changed over time, depending ondacich as the system load or the
distribution of users on the network, so adaptively givingrenweight to a factor over the other
one. In this way &ynamic Resource AllocatiqipRA) technique is obtained.

Existing optimized single-cell based algorithms are naicgical for use in multi-cell
environment since the co-channel interference among th& dele to the reuse of the same
spectrum in adjacent cells, affect the performance sigmiflg. According to the reuse factor
in fact, only the cells belonging to the same cluster useogithal resources.

Multi-cell resource allocation witmter-Cell InterferencgIClI) consideration can be ba-
sically classified into two categories. The first one extahdssingle-cell allocation context to
the multi-cell scenario, mainly by considering tBignal to Interference and Noise Raf®INR)
instead of th&ignal to Noise Rati(SNR), i.e. considering the interfering quota from othdisce
as additional noise. Li and Liu [17] proposed a two-levebrese allocation scheme, in which
a radio network controller coordinates multiple cells ie fhrst level and performs per-cell op-
timization in the second level. The first level is based origeeiand predetermined knowledge
of SINR for all MSs on all subchannels. Pietrzyk and Jansg,[32]) proposed heuristic al-
gorithms based on SINR with some QoS consideration. Thgz®aghes presuppose a perfect
knowledge of SINR values, information difficult to obtairpaeri since the interference de-
pends on the distance, location and occupied channel sthinterferers, which are unknown
before the resource allocation.

The second class of works aims to explRadio Resource ManagemgiRRM) tech-
niques and policies dater-Cell Interference CoordinatiofiCIC) ([20],[33]) andBase Station

Cooperation(BSC) ([34],[35]) to mitigate ICI and improve the overallssgm performance.
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These solutions have the defect of a high overhead due toghalisig.

Finally there are studies that aim to address the allocgdroblem as a game theory
problem, for instance refer to [36] and [37]. Goodman ettaidied a game theoretic framework
for the resource allocation problem. Their approach ainoteesthe problem in a distributed
way, so belonging to the domainwbn-cooperativgames where each user is only interested in
achieving its own goal. This approach does not ensure fegraed it can be inefficient from the
point of view of the overall system throughput. On the othemdhin [37] it has been proposed
a model of resource allocation problem using another brafgfame theory, theooperative

game [38], which emphasizes collective rationality andiess.

3.4 Simulation results

In this section the problem of multi-cellular resource adibon in OFDMA environments is an-
alyzed from a simulation point of view. The simulated comtdéeare scenarios with reuse factor
equal to 1, where macro-BSs with different power constsagutexist and different propaga-
tion environments (macro-cellular and micro-cellular ®n@re considered. Details on the used
simulator and the considered propagation models can belfiousppendix.

The simulations here reported aim at comparing the effécidferent allocation schemes,
independently performed in each cell, on the aggregatasanktlevel performance, in order
to enlighten the network scenarios in which network plagr@nd mobile station feedbacks are
(or are not) advantageous. In particular, greedy allonathemes, i.e. schemes utilizing all the
carriers available in each cell, and non-greedy schenmesschemes leaving some resources
empty in order to reduce interference with other cells, aregared.

Given the complexity of the joint allocation, schedulinglggower control problem, the
network load scenario is semplified by considering a singkr per cell in this set of simula-
tions. Although this assumption hides the multi-user ditgrgain, it allows to compare the
different channel reuse policies without considering asgrischeduling scheme (whose effect

could complicate the interpretation of the results).
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3.4.1 Resource allocation schemes in comparison

The resource allocation schemes implemented for compaaisn

¢ Uniform: According to this scheme, no signaling is required and thguB&transmits in

each carrier with a constant power given by:

pi = P/EVk € [1, K] (25)

e Water Filling: In this case, the power allocation vector is determined kynidtter filling
algorithm. The SINR values experienced at tilme 1 are used as the estimates of the
expected SINR values at timte Therefore, the SINR values are supposed to be signaled

at each symbol time by means of an error-free dedicatedaartannel.

e Fractional Water Filling: This scheme is similar to the previous one, but it is applea t
pre-defined sub-set of the available carriers. Specificallgach time, the BS selects a
numberr - K of transport carriers over which it applies tvater filling algorithm. The
ratior is a scheme tunable parameter, while the carrier selectinssed on the best SINR

values experienced at tinie- 1.

The rational of considering bothater filling andfractional water fillingis that utilizing
or non utilizing all the resources available in each cell lesd to different interference levels
among the cells. Sinceater filling intrinsically discards the carriers experiencing the wors
channel and interfering conditions, we considerftaetional water fillingas a kind of dynamic
and distributed scheme for resource repartition amongehe. c

After that all the cells run the allocation scheme (whoseveagence time is assumed
to be negligible), the new SINR values are computed and theabcapacity available at time
t is evaluated by using these SINR values. Unless otherwessfsgal, Table 4 summarizes the
numerical settings adopted in simulation, whégg, is the symbol duration; is the available
band,d;. is the distance between two BSs ang; is the speed of MSs. As far as concerns the

modeling of the signaling overhead, required byweer fillingschemes, each MS feeds back
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Parameter Value
Carrier Frequency 2100 MHz

Krpr 128

K 84

N 12
Kpgu 7
Tsym 16 us

B 6.6 MHz
dgite 250 m
UMS 3 km/h

Table 4: Main system parameters.
to its serving BS then-bit quantizedChannel State InformatiofCSl):

SINRF Vil
k - N .
pi o? + Z#i %22|h§€z|2p§€

CSIF = (26)

The CSI values corresponding to carriers belonging to theeseBU are summed, thus ob-
taining an average information per-PBU. These informationbit quantized, are fed back by
each MS to its serving BS. Since tfractional water fillingworks only on a sub-set of PBUs,
a possible signaling compression scheme is usibtgelement bitmap, identifying the used
PBUsU, .4, and signaling only thé&/,..q quantized ratios (26). With this assumption, it results

a per-MS overhead; rate estimate of:

. U —i—mUused

O;
q- Tsym

, (27)
wheregq is the number of OFDMA symbols between two consecutive siggapdates.

3.4.2 Performance evaluation with heterogeneous power

A first set of simulations was run using heterogeneBugalues among the cells. Specifically,
two different power classes, called high-power and low-@oBSs, were considered, employing
respectively a peak power equal to 1 W and 0.1 W. The lower ptavel of 0.1 W has been

chosen in order to guarantee an outage probability loweriBs. Twenty different seeds were
considered for generating the mobile station positiore cthannel transfer functions and path
losses, and the assignment of high-power BSs; then thegaggrecapacities resulting in each
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Figure 16: Aggregated network capacity as a function of the number gipower BSs, in a micro-
cellular propagation environment.

scenario were averaged.

Figures 16 and 17 on the following page show the aggregatseriecapacity as the
number of high-power BSs varies, in two different propagagnvironments. The figures plot
the networkgrosscapacity, without considering the resource consumptiantduhe signaling
overhead. Different allocation policies are compared.nktbe figures, it is possible to note
that the simple uniform allocation scheme, requiring nabsek from the MSs, provides results
comparable with thevater filling scheme in case of micro-propagation model, while it under-
performswater filling (with » > 0.5) in case of macro-propagation model. This phenomenon
is due to the fact that in the micro-cellular propagation eiatdis included a LOS component,
with probabilitymax(1 — /300, 0), beingd the distance in meters between the BS and the MS
[3]. Since the simulated inter-site distance is equal ta250is very likely that the MSs have a
LOS channel in the micro environment. The LOS componengléatigh channel gains (which
are also comparable from a PBU to another) and to a limitest-cetll interference. Therefore,
selective power allocations and frequency planning areess@r even harmful. These higher
channel gains are also responsible of the different agtgdgapacity values plotted in Figures
16 and 17 on the following page, where the network capacitigermicro-cellular environment
is about three times the one experienced in the macro-aetule.

Whenever the LOS component is not present and the chanmed gaiy significantly
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Figure 17: Aggregated network capacity as a function of the number gifi{power BSs, in a macro-
cellular propagation environment.

from a PBU to another, power allocations basedwater filling provide better performance
than uniform power allocations. For example, in Fig.17 waer filling scheme outperforms
the uniform power scheme of more than 20 Mbps. Most intergsthefractional water filling
with » = 0.5 andr = 0.7 provides an aggregated capacity higher thanwheer filling one.
When the number of high-power BSs is equal to 12, such a diife¥ is about 20 Mbps. Such
a difference can be even higher considering thafridaional water fillingrequires a signaling
overhead lower thatater filling. The higher capacity perceived unddractional water filling
scheme can be interpreted as the evidence that a resousrétrep among the cells (i.e. a

control on the inter-cell interference) is advantageoushs propagation scenario.

3.4.3 Impact of PBU and signaling overhead

In order to enlighten the effects of the network heteroggnand the capacity quantization
due to the per-PBU allocations, simulations withgy set to 1 were run. Fig.18 compares
the Cumulative Distribution Functions (CDF) of the pertcalpacity perceived under different
allocation schemes in the macro-cellular environment. ifgroving the readability of the
figure, being thavater filling with » = 1 the best scheme, the case referring toftaetional
water filling with » < 1 is not plotted. From the figure it is possible to see that thevork

heterogeneity does not affect significantly3t7he CDF for théarm allocation case, while it
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Figure 18: Cumulative Distribution Function of the per-cell capaaityder different allocation schemes,
in the macro propagation environment.

increases the probability that the cell capacity is low isecafwater filling. Moreover, the
average values of these distributions are higher 1hag of the value obtained in the previous
simulations, because the capacity of each carrier is fufpycgted (i.e. Kpgy mingeppy, log(1+
SINRY) < 3 cppy, log(1 + SINRY)).

Fig.19 shows again the aggregated network capacity foereifft K\rpy values corre-
sponding to a variable number of PBUs= | K/ Kpgy |. For improving the figure readability,
only thewater filling allocation approach-(= 1) and thefractional water fillingwith » = 0.5
are plotted. The increase of capacity with decreasing PBRE san be readily explained by
recalling that the capacity estimate (10) is (very) consive. Except the cadé = 84, which
corresponds to PBUs with one carrier only, from the figures ievident that a dynamic net-
work repartition among the cells is always advantageoysa@ally when the number of BSs
employing a transmission power equal to 1 W is high.

Note that also this figure refers taygossnetwork capacity. A simple estimation of the
netnetwork capacity is given in Table 5, where the resource wopsion due to the signaling
overhead forn = 4 andq = 12 is computed. Althougly = 12 could seem a too frequent
(12 - 16us) feedback update in the considered mobility scenario, idy@ating overhead for a

more general mobility scenario was evaluated. The tabbegsrthat thdractional water filling
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Figure 19: Aggregated network capacity as a function of the numbergiidpower BSs and PBU size,
in a macro-cellular propagation environment.

BSs@1W| r No Signaling With Signaling

7 21 84 7 21 84
0 1| 72.3]108.2| 1449| 70.1 | 101.6| 118.7
0 0.5| 75.4 | 106.8| 129.1| 74.1 | 102.9| 1134
6 1 | 90.2 | 127.5| 163.5| 88.0 | 120.9| 137.3
6 0.5| 98.2 | 131.6| 154.9| 96.9 | 127.7| 139.2
12 1 | 106.1| 143.7| 181.5| 103.9| 137.1| 155.3
12 0.5|121.4| 160.8| 185.9| 120.1| 156.9| 170.2

Table 5: Average network capacity values with and without signaliNtpps], for zero, half and all

high-power BSs, m=4, q=12.

can be even more beneficial than expected, thanks to therchmge®ling format.
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Figure 20: Example of heterogeneous network.
4 Approaches for resource allocations in hierarchical netwrks

Macro-cellular systems have the disadvantage that the tesefrom macro-BSs and the users
in indoor environments are subject to poor service comp@arethers. Placing more macrocells
can solve this drawback, but this would be a very expensikgiea.

The alternative is to overlay the existing macro-cellulgstems with low-power and
low-cost base station devices, femto-BSs, able to provigle-bpeed wireless connections to
subscribers within a small range, eliminate coverage haléise macro-only systems and fa-
cilitate the capacity requirements of new applications sexvices, providing high-data-rate
services in a cost-effective manner. For their limited pogasumption, they additionally rep-
resent good candidates for the emerging green networksprésence of femtocells leads to the
development of so-called heterogeneous networks (Figu@®ing two different sets of BSs:
regular (planned) macro-BSs that typically transmit ahtpgwer levels (typically in the range
5W-40W), overlaied with several femto BSs (deployed to mewservices to fixed or mobile
end users) which transmit at substantially lower powerlg&¢@E0mW-2W) and are typically
placed in a relatively unplanned manner, just based on arkngwledge of coverage issues
and traffic density (i.e. hot spots) in the network.

Femtocells are considered a promising solution by mobikratprs. Commercial ser-

vices that exploit femtocells are already operative in maoyntries and standardization activi-
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ties are actively ongoing. However many technical chaksngeed to be addressed in order to

achieve the coexistence of femtocells in a macro contextowitproblems [39].

4.1 Towards self-organizing network configurations

The proliferation of increasingly heterogeneous netwéghss to self-organizing network con-
figurations. The functionality of femto-BSs is almost thengeof typical macro-BSs, with the
advantage that their price is significantly lower: in faceanto-BS is expected to serve a small
number of users and a relatively low transmit power is endogtover the service area. Such
low cost of the hardware is expected to make the femtocdiinelogy widely accepted since
femto-BSs could be directly bought by users and easily liestan a plug-and-play manner.
This can lead to a huge and unpredictable deployment of f&8®in a given area and, un-
less the femtocell network is properly optimized, high lsva& co-channel interference could
be reached and the overall network capacity might be sigmifig compromised, especially if
the existing macrocell networks and the femto-BSs sharsdh®e set of operating frequency
channels (the channel assignment policies will be disclisder in the chapter).

The main problem is that it is almost impossible to keep suctaork optimized by a
centralized operator planning as done in conventionalileglhetworks. Indeed femtocells are
under the ultimate control of users, which can switch theramhoff. Therefore, the femtocell
network is desired to be self-organizing such that the netwonfiguration automatically keeps
updated by being aware of the network environmental chafigésrms of addition/deletion of
neighboring femto-BSs).

The ideal case would be a network architecture consistingetdrogeneous nodes that
can automatically configure (specifically in terms of trarigmower and frequency channels
to use for the transmission), manage themselves and, in taseoff if this possibility in-
volves benefits in terms of interference reduction and aqunsiet improvement of the system
performance. The use of sophisticated self-organizadohrtiques can just be useful to mini-
mize the interference in femtocell deployments, maintajra low level of network signaling.
Such an approach would allow femtocells to integrate thérasento the network, monitor the
surrounding environment (neighboring cells, interfeesteels) and consequently update the

41



Approaches for resource allocations in hierarchical neta/o

power levels and the used resources to mitigate the inéeréerfrom the neighboring cells.

Self Organizing Network&SON) were analyzed within the project Socrates [40] which
emphasizes the use of self-organization methods as a pngnaigportunity to automate wire-
less access network planning and optimization in futureile@mmmunication networks. In
the existing literature, some self-organization straaedor femtocells have been introduced.
In [41] two self-organizing approaches for frequency assignt in OFDMA femtocells, re-
spectively based on femto-level broadcast messages arslireggent reports coming from the
users, are presented. Authors show that using a self-aafgon approach leads to better sys-
tem performance than using random assignments [42]. Irsjd8pptimization in LTE systems
is considered. Other existing proposals are mainly basatfideband Code Division Multiple
AccesgWCDMA) networks and they exploit approaches such as powatral, rather than

appropriate resource allocation strategies, in order tmate the interference ([44],[45],[46]).

4.2 Modeling solutions for the hybrid scenario

As already mentioned in the previous chapter, a completeetnafda generic hybrid macro-

femto scenario is now provided. Let be:

M: the total number of users in the network;

N: the total number of Base Stations (macro plus femto) in gtevork;

U: the number of Resource Blockg [Bs) available for transporting data in each cell;

i: the index of a generic cell of the network=£ 1, ..., N);

e M;: the total number of users in cé|l

t: the temporal step, multiple of the symbol time T (for exaenptjual to a frame time).

The channel gains and the allocation decisions are supgossthnt within this timé;

H,: the matrix of the channel gains (between the mobile devaceksthe BSs, macro or
femto ones) at time¢. Users are associated to the BSs from which they sense the bes

channel, however for each user it is important to keep in mgrtie gains towards the
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other Base Stations too, in order to quantify the interfeeerDepending on the channel
gains, some links (e.g. under a fixed threshold) could beectgd in order to semplify

the model. MatrixH; has a block structure, with a block for each BS (macro- anddem
one) of the network - for sake of presentation, each blockpagted from the next one

by a vertical bar. The matrix ha¥ rows (a row for each user) antd ¢ ) columns:

R R N Y7 NS B U SR U 5
GRS G N RO Ve T (5 S 2%
I
O S I LA P NN 7 S /7%

A;: the allocation matrix at time, i.e. a matrix having the same size and the same
structure of matrixH; and containing binary elements (1 if a resource is assiged,
otherwise). So the positions of the elements 1 indicate Blsahas assigned a specific

resource to a particular user;

p,: the U * N)-vector of the powers potentially associated at the diffieresources on
the different sites (macro- and femto- ones) at ttm¥ectorp, presents a block structure
too: each block refers to a different Base Station and itssally separated from the next
one by a vertical bar.

[ s s i
In order to semplify the notation, we omit the subsctipelow, so assuming a generic

temporal step.

The producip gives aM-vector which indicates, MS by MS (row by row), how much

power is assigned to each one. Not all the configurationgifandp are eligible. Introducing

appropriate constraints on the structure of mattignd on the possible values for the powers,

it is possible to obtain acceptable solutions, i.e. phylsicaalizable.

As far as concerngl, the presence of non-zero elements in a row is possible only i

a single block: for example, if the first MS is associated ® BS 1, only BS 1 can allocate

resources to it. Consequently, non-zero elements can loelfonly in the portion of the first
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row of the matrix corresponding to BS 1 (i.e. the positiomsrirl tol/). MoreoverA can have
at most one non-zero element in each column: this condittemgnts that the same resource
can simultaneously be assigned to several users withirl gwatro- or femto-one).

As far as concerns thevector, we must consider that a limit for the maximum power

available on each cell exists, i.e.:

u PM  if the cellnis a macrocell
2P = (28)
r=1 Pr if the celln is a femtocell

max?

whereP! “andP?! are the maximum values of power which, respectively, a maeticand a
femto-one can erogate and n=1Y...Revised in terms of constraint @it means that the sum
of the values of individual/-blocks in which the vector can be ideally partitioned (rember
that each block refers to a particular Base Station) musexceed the fixed bound.

Among all the eligible couplesA,p), the purpose of a hypothetical centralized optimum
allocator is to find that one which maximizes the objectivection, defined below. If this

couple exists, the corresponding allocation will be optima

The capacity of a generic user, associated to the Base Stationcan be expressed as:
BW
C = ——logy(1+ SINR,,..), 29
rg]:m U 2 ) (29)

beingU,, the set of resources allocated to the useiU the number of resources per cell and

BW the bandwidth. The single contributd N R,,, .. is so defined:

py |
N .
Zi:l,i;ﬁn PLIRTLL? + 1,

SIN Ry (h,p) = (30)

wheren,, , is the thermal noise experienced by useon resource.. Each user can claim the
guarantee of certain QoS parameters: for simplicity theehtakes into account just the data
rate. So an additional constraint for each user, in termsuafanteeing a minimum data rate,
must be considered. Each user in the network generatesieupartype of traffic. Considering

for example the WiMax technology, it was seen in section Bat tive QoS service classes are
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supported; consequently, user by user, one of the folloWwegconstraints on data rate should

be respected:

BW
> 7 l0g;(1+ SINRy,,) > rUGs

TGUm

min

BW
> < logy(1 + SINR,,,) > rerths

TGUm
BW
> 7 logs(1+ SINRy,,) > prtbs (31)
TGUm

BW
> — loga(1+ SINR,,,) > rmtPs

TGUm

BW
> o (1+SINR,,,) > 1l

TGUm

A possible objective function for the considered scenasigiven by the sum of the

capacities experienced by the single users, i.e.:

il BW
C=> Cn=> Y ——log(1+SINR,,) (32)

The maximization of a so-defined function allows to optintize aggregated network capacity.
Additional constraints could be inserted to guaranteaésis among the users.

The resolution of such a centralized theoretical approachldviead directly to the
choice of the resources to assign to the different usersamétwork. However it is a not
banal optimization problem, the global maximum of which e&yvdifficult to find. For this
reason, in practical implementations the problem is ugwltomposed into two subproblems:
the first one consists in establishing what frequencies smado macro- and femto-BSs, the
second one is devoted to define what resources, among thetdeanes, must be assigned to
end users by each-BS, in an independent way.

As far as concerns the first aspect, section 4.4 defines the pnaposals existing in
literature for the management of the spectrum between maacbfemto-BSs. With reference
to the second aspect, the considerations about the OFDM#exisrdiscussed in section 3.3
can be applied, while typical approaches valid for the atassellular networks could not be

directly applied to OFDMA heterogeneous contexts, mainig tb the following reasons:
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¢ instead of scheduling each individual subcarrier and tiloiets users, user scheduling in
LTE or WiMax networks is decided in the unit of Resource Blo@RBs), which contain a
group of subcarriers and time slots. The difference in geaity may cause large capacity

loss when applying existing resource allocation algorghedOFDMA networks;

¢ unlike DSL applications where all subcarrier interferehngtach other, LTE and WiMax
networks use orthogonal transmission within each cell andewsal frequency reuse at

different cells.

4.3 Femto access policies

Inter-cell interference in a hybrid macro/femto networeéeds largely on the femtocell access
policy used, which defines how a femtocell allows or restritd usage to users. From the
femto- point of view, usual approaches arl€tosed Subscriber GroufCSG), according to
which only certain users are allowed to connect to the feeltoandOpen Accessvhere all
users are considered equal and allowed to connect to thedethtA Hybrid Accesgould also
be possible: in this case a limited amount of the femtocslbueces are available to all users,
while the rest are operated in a CSG manner.

Overall, such a heterogeneous network can offer threecgsn\tp the users: in Fig.
21 they are referred to anobile-only mobile+open femt@nd mobile+closed femtoAs the
names implymobile-onlycorresponds to the service of users subscribing to only 3Gces
with macro-BSs. Users ahobile+open femt@nd mobile+closed femtinstead subscribe to
the service allowing access to macro-BSs as well as fen$oddsers oimobile+closed femto
can use femto BSs to which they are registered, while usemobile+open femtoan join only
open femtocells.

Femtocell CSG approach is more suitable for home or enssrgmvironments, while
the typical scenario for th@pen Accesis to guarantee free access to users everywhere, such as
in a coffe shop or in an airport. The impact on the downlinkazay of CSG andpen Access
OFDMA femtocells is analyzed in [47]: CSG leads to higheotighputs in downlink for fem-
tocell subscribers but at the same time it generates higdid@f interference to unsubscribed

users in the proximity of femtocells. In fact when an undiedi user moves into the femtocell
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& Mobile-only
Mobile+open femto

()
[‘] Mobile+closed femto

e g

Open femto BS

Figure 21: Service configurations for users in a typical two-layer &iehical network.
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Figure 22: Interference suffered/caused by unsubscribed users praxamity of CSG femtocells.

service coverage, the user can be served not by the femtmgedliso by the macrocell. In
this situation the downlink transmission of the femto-B®epates critical interference for the
macrocell user. Moreover the uplink transmission of thenoeall user causes interference to
the femtocell BS. The situation is showed in Fig. 22.

On the other handDpen Acceséimits the interference and provides a better overall
network performance in terms of QoS and throughput [48]ndpeill the available resources
shared among users. However, if the choice falls on the amopt anOpen Accesapproach,
appropriate admission control strategies must be takeraicdtount. There are many works on

admission control in the literature, the main ones will becdssed in section 4.5.
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Closed access Femtocells Open Access Femtocells
Higher interference More handovers

Lower network throughput | Higher network throughput

Serves only indoor users Increased outdoor capacity
Home market SMEs, hotspots
Easier billing Security needs

Table 6: Closed vdOpen Access

T T T T T T T T T
300}
P — Closed Access (data)
[ = m = (Closed Access (distnbution)
r' — pen Access (data)
250 N = = = Open Access (distnbution) | 7]
ﬂ r
=} I —
G ]
o 200+ 1 p— F m
@ . 3
c Y
@ l ! '
e r
=3 1 p e
@ 150} ' y = .
4 ' v
- I 1
@ ' '
o i Y
o 10.0p E
o qd
I
r
50+ ’
¢
[d
-
-
44 46 56

45 5 52 54
Total Cell Throughput [Mbps]

Figure 23: Total downlink network throughput in presence of CSG @min Accestemtocells [2].

Table 6 summarizes the main features of both CSGQ@pen Accesgolicies. In [2],
in order to analyze and compare the overall performancesasitlaccess methods, authors per-
formed experimental system-level simulations, based agterchinistic radio coverage predic-
tion tool calibrated with measurements and a Montecarlpsmat based WiMax system-level
simulator ([47],[49]). The simulations demonstrate tha hetwork throughput cDpen Ac-
cessoutperforms that o€losed Accessas shown in Fig. 23. In it the total downlink network
throughput in a residential (200 x 100 m) area covered by 2RI@& femtocells and 1 macro-
cell (10 MHz bandwidth) is plotted. Each house hosting a el contains 2 indoor users
demanding 128 kbps each one and 10 macro users are locattmbmutiemanding 64 kbps
each one.

Finally, in Table 7, authors compare the performance of C&fCpen Access terms
of user outages and handover signaling, using a dynamiemaylgvel simulator [41]. The ta-
ble refers to simulations run for a residential area (300X 13 covered by several femtocells
and 1 macrocell (10 MHz bandwidth). Each house hosting adeetitcontains 4 indoor users
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Number of femtocells 20 | 36 | 49 | 64
Access method Closed | Open || Closed | Open || Closed | Open ]| Closed | Open
HO attempts )
in the network - 342 - 480 - 680 - 887

over 1 hour
Average Hand IN
attempts per femtocell - 6.84 - 6.67 - 6.94 - 6.92

over 1 hour
Average Hand IN

attempts per macrocell - 171 - 240 - 340 - 444
over 1 hour
Outages
in the network 69 0 81 8 120 15 164 22

over 1 hour
Average non-subscribers tier
throughput [Mbps] 5.339 5.604 5.409 5.740 5.340 5.604 5.002 5.720
over 1 hour
Average subscribers tier
throughput [Mbps] 51.228 52.081 69.545 71.342 51.228 52.081 124.230 130.445
over 1 hour

Table 7: Performance comparison of CSG abgden Accessonfigurations [2].

demanding one OFDMA subchannel each one, while 8 macro asern®cated outdoors de-
manding one OFDMA subchannel each one too. It can be notednil@SG femtocells the
number of outages is large due to the high level of interfegenA user is considered in outage
(dropped call) when it is not able to transmit for a given pérof time (set to 200 ms as it is
recommended for VoOIP services). On the other han@pen Accesthere are several handover
attempts, which causes outages due to handover failure nddvar attempt occurs when the
received signal strength of the pilot signal of a neighbggell is larger the one received from

the serving cell.

4.4 Resource allocation in hybrid OFDMA networks: state of at

Two types of channel assignment can be thought for a femitwb@th must operate in a macro-
cell network: dedicatedchannel assignment amd-channelssignment. In the first case dif-
ferent frequency channels are assigned to the femtoceltr@dnacrocell, thus avoiding to
interfere each other. Authors in [42] just propose a spettallocation policy which aims to
avoid cross-tier interference by assigning orthogonattspe resources to the macro tier and
the femto tier. Additionally femto-to-femto interferenisereduced by allowing each femtocell
to access only a random subset of the frequency channelarthassigned to the femto tier.
However, due to limited spectrum availability (which does always allow to assign a

dedicated spectrum for femtocell deployments), femtsaalh be obliged to operate in the same
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spectrum as macrocells [50]. This leads to the second chassignment policy, the co-channel
method, which assigns the same frequency channels to thiedeltls and the macrocells. The
co-channel assignment implies a more efficient use of tlguéecy resource and an efficient
hand-off, but the interferences between the femtocellsthadnacrocells may generate great
problems. To alleviate these interferences, practicait&ols provide that, for each transmis-
sion time interval, a macrocell can use all the available R#8sle each femtocell randomly
selects a subset of the available RBs for transmissions.résut, the average number of inter-
fering femtocells in each RBs is reduced. The size of eachuRBet per transmission interval
is determined based on optimizing the throughput per callvéVer optimizing such a resource
allocation leads to a nonconvex optimization problem, egagntly heuristic algorithms are
often considered. Among them, a recommended one ik¢hst Interference PowétIP) al-
gorithm [51], according to which a powered-up femtocell Bfda@ses a frequency segment that
minimizes the interference level. In turn-on ordered atyom, frequency allocation is con-
ducted according to the order of the femtocell turned on52] puthors study an utility-based
subchannel allocation problem for the OFDMA-based fenmtoatworks. They first define the
optimization problem that aims at maximizing the sum ofitgi$ of femtocells. Since the orig-
inal problem is a nonlinear integer optimization problenmjat is an NP-hard problem, they
develop a two-step suboptimal subchannel allocation dhgor Using the graph theory, at first
they calculate the number of subchannels that should béegram each femtocell to maximize
the sum utility; then they find the actual subchannel aliocathat achieves the granted num-
ber of subchannels for each femtocell. Another hybrid fegmy assignment for femtocells in
co-channel operation system was proposed in [53]. Co-aiaperation is allowed only in the
edge zone, while femtocells in the center zone use a dedifraguency band which is not used
by macrocell users. Even though this method can reducdent@ce between the macrocell
and femtocells in the center zone, macrocell users in the edge suffer severe interference
from the femtocells due to complete co-channel operatiahl@an received signal power from
macrocell BS. In [54] a hybrid resource allocation techeidpased on measurements reports
both from macro users and femto users is proposed.

However, apart from the particular adopted solution, lingjfemtocells to use a fraction
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of the available resources corresponds to a sort of aplicaf Fractional Frequency Reuse
(FFR) principle.Fractional Frequency ReugEFR) is discussed in the OFDMA based networks
([39],[55],[56]) and it is one of the key solutions to redunter-cell interference and to enable
a reuse factor equal to one, typical of OFDMA based netwalsh as LTE and WiMax. The
reason for which OFDMA networks use a reuse factor of oneasl#rge reuse factor systems
tend to lose more spectral efficiency. In classical FFR aggres for homogeneous cellular
layouts, whole frequency band is typically divided intoes&l sub-bands, and each sub-band is
differently assigned to center zone and edge zone of theAsh result, intra-cell interference
is substantially reduced and the system throughput is emlgian

In [57] the performance of key interference managementiigcies across the 802.16m
and 3GPP-LTE standards (in particular RRM schemes whidindecFFR and power control)
are considered, but they refer to standard cellular netdegtoyments.

There are enough works in literature dealing with interiesecontrol in OFDMA net-
works ([18],[58],[59],[60]), but they mainly refer to ndmerarchical scenarios and so they do
not consider system-specific issues related to femtocets.example in [58] the problem of
inter-cell interference reduction is first addressed usirggaphic approach, where no precise
SINR information is required (so limiting the feedback siing), and then the channel assign-
ment is made by taking instantaneous channel conditionsaictount. In [59] an approach to
the frequency assignment problem tailored to OFDMA netwpdalledDynamic Frequency
Planning (DFP), is presented. DFP can decrease the network intederand increase sig-
nificantly the network capacity by dynamically adapting thdio frequency parameters to the
environment. In [50] authors extend DFP approach to WIMAKfecell scenarios to avoid
macrocell to femtocell interference and also femtoceletmtocell interference, improving the
network capacity. The main drawback in [50] is the suppositif a centralized network archi-
tecture, where a centralized entity should collect the,date the decisions and distribute the
informations. This, due to the possible large number of éa@lts, might significantly compli-
cate the centralized optimization process. Moreover s@mdcells could be also installed by
end users, without a cell-planning. As a consequence, thdbauand the locations of active

femtocells are not known to the operators. Therefore, fietence caused by femtocells can not
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be managed using a centralized approach. Instead digttiluthitectures, where each femto-
cell is able to select its own sub-channels, would be preferffemto Forum [61] presents work
done to address interference management in the context DMAHparticularly LTE-FDD)
femtocell systems.

Some studies focus on how to control the interferences legtigmtocells and macro-
cells, exploiting power control strategies: ([48],[6BB]) show the power control method of a
femto-BS and its performance when the femtocell operatédseisame spectrum as the macro-
cell. However, even though the power control of the femtoiB&operly executed, the macro-
cell users who are very close to the femto-BS may suffer a imtgrference, which makes it
impossible for them to communicate with their anchor m&8®-

In [64] authors propose a simple solution for power loading eesource allocation in
femtocell networks to maximize the femtocell throughpumit the interference to the macro-
cell, and maintain the fairness among femto users. In thpgsa each femtocell carries out
power loading and resource allocation independently. niakine interference constraints into
account, they propose arerative water fillingalgorithm to improve the system performance
and a proportional fair scheduling algorithm to maintaie thirness among the femto users.

In [65] a game theory approach is used: the objective fundsalefined as a capacity
maximization with pricing as a monotonically increasingdtion with user power. Thus this

algorithm optimizes both power and rate for all the userfiengystem.

4.5 Admission control techniques: state of art

An effective management of radio resources, due to theitdoravailability, plays a crucial role
in wireless communication systems as a mean to ensure Qa8 Radio Resource Manage-
ment(RRM) includes aspects such as the study of efficient rescaitocation strategies and
transmission power control techniques, the choice of agaptodulation and coding schemes
and not least the development of appropriate admissionmaqualicies. The need for admis-
sion control stems from the fact that there is a maximum lohiisers that can be adequately
served within a network in general or more specifically withicell, depending on the network
design and the type of traffic sources. In other words, witbremce to a multimedia OFDMA
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context, an admission control policy must evaluate if an ®FDcell can support a given set
of transmission requests (characterized by different @o8irements) with a given amount of
available resources (subcarriers, power, modulation adthg schemes), also considering the
quality of channels (the average channel gains) betweeBdise Station and the requesting
users. In addition to this, in heterogeneous networks,esgmce of CSG femtocells, admission
control must be functional to prevent unauthorized usens fassociating.

There are many works on admission control in the literatorest of which relate to
classical cellular contexts. A first classification for théséing proposals can be made consid-
eringreactiveandproactivestrategies. The approach followed by the first class cansistply
in accepting or not a new service request based on the avigjladh resources and the spe-
cific requirements of the request. The other class of schamse=ad exploit measurements in
order to accept or not a new request based on some kind ofcpoedof future arrivals and
requirements.

Along with the ability to accept new users in the system, lodinevents must be op-
portunely managed too: indeed a common feature of admissiatnol approaches is to ensure
the continuity of ongoing services at the expense of newastgu It is usual to distinguish two
types of handoffinter-cell handoffandintra-cell handoff Inter-cell handoffis the process to
maintain service continuity when a mobile user moves fra@mnnitial serving Base Station to
an adjacent onelntra-cell handoffis a process of resource reassignment which occurs when
the movement of a user within a cell causes the degradatidats e€rvice level. The typical
case is an user who moves to the cell edge: at first it expasegood radio conditions (close
to the base station), then, as it moves away from the baserstatwill require more resources
in order to keep its bit rate constant. In the first handotfaion the cell that receives the user
must allocate sufficient resources to accommodate its stqudile in the second case addi-
tional resources within the same cell are necessary to aiaitite QoS requirements. In both
cases outage can happen due to resource insufficiency.

Some proposed schemes reserve a fixed number of resourtes\exyg for the handoff
management ([66],[67],[68]). However these schemes atesffioient in OFDMA systems.

The reason is that OFDMA systems let high spectrum utiliretithrough dynamic and flexible
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channel and power allocations and so fixing a-priori (wittffollowing the changes in the traffic
pattern) the set of subchannels reserved for handoff cault iesa low use of spectrum. So
from this point of view it seems better to use the total avddabandwidth by minimizing
on the other hand the transmit power of Base Stations. Patpbsised on this assumption
consider the transmit power of the Base Stations, rather tha number of channels used
in the cell, as an indicator of the traffic load. In [69] auth@ropose an admission control
scheme based on power reservation for handoff calls andfispg they separately calculate
the power levels to be reserved respectivelyifdra- andinter-cell handoffevents. In [70]

a density-based admission control is presented. New use@caepted or not, depending on
the area in which they appear: in particular a lower numberesd users are admitted in areas
with high user density in order to guarantee more availghit those in migration. A higher
priority is assigned to calls migrating from one region taajacent one over new calls arriving
to the system. This priority is obtained considering an ptaten ratio value (depending on the
number of users already present in the considered areagocalls, instead not considered for
migrating calls.

Authors in ([71],[72]) propose admission control stragsgior WiMax networks, char-
acterized by different traffic classes. In [71] authorsidgish between new users and new
connections or old connections with updated QoS requirgsn@enerated by subscribers al-
ready admitted to the network). So when a new request ainvitee system the Base Station
determines if it is a new user or not. In the first case, if tla@eenot enough resources to support
all users, the new user is rejected, while the QoS of regdtasers is maintained. Instead, if
the user is already registered and the request is only a nemection, the resources are re-
distributed among the different connections of the same aseording to a greedy approach
that tries to favor traffic classes with higher priority. Tiesources for BE of registered con-
nections are borrowed by the new connection with higherriyioif there are not sufficient
resources to support all connections, it is supposed tostfpe UGS and RTPS connections
already existing in the system, possibly rejecting the nemnection. In [72] admission control
problem is decomposed into two independent uplink and dowrsubproblems. Admission

tests on UL and DL are made and only the connection requesttp#ss both admission tests
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can be eventually accepted. Each single subproblem is emdgmtly studied as an optimiza-
tion problem under a certain objective function, which ddauaximize the revenue of service
providers or the satisfaction of subscribers. From a serprovider’s point of view, the objec-
tive of a good admission control strategy is to admit as magysias possible, while ensuring
the feasibility of the resource allocation; on the otherchasers would prefer admission control
policies that can achieve maximal utility or, equivalenthe maximum access bandwidth. The
optimal revenue strategy, which only considers the profgas¥ice providers, is also known as
the stochastic knapsack probleffv3],[74]). The problem can be posed in these terms: given
a set of requests with associated different priorities, ege service provider evaluates the
“average revenues” generated by accepting them and hesathaitonnections which guaran-
tee higher “revenues”. Authors in [72] combine a revenuategy with a fairness approach, in
order to reach a satisfactory tradeoff between serviceigeos’ and subscribers’ needs. In the
first part the proposed algorithm allocates a certain amolndandwidth to each traffic class in
order to guarantee fairness constraint, while in the sepbiade, to meet the utility constraint,
only the traffic classes that can produce an utility highanth fixed threshold are chosen as
possible candidates for bandwidth allocation.

The loading-based admission control, in which the numbesefs already admitted in
the system or the total resource utilization factor are imned to make the admission choices,
has an advantage due to its simplicity and easy implementdiut it can be less efficient than
other measurement based schemes. Authors in ([75],[76Bider admission control policies
which optimize objective function such as the blocking @tprobability subject to signal qual-
ity constraint. In [77] a scheme based on the direct momgpof the QoS metrics is presented.
Specifically the QoS parameter taken into account is theydeédined as the total time during
which a packet resides in the wireless system includingdidivey and transmission times. An
arriving packet is efficiently rejected if its estimatedalels larger than the pre-defined thresh-
old. In [78] authors develop a queueing model based on destirae Markov chain (DTMC) to
analyze packet-level QoS performances (specifically tieeage packet delay) in an OFDMA
context. The peculiarity is that they use a fuzzy logic apploarguing that the system pa-

rameters, such as channel quality measurements and tr@fficesparameters, are often very
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imprecise and so it is difficult to provide accurate estirmaBased on this consideration, rather
than relying on these imprecise input informations, they th® number of allocated subchan-
nels and the 'fuzzified’ amount of load in the cell for decgliih an incoming request can be
accepted or not. In [79] an optimization stategy to minimazeveighted sum of blocking” is
definied: each traffic class is modeled through a blockingpgidity and a weight; depending
on the values of weights, the “minimum weighted sum of blagkstrategy” can give different
priorities to different traffic classes.

Generally, the feasibility of the resource allocation adchassion control strategies de-
pends on the number of high-priority (HP) users in the nekwanm fact a large number of HP
users would render their management infeasible. HP useiis general variable in their data
rate requirements and so a HP user is admissible only if ttveonke has enough resources to
satisfy its QoS requirement. Authors in [80] follow an apgrb that aims to maximize the total
utility of the BE users after satisfying the HP users’ demarttey identify bit-rate and bit-error

rate (BER) as QoS metrics.
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Parameter Value
Carrier Frequency 2500 MHz
K 864
Kppy 18
U 48
Tsym 102 s
B 10 MHz
dsite 1000 m
UMS 3 km/h
Scenario Macro | Urban Macro 15 AS
Scenario Femto Urban Micro

Table 8: Main system parameters.
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Table 9: User associations in the different scenarios.
5 Asimulation analysis of hierarchical network performance

Simulations were run for the macro-femto context (with aermpccess configuration for the
femto-BSs), considering four different scenarios and vayyhe number of femtocells, the per-
centage of resources usage and the power budget for macferat@dBSs. A random allocator
performing, respectively, a uniform distribution of powger the allocated resources and an op-
timized power distribution (i.e. according tonater fillingapproach) was implemented in each
cell.

Table 8 summarizes the numerical settings adopted in stranjavheredy;, is how
the distance between two macro-BSs. Macro and femto enmieats are respectively approx-
imated with the Urban Macro and the Urban Micro models (dbsdrin the Appendix). All
the simulated scenarios are characterized by constantersrabmacroBSs (2) and users (100
per macro-site, for a total number of 200 users randomlyagpaeross the entire network). The
macro-BSs and the MSs positions are the same in all the sagpahile the femto-BSs (which
number varies in each context) are located among the ma8sp-&cording to a predefined
position grid. Fig. 24 plots the four considered layouts &able 9 summarizes how the users

are distributed among the macro-cells and the femto ondwidifferent contexts.
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Figure 24: Layouts (dimension in meters) associated to the simulatedasios.

Just as an example, Fig. 25 plots a snapshot of the assosidiothe scenario with 2
macrocells and 4 femtocells. Different colors show how @ @sers are distributed among the
serving-BSs in this particular context. Remember (see thy@eAdix for more details) that, due
to the toroidal implementation of the layout, femto- or ne&Ss located on an outer edge of
the grid are replicated on the opposite side.

Different from the simulations run for the homogeneous erténd described in section
3.4, now the focus is on a single allocation step. In eachast®reach MS is associated to a
fixed BS, from which the received signal strength is the gfjest. Each BS (macro or femto
one) independently assigns resources to the associateslinse random way: one hundred
different random resource allocations are performed asdteare averaged. Simulations aim
to evaluate how the presence of femtocells can affect theanktperformance under different
conditions, mentioned at the beginning of paragraph.

The results are discussed in the following sections: peravi® aggregated capacity

values were taken out in order to highlight respectivelyymer and macroscopic effects due to
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Figure 25: Distribution of users among the serving-BSs in the 2Madfemito scenario (grid in meters).

the introduction of a varying number of femto-cells in théwark.

A brief introduction merits the last section of the chaptenere energy considerations
are taken into account. Nowadays the trend is to develomgneavorks, with a low ener-
getic impact. So energy considerations play an increasigminant role in the planning of
next-generation networks. Our simulations confirm thatteeBSs provide a consistent im-
provement in the system capacity maintaining, at the same, ta very low energy consump-
tion, compared to the macro-BSs. For this reason the usembéells represents a suitable
solution for the deployment of green technologies. We mamgy considerations about the
radio base stations comparing, through simulations, tkeggrwasted to transmit a bit respec-
tively by macro and femto stations. In order to make a core@enlysis, we also evaluated the
energetic impact at the user-side. In this case we refeorélaket802.11 technology, for evalu-
ating experimental measurements, and specifically to a amd8B dongle, under different
operation conditions (different PHY transmit rates anddrait powers). The rationale of this
study was to understand the impact of transmit power tunamgghe overall card consump-
tion, under the assumption that 3G USB cards (over which waealdave full configuration
control) will exhibit a similar behavior. Furthermore, taecurate measurements performed in
the 802.11 environment have allowed the identification ef¢bnsumption quota of different
card sub-systems, including the power amplifier, the RRtfemd, the baseband and the host

interface.
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5.1 User Capacity Distributions

In this section the cumulative distributions of per-usgramty values (averaged on 100 itera-
tions) are compared. Specifically, for each scenario ana fiored power allocation strategy
(uniform or according to thevater filling approach), three distinct cumulative functions (re-
spectively for all the users in the network, for the userseaissed to the macro-BSs and for the
users associated to the femto-BS) are taken into accourg.eValuation has been carried out
in order to characterize the average behaviour of all useme side, while maintaining sep-
arate statisticts for users associated to macro-BSs (terégbeled as macro users) and users
associated to femto ones (labeled as femto-users).

Fig. 26 plots these functions in the different scenariosumstamination. When femto-
cells are present in the network, femto users get capadiesaignificantly higher than those
experienced by macro users. The curves associated to the teers in fact overlap with the
top of the cumulative functions of all the users, vice vefsadurves associated to the macro
users lie down on the bottom of these curves. The greatee isuimber of femtocells, the more
the curves shift to the right, which means higher capacityasfor the users. This phenomenon
is more evident in the next section where the aggregateccitppalues are considered. An-
other aspect that emerges from the figure is that the curngexiased to thavater filling are
better than those ones associated to the uniform powelaéitbmcscheme from a certain point.
In this regard, for a fixed scenario, by comparing the veabbyzer-MS capacity values of the
uniform and thewater filling case, we noted the presence of zero values only in the |ai$er c
This is due to the principle on which theater filling algorithm is based on: it prefers to assign
zero power when a resource is too bad, preserving it for teerbsources. Consequently users
to which the allocator has assigned scarce resources caeigevalues of capacity. From a
global point of view however thesater filling improves the system performance, as shown in
the following sections. On the other hand, when an unifornvgraallocation is considered, a
constant quota of power is always assigned, regardleseaktource quality. Consequently
even the worst users get values of capacity different froro.ze

Table 10 resumes the main statistics of the curves plottdéign 26. Average and
standard deviation values are associated to the cumutiist@outions of all the users, while,
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Figure 26: Cumulative Distribution Functions in comparison.

together with the average, we chose to characterize madréeanto cumulative distributions
through the data rate fairness index, defined in section 3.3.

The analysis of the average values shows that the incremémt number of femtocells
has beneficial effects in all the cases, even for the macms.uSkis may seem counterintuitive
because as the number of femtocells grows, we could expaetimerference to macro users.
We analyzed this aspect with a specific set of simulationscevesidered as reference just a
macro-user associated to the same macro-BS in all the saenBor each scenario we consid-
ered 100 iterations forcing the allocator of this BS to assilfjthe resources to the selected user,
continuing the other BSs to allocate resources to theirsuserdomly. For each iteration we
estimated an average value of per-resource capacity exgged by the selected user. Then we
averaged all these values, obtaining a single estimatioegoh scenario. We compared these
values and we noted that they decreased by increasing thieemohfemtocells, due to the in-

terference introduced by them. Nevertheless, for a fixedomuraf users in the network (in this
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CDF All users CDF Macro users| CDF Femto users
avg st dev avg FI avg FI
un | wf un wf un | wf | un | wf | un | wf | un| wf
2M-0F |0.250.27 1.87E+05 2.25E+050.250.270.650.59 / | / | [ | [

[ 2M-4F [0.890.9815.74E+0517.59E+0%0.310.320.670.633.734.220.750.77
[2M-8F [1.431.6321.14E+0%24.01E+0%0.340.370.660.613.854.430.720.74
[2M-16F[2.182.5327.80E+0532.30E+0%0.440.490.570.564.07]4.730.650.65

Table 10: CDF statistics (average values in Mbps).

case 200), when the number of femtocells increases, usewsopsly associated to macro-BSs,
migrate to femto-BSs. Consequently macro-BSs are lesgtbad residual macro users obtain
on average more resources (although scarce), resultingim@ovement of their capacities.
Standard deviation values show an increasing dispersigheotapacity values when
the number of femtocells increases. The comparison ofdagnndices also shows that the
repartition of the capacity among the users is less fair whemumber of active femtocells is
high. Moreover the distribution of power according to thater filling approach, compared to
the uniform distribution, improves the fairness among #ratb users (they experience similar
good channel conditions), and degrades the fairness arhengéacro users (occurring in this

case a higher variability in the channel conditions).

5.2 Benefits of partial resource usage

A partial usage of resources was tested by forcing only therorBSs to use a fraction of the
available resources (respectively 10, 50, 70 and 100 permrconsistency with the simula-
tions run in the homogeneous case). Different from the presscontext, however, the choice
made by BSs about the resources to use is how random (i.enaot isased on the best SINR
values experienced at the previous step). Results are simoftig. 27 in which the aggre-
gated capacities (total, macro and femto) are plotted, byivg the scenarios (the number of
femocells) and the percentage of resource usage.

Apart from the scenario with only macro-BSs, in all casesimol femtocells are active
a partial usage of the resources is beneficial in terms oeggded network capacity. Itincreases
more and more by reducing the percentage of allocated res®um macro cells, due to the

increment of femto users capacities. Their growth is pradant on the decrease of macro
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Figure 27: Impact of partial resource usage in macrocells.

users capacities and so even a 10 percent of resource usageiacells would seem to be
justified. However it is worth recalling that usually a minim data rate must be guaranteed to
macro users too, so a solution with a very low percentageletatied resources in macrocells
can not be practical in the reality, although it leads to amement of the overall capacity.
Because of the different scales of values, Fig. 28 plotstdparaggregated capacities
of macrocells, in order to emphasize the difference betwieemniform distribution of power
on the assigned resources and the application ofvdter filling scheme. Figures show the
aggregategrosscapacity, without considering the resource consumptiantduhe signaling
overhead. Itis possible to note that the simple uniformcalfmon scheme, requiring no feedback
from the MSs, provides results comparable with Weger filling scheme when the number of
active femtocells and the percentage of resource usagewurdn fact in contexts where the
number of BSs (macro and femto ones) is high, the interferéels in general are higher too,
consequently the difference between good and bad resoisrcesre relevant and theater

filling has a greater impact. Moreover, if the number of samplesifrees) on which the power
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Figure 28: Impact of partial resource usage in macrocells (Macro @)rve

optimization must be done is low, uniform angter filling approaches lead to similar results,
while, if the number of resources (depending on the pergentéresource usage) is high, the
difference between the optimized allocation of power amduthiform one is more marked.
Finally, in order to make more general considerations, \8e abnsidered the case in
which all the BSs in the network (i.e. including the femtosB&ave to perform a partial use
of available resources. We ran simulations under this aggam the results are plotted in Fig.
29. In order to make an immediate comparison with Fig. 27, mase to adopt the same scale
for the graphs of the two series. Fig. 29 shows that forcingtd8Ss to not use all the available
resources too causes slight beneficial effects to macre bsey on the other hand, penalizes

femto users. The result is no benefit from the network petsec
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Figure 29: Impact of partial resource usage both in macrocells andnmdeells.

5.3 BS-side energy considerations

In order to evaluate the impact of BS power setting on the odtywerformance, simulations
were repeated varying the transmission power levels asgalcio macro- and femto-BSs. We
considered as a reference case a power budget of 20 Watt@nwiait respectively for macro-
and femto-BSs, that is also the configuration considered thasimulations considered so far
in this chapter. We ran a first set of simulations raising th&gr level of macro-BSs to 30 Watt,
maintaining the femto power level to 0.01 Watt. Then we régekthe simulations by increasing
the femto-BS power level by a factor of 10 (from 0.01 Watt tb B/att), maintaining the macro
level constant to 20 Watt. All the results, averaged over il€@tions, refer to a total usage
of resources in each cell. Figures 30 and 31 respectivelytipdoaggregated capacities (total,
macro and femto) for the configurations of power describexv@bThe first graph in both the
figures is relative to the reference case 20 Watt-0.01 Watt.

An increment of the power levels used in macro-cells leads ltawer network aggre-
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Figure 30: Effect of the increment of macro-BSs power levels.
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Figure 31: Effect of the increment of femto-BSs power levels.

gated capacity in all scenarios in which femtocells aregmesdn fact it has a marginal positive
effect on macro users compared to the devastating effecémtofusers, whose interference
level becomes unacceptable. On the other hand, an incremt@etpower levels used in femto-
cells leaves almost unchanged the situation of macro ubersg almost irrelevant for them
a change in the range considered for femto-cells) but ittlyr@mhances the service level of
femto users (who already experience privileged channaditions). This is an important result
because it shows that, acting opportunely on the configurg@rameters of femto-BSs (in this
case setting an appropriate level of power), throughpdbpmaance of femto-users can be fur-
therly optimized. Moreover unlike the macro-BSs, the canigion of these femto-BSs can be
performed directly by the end users.

Finally, Figures 32 and 33 show the BSs energy efficiencieterms of per-bit energy

consumption. Graphs at the top of each series plot macroantbfenergy consumption to-
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Figure 32: Changes in the system energy efficiency due to the increasaai-BSs power levels.

gether, in order to make an immediate visual comparison @fttfo contributions. Graphs
below instead separately show the individual curves (esmdy macro and femto), in order
to emphasize the impact @fater filling on the energy consumption of BSs. Both in Fig. 32
and 33 the first column refers to the configuration 20 Watt-G\&tt, taken as a reference. In
the previous sections it was showed that femto-BSs enalitessistent system improvement
in the system capacity. In addition to this, now figures destrate that femto-BSs maintain,
at the same time, the energy consumption significantly |ainem macro-BSs, even three order
of magnitude lower. Overall, you tend to have higher enemysamption in crowded scenar-
ios, i.e. scenarios with a high number of BSs. In any caseafipication ofwater filling

always guarantees a lower energy consumption, becausptih@zation of the power distribu-
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Figure 33: Changes in the system energy efficiency due to the incredsentd-BSs power levels.

tion leads to a careful management of it, thus avoiding ueseary wastage of energy. A final
consideration is that when the power level increases, tisesianajor energy consumption: if
the power is set higher in macro-BSs, the macro energy copisoimgrows up, vice versa if

the power is increased in femto-BSs, the femto consumpises up, reducing the gap with the

macro level (even if it is still substantial).

5.4 User-side energy considerations

As mentioned in the chapter introduction, this section igotled to the analysis of the en-
ergy consumption at user-side, with reference to the Wighrtelogy for the reasons described
above.
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Due to the impressive proliferation in next generation reeks of mobile devices, equipped
with wireless interfaces and to the limited battery powewythely on, reducing the energy con-
sumption of WLAN interfaces has become increasingly a vaqydrtant research issue. Indeed,
several energy saving mechanisms, more or less techndeggrdent, have been explored in
literature.

Transmit power contro{TPC) has been largely proposed as a solution to improve the
performance of packet radio systems in terms of increaseddghput, spatial reuse and battery
lifetime for mobile terminals. However, the benefits of samt power control schemes on these
different performance figures may strongly depend on thd@yegd PHY technology and chan-
nel access mechanism. Most of the existing proposals dudné energy saving provided by
TPC in WiFi networks via simulation. These results are basegower consumption models of
WiFi interfaces, which are summarized into a set of powesaoamption values referring to dif-
ferent node states (namely, transmitting, receiving, alé doze). Obviously, the performance
evaluation of these schemes strongly depends on the settihgse values.

We dealt with the problem of quantifying the energy savirgg ttan be provided in WiFi
networks by means of TPC [81]. To this purpose, the powerwapsion of some commercial
WiFi cards under different transmit power levels was experntally characterized. We carried
out several experimental tests under different operatarditions and modulation schemes.
Our methodology, similarly to the methodology described[&2],[83]) has been able to pro-
vide: i) a direct measurement of instantaneous card consomnspand ii) an indirect measure-
ment of average (or per-packet) energy consumptions. r@iftey from previous results, the
approach here reported aim to rigorously control the trainsower and to compare the OFDM
and DSSS modulations. The results, described in the fallgwections, show that little space
should be left to TPC for effectively reducing energy conption of WiFi cards, due to the
power consumed in idle states.

The rest of the chapter is organized into three further sestiln the first one the 802.11
standard is briefly reviewed in order to define different cstaites corresponding to different
power consumptions. Then a description of the experimesntsade, by illustrating the used

methodological approach and the measurement elaboratams section is dedicated to pro-
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vide a card sub-system decomposition, enlightening the faxxever consumption overheads.

5.4.1 Energy consumption in WiFi cards

Regardless of the specific card implementation, we can éxipatcthe energy consumption of
WIiFi cards depends both on physical layer (PHY) and mediuoesx control layer (MAC)
operations. As far as concerns the PHY layer, in currentl8@#Zb/g standards different mod-
ulations (e.g. DSSS and OFDM) and coding schemes are alaflabframe transmissions.
Each scheme corresponds to a different activity internvgiired for transmitting or receiving
a frame, which leads to different energy consumptions. lhagg each scheme also exhibits a
different processing complexity, which may cause furthi##ecences in the instantaneous power
absorption. As far as concerns the MAC layer, the WiFi stashitabased on &arrier Sense
Multiple Access with Collision Avoidan¢€SMA/CA) protocol, calleDistributed Coordina-
tion Function(DCF). DCF has been designed for optimizing wireless meditiization while
maintaining the protocol simplicity. Therefore, it is bdsen some design choices which do
not take into account energy consumption problems. For piagrthe use of an asynchronous
access protocol is intrinsically inefficient for the reasoliscussed in this section.

DCF operations can be summarized as follows. A station withva frame to transmit
has to monitor the channel state, until it is sensed idle fmeréod of time equal to Bistributed
InterFrame Spacé€DIFS). If the channel is sensed busy before the DIFS expirathe station
has to add a further backoff delay before transmitting, aeoto avoid a synchronization with
the transmissions of other stations. The backoff interwalatted for efficiency reasons and is
doubled (up to a maximum value) at each consecutive failetstnission. Frame transmissions
have to be explicitly acknowledged with ACK frames, becatieCSMA/CA does not rely
on the capability of the stations to detect a collision byrimgathe channel. The ACK frames
are immediately transmitted at the end of a frame recepéfiar a period of time calle8hort
InterFrame SpacéSIFS) shorter than a DIFS. If the transmitting station doefsreceive the
ACK within a specified ACKTimeout, it reschedules the packet transmission, acogidithe
given backoff rules.

These access operations imply that a new frame transmisaiostart at any time in-
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stants on the channel and active stations have to contityumasitor the wireless medium in
order to intercept incoming frames. As a consequence, @stsppends a significant amount
of time in monitoring the channel, regardless of the pres@iégncoming or outcoming traffic.
Summarizing, during the activity intervals, a WiFi card damin various operational states,

which include:
e transmission, when the card is involved in the physicatiadon of an ongoing frame;

e reception/overhear, when the card is involved in demoahgat frame destinated to itself

or to another station;

¢ idle, when the card is monitoring the channel, ready to resfeannel busy signals, but

no signal is present;
e doze, when the card radio transceiver is turned off.

Different operational states correspond to different paatsorptions. LetV,,, W,.., Wi4. and

Wao-e D€ the generic power absorbed, respectively, in transomsseception, idle and doze

state. Regardless of the card implementation, we can eRpdt;, > W, > Wige > Wysse.
Assuming that no power saving mechanism is employed (ieecéind never switches to

the doze state), the minimum ener8y,;,,(T') consumed in a given activity intervalis:

Emin (T) = I/Vidle -T (33)

This minimum consumption is experienced when the card doesransmit and receive any
frames during the whole activity time. Conversely, the ggeonsumption is maximized when
the card spends the maximum possible time in the transmissate. Since the standard lim-
its the maximum frame size, this condition is verified whethg card transmission buffer is
never empty (i.e. the card works in saturation conditiomg)he frames are transmitted at the
minimum PHY rate; iii) no other station accesses the channeé ratiotx of the time spent

in transmission for a card working in saturation conditiansabsence of contending stations,
can be easily evaluated by considering the beginning of atreavemission as a regeneration

instant. Specifically, beiny Tp 474, andT4ck, respectively, the average time spent in backoff,
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Figure 34: Power measurement setup.

in transmitting a data frame and in receiving an ACK framegsults:

_ Toara (34)
Tpara + SIFS + Tackx + DIFS + b

tx

For example, for the maximum admittable payload size of 23@é and the 802.11g PHY, it
resultstz = 0.95% at 6 Mbps andz = 0.70% at 54 Mbps. The ratiox of the time spent in

reception corresponds to the ACK duration ratio within asraission cycle, i.e.:

_ Tack (35)
Toara + SIFS + Tacx + DIFS +b

rx

For example, for the previous case of 802.11g PHY with a @aylength of 2304 byte and a
data and acknowledgment rate of 6 Mbps, it results= 1.2%. Given thetz ratio andrz ratio,

the average power consumptiin can be evaluated as:

W=te Wy +re W+ (1 —te—rz) Wige (36)

Therefore, the energkf(T') consumed during’ results:

E(T) = W . T S [tIWm + (1 — t:L’)VVidle] . T = Emm + tx - (th — M/z’dle) . T (37)

5.4.2 Energy consumption measurements

Methodology To the best of our knowledge, in literature there are a fewitéet measurement
studies of the energy consumption of WiFi Cards. These stuctin be divided into two gen-
eral approaches: i) indirect measurements, obtained bytamnimyg the total energy consumed
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by laptops whose WiFi interface is enabled or disabled,iidd measurements, obtained by
monitoring the input current drawn by the network card. Wkfeed this second approach, for
the case of USB WiFi cards. In fact, for these cards, it is imigke to probe the input current,
by accessing the ground wire of the USB cable. Specificadlghown in Fig. 34, we inserted a
test resistor along the ground wire, in series with the cand, we measured the voltage at the
resistor. Measurements were obtained using a 500 MHz Agligrtal oscilloscope, devised to
acquire a complete voltage trace during an acquisitiomvatd’. By opportunistically tuning
the temporal granularity of the oscilloscope traces, weatte to monitor the current values
drawn during frame transmissions, frame receptions, atlanonitoring and backoff. The in-
stantaneous power consumptions are then evaluated, inyfreghesis of fixed input voltage
Vin = 5V and resistive input impedance of the card, as:

P(t) = v, " 38)
wherewv(t) is the direct measurement of the test resistor voltage,vétd R is the indirect
measurement of the current drawn by the card. Elaboratiagfitilloscpe traces, we also
averaged the instantaneous values for characterizingltheW,., and W,4. values and the
overall average consumptidi. In order to cross-validate our results, we performed some
additional measurements by means of a digital multimeteis ihstrument allows tracking the
average power consumption at time scales much longer theamee ftransmission time (e.g.
1 second). Thus, we compared these average values withatherations of the oscilloscope
traces.

Although the results presented in this thesis mainly redethe D-Link DWL G-122
card, based on the Ralink chipset RT2500USB, we repeatedheasurement campaign for
other test cards (namely, Netgear WG111v2, Asus WL-167G.amdgys WUSB 300N), and
for different operating systems (Windows and Linux). TharfoViFi cards are depicted in
Fig.35.

The host laptop was an Acer Extensa 5220, connected in adrlode with another
identical laptop. As a traffic generator, we used the Ipedi ®ol with a CBR source over

UDP. Unless otherwise specified, the source rate has been#Mbps (in order to guarantee
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Figure 36: Power Spectral Density of OFDM and DSSS signals, for Ptx =B# @&nd Ptx = 0 dBm.

saturation of the transmission buffer) with a frame lengiha to 1470 bytes. We ran different
experiments, changing the PHY transmit ratend the PHY transmit power Ptx employed by
the cards. These parameters have been changed by meansafdhmnfiguration interface
at the driver level. In some cases (e.g. the very recent kmksird), some configuration
options were not available. Therefore, we used the D-Linkl @& a reference card thanks to
the availability of a full featured driver.

We carefully checked that the values specified at the dreaszllwere conform to the
actual values adopted by the cards. About the PHY transieit wee considered a very simple
validation test, by comparing the actual frame transmistimes with the expected ones. The

actual frame transmission times have been measured at ¢il®g=Ope, by identifying time
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intervals during which the card drew the maximum currentugal About the PHY transmit
power, we monitored the RSSI values sampled at the recavelifferent configuration of the
transmit power, while maintaining the transmitter and theeiver node at the same position.
We noticed that the RSSI values experienced incrementsooemhents corresponding exactly
to the changes applied at the transmitter side. Some erospliave been found when we
set transmit power values higher than 15 dBm. In fact, degpi regulatory limit is higher,
some cards do not allow settings higher than 15 dBm. Finallyalso checked that tHeower
Spectral Densit{PSD) revealed by means of a spectrum analyzer changedegragnt with
the PHY transmit power. Fig. 36 plots some traces of our spectnalyzer, obtained for
Ptx=15 dBm and Ptx=0 dBm, in the caseref6 Mbps (OFDM modulation) and=11 Mbps
(DSSS modulation).

Impact of transmit power Figures 37 and 38 plot the power absorption traces colletied
ing some experiments lastirig=5 ms. The figures refer to the D-Link DWL G-122 card and
have been obtained for Ptx=15 dBm (Fig. 37) and Ptx=0 dBm. (BR) at different transmit
rates (namely, 1 Mbps, 6 Mbps, 11 Mbps and 54 Mbps). Unlessatbe specified, we always
refer to this test card.

Focusing on Fig. 37, we can easily recognize the differemking states of the card un-
der test. The higher power levels correspond to the trarssomstates, whose duration depends
on the employed rate. The time intervals between two cotisectiansmissions correspond
to the reception of the ACK frames and to the subsequent rarmbkoff process. The figure
visualizes that the power consumption experienced duhiege two phases, i.e. in reception
and idle mode, is substantially the same. In order to betseralize the ACK reception times,
we set the network basic rate at 2 Mbps. In each trace, we cagmeze a narrow spike over the
lower level at the end of each frame transmission, whichesponds to the ACK reception. For
the 54 Mbps trace, we can observe two small spikes betwednatiemission of the sixth and
seventh frame. We verified, by means of a traffic sniffer, thatspike is due to the reception

of a beacon frame transmitted by the rec€liver

We recall that in ad-hoc networks, all the nodes scheduld#aeon transmission at regular time instants.
When a given node succeeds in transmitting the beacon gatittter pending ones are suspended.
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Figure 37: Instantaneous power consumption in saturation condifiendifferent transmit rates - Ptx =
15 dBm.

By comparing Fig. 37 and Fig. 38, it is qualitatively evideghat for Ptx=0 dBm
the powerlV,, consumed in the transmission state is reduced. Howeven, aueduction is
marginal for the OFDM modulated frames (i.e. for the 6 Mbpd &4 Mbps cases), while is
appreciable for the DSSS ones. The power consumption exmed in reception and idle state
is approximately the same in both the figures.

Table 11 quantifies our previous considerations. We estidnételV,,., W, and W,
values, by quantizing the traces plotted in Figures 37 andt®8&hree different levels (an high
level for the transmission state, an intermediate leveliferreception state, and a low level for
the idle state), and by averaging the instantaneous vatllested for each level. By using these
estimates, we evaluated the average power consumptiordaogto eq. (36) and we compared
such an evaluation with the trace average values and witmtliemeter measurements. The
average values have been summarized undéittmlumn and identified, respectively, by the
Eqgn, Osc and Mul label. The results obtained with the three different methagies are in
good agreement. Since equation (36) is based on the congoutdtthe frame transmission
times, the agreement of these results also proves that i@ sansmission rate is equal to the
nominal one, set at the driver level.

From the table, we can observe that the power consumed iptiead]V,.,) and idle
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Figure 38: Instantaneous power consumption in saturation condifiendifferent transmit rates - Ptx =
0dBm.

Wi Wie Widie WisiBm WoaBm

r 15 dBmO0 dBm15 dBmO dBm|15 dBmO dBm Eqn| Osc/Mul |Egn| Osc/Mul
1Mbps| 1.98 | 1.54| 140 | 1.40| 1.38 | 1.38 |1.941.941.961.521.491.53
11 Mbps 2.06 | 1.56| 1.40 | 1.40| 1.38 | 1.38|1.841.861.791.501.541.49
6 Mbps| 1.85 | 1.64| 144 | 1.44| 138 | 1.38 |1.771.771.741.601.621.59
54Mbps 1.85 | 1.64| 144 | 1.44| 1.38 | 1.38 |1.57/1.551.51/1.491.461.44

Table 11: Per-state and average power consumption values [W].

(W) State are comparable in all the cases. By reducing themiapswer Ptx from 15 dBm
to 0 dBm, théV,, values are reduced of about 20% ferl Mbps and-=11 Mbps (DSSS case),
and about 10% for=6 Mbps and-=54 Mbps (OFDM case). These reductions are reflected in
lower percentual reduction of the average power consumptio Note that the table refers to
a card working in saturation conditions. Since in most caélsegransmission time is a small
fraction of the whole activity time, the reduction of thE,, values by means of TPC has a
marginal effect on the overall energy consumption of thelsar

Finally, Table 12 summarizes the results of similar measerds carried out with dif-
ferent cards. From the table we note that, for each cardiithe andW,., values are compa-
rable. For the cards transmitting at 15 dBm, we also notetbi@apowenV,, consumed in the
transmission state may vary from 1.85 W up to 2.69 W becauskiffefent card designs and

implementations.
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Card PtX | Wi | Wi | Wiate
Linksys| 15 | 2.69| 1.65| 1.61
Netgear| 15 | 2.01| 1.58| 1.39
Asus | 12 |1.40|1.01| 0.97
D-Link | 15| 1.85| 1.44| 1.38

Table 12: Power consumption values for different cardsifet 6 Mbps [W].

r W | Thr | E(T)bit
1 Mbps | 1.94] 0.915 | 2.12e-6
11 Mbps| 1.86| 6.192 | 3.00e-7
6 Mbps | 1.77| 4.458 | 3.97e-7
54 Mbps| 1.55| 13.706| 1.13e-7

Table 13: Average power [W], average throughput [Mbps], and energybiidJ/b] at different rates.

Impact of transmit rate  The most evident effect of the PHY transmit rate on energy con
sumption is obviously related to the duration of frame traissions. As the transmit rate in-
creases, the ratir spent by the card in transmission state is reduced, thulingsun a lower
averagdV value. Moreover, the reduction of the transmission timks\a to deliver an higher
number of frames durin@’. Therefore, the per-bit energy consumption is further oapd.
Table 13 quantifies these considerations by summarizinglthgvhich is proportional to the
energy consumptio’(7")), the average throughput, and the per-bit energy consomptp-
served in saturation conditions at different rates. Froatdble, we can conclude that the PHY
transmit rate strongly affects the per-bit energy consiongif the cards.

In section 5.4.1, we have implicitly assumed that each caharacterized by a fixed
W, value, which does not depend on the transmit rate, and tbhtasualue is constant during
the whole transmission interval, 47 ,. However, these assumptions are not rigorous. In Table
11 we can see a clear difference between the OFDM and DSSSatiods (V.. is about 1.8
W for the OFDM case and about 2 W for the DSSS one). While in OFDbdtle thell/,, is
about the same for the 6 Mbps and 54 Mbps case, some differapgear in DSSS mode, as
the transmit rate changes from 1 to 11 Mbps. In order to betsealize this phenomenon, Fig.
39 plots the instantaneous power consumption observetddddESS modulations. The traces
collected at different rates have not been labeled, sinceaweasily recognize the 1, 2, 5.5 and
11 Mbps traces according to frame transmission duration.

From the figure it is evident that the instantanet(s values slightly grow as the trans-
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Figure 39: Instantaneous power consumption at 1, 2, 5.5. and 11 Mbps.

mit rate increases. We suspect that this increment is dinetadditional processing complexity
introduced by the higher rate modulations. At the beginwifidpe frame transmissions, for the
5.5 Mbps and 11 Mbps traces, we can also recognize that thenpfe transmission is charac-

terized by a power consumption lower than during the rest@ftame.

5.4.3 Energy consumption components

The power consumption measurements described in the presextion have been obtained by
considering the card under test (i.e. a D-Link DWL G-122 gasla black box. In other words,
we characterized the instantaneous power consumptiomutiidentifying the different hard-
ware components responsible of partial absorptions. bhdbe decomposition of the overall
consumption into independent sub-systems performancleeaery enlightening for the design
of effective power saving schemes.

Fig. 40 shows a card block diagram, analogous to the one teéepic [85]. The card
has been decomposed into: a Power Amplifier (PA), an RF stédray®RF), a MAC/BaseBand
processor, and a USB host interface (USB).

Each of these sub-blocks gives a different and easily razagle contribution to power
consumption. The Power Amplifier is relevant only duringhanission bursts. Most WiFi im-

plementations feature an external power amplifier. Theore&sr choosing an external power
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Figure 40: System blocks of a USB WiFi card.

amplifier is that the realization of low-voltage CMOS lingawer amplifiers for OFDM sig-
nals is an extremely challenging task. In fact, the OFDM aitpas a very higPeak-to-Average
Power Ratio(PAPR) which makes difficult designing efficient linear powenplifiers. The RF
subsystem, which is responsible for frequency synthegigsigsonization, up and down con-
version and low-noise amplification, absorbs power whike ¢ard is not dozen. The power
consumption due to baseband processing is very differqperdBng on if the station is trans-
mitting or receiving. When the card is in transmission stiie baseband processor just encodes
and modulates the frames, thus resulting in a very lower poargsumption. Conversely, when
the card is in reception state, several actions are needellas timing and fine frequency syn-
chronization, channel estimation and equalization andhéncase of OFDM signals, channel
decoding. All these operations make the baseband progessire power-eager during recep-
tion than during transmission. Since the MAC processingmas/ent-based low-rate schedule,
its power consumption is very low. Finally, a component viaagrnes out to have a significant
contribution to the overall power consumption is theiversal Serial Busnterface to the host.

In the following, we try to dissect separately the contribatof each component.

Power amplifier We can identify the power consumptid¥ir 4 due to the power amplifier by
consideringVp 4 = Wy, — Wig. From Table 11, for a nominal Ptx value of 15 dBm, it results
Wpa ~ 600 mW in the case of DSSS modulations, &fid, ~ 470 mW in the case of OFDM
modulations. Such values are compatible to a power ampdifiiency of about 5%.

Note that the lowelVp, value experienced under the OFDM mode is not due to an
higher efficiency in amplifying OFDM signals. In fact, by @grating the PSD traces collected

by the spectrum analyzer, we found that, despite of the saménal transmit power, the power

2The most efficient power amplifiers found in the literaturgehan efficiency which may approximately vary
from 40% [86] down to less than 10% [87] as the amplifier gagréases.
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radiated in OFDM mode is 4.4 dB lower that the power radiate®$SS mode. This phe-
nomenon can be explained as a side-effect of the non-ligeafrthe power amplifier. When
operating in DSSS mode (i.e. with low PAPR), the power anmgliéan be fed with high level
signals, without triggering spectral spurs. Converselyemoperating on OFDM signals (i.e.
with high PAPR), the signal levels have to be attenuatedderdtio avoid spur signals impairing

the spectral mask requirements.

RF front-end and baseband processing We assume that the baseband power consumed
when the card is in transmission state is neglegible. Asgaroacern the reception state, we
identify the power consumptioiz g due to the baseband processingiass = W,.. — Wiqe.
From Table 11, it result8/zg ~ 20 mW in the case of DSSS modulations, &gz ~ 60 mW

in the case of OFDM modulation. As expected, Wigz computation leads to the same results
in case of Ptx = 15 dBm and Ptx = 0 dBm.

In order to compute the RF front-end power consumptiogy, we also measured the
instantaneous poweéi#/,,.. absorbed by our card while in doze state. The measurement has
been carried out by switching the card transceiver off. Bycpssing the oscilloscope traces,
we obtained an averag&,,.. value of 760 mW. Assuming that'i is independent from the

transmission or reception state, we considgr: = W;g. — Wyoze =~ 620 mW.

Universal Serial Bus / host interface We assume that the power consumption resulting in
the doze state is mainly due to the USB interface. Thereidig;g >~ Wyo.. = 760 mW. Our
measurements are compatible to the power consumption ofmanoo USB / Host interface
[85], which is about 600/700 mW. Note that this contributrepresents an high fraction of the
whole card consumption, being comparable tolfhe, value measured at full transmit power.
This high value may be explained with the high speed of the Pé&tured in the Universal

Serial Bus specification [88].
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C++ Matlab

—>

Figure 41: Semplified block diagram of the simulator.

6 Appendix

6.1 Part A: High level description of the simulator and interference model

The simulation results disseminated throughout the tlvesie obtained by using an interacting
MATLAB/C++ custom-made simulator (Fig. 41). It is based omixed geometrical-stochastic
model that can simulate a cellular layout including an aatunterference model.

Specifically, the network topologies considered in all theutations and the channel
evolutions have been implemented in C++, while the alleragiolicies and the capacity com-
putation have been implemented in MATLAB. The choice to usmdependent C++ simulator
for simulating the channels stems from the fact that thik taghe most critical one from a
computation point of view. Moreover, since the channel toehts depend on the physical and
propagation environment and evolve independently fromallacation policies, the channel
simulation can be carried out independently from the atioos, without affecting the overall
simulation accuracy.

The simulator has a clock-driven architecture, whose timeis given by the symbol
time. The C++ routine is executed at the beginning of the Etian and provides the BS grid,
the MS positions, the channel gain coefficients at each sitionl symbok € [0, T]. For each
simulation step, the allocation module is run sequentially at each BS, ireotd determine
the allocated PBUs and the power allocations on them. Suelg@estial allocation is only a
simulation feature and does not affect the system perfocman fact, whenever the allocation
module requires a channel state feedback, the feedbackusasl to be signaled in the previous
frame. Therefore, the interference is evaluated by consigl@ll the allocations performed at
timet — 1.

An example of a network layout is shown in Fig. 42 on the follogyage: it refers to a
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Figure 42: Example of a homogeneous network layout (grid in meters).

context with a single layer of BSs (macro-BSs) which senarsidisseminated throughout the
network.

The BSs (identified by red spots) are deployed on a reguldr(gccording to an hexag-
onal cell geometry), while the MSs (represented by diampads distributed on the whole
topology in a random way. All the stations are arranged orr@idal surface: thanks to this
implementation of the grid, the stations (BSs and MSs) kxtan the rightmost part of the grid
are adjacent those ones placed on the leftmost part of itlasiynthe BSs located at the top
of the grid are adjacent those ones arranged on the undefside grid. In this way a correct
signal/interference model is obtained, also for the statiocated on the edge of the grid.

The signal received by a generic MS consists\ofime-delayed multipath replicas of
the transmitted signal. Thesé paths are defined by powers and delays and are chosen ran-
domly according to the channel generation procedure engdgin [3]. Each path consists of
M subpaths. Each MS in the grid senses the presence of mBi§seand it associates itself
to the BS from which the signal strength is perceived as gegrconsequently the remaining
BSs are marked as interfering ones. With reference to theutagepicted in Fig. 42, for the
selected MS, the links towards the sensed BSs are markedlastied blue lines: the example
just shows as a BS, apparently far from the MS (because kaate¢he opposite side of the
grid), is actually sensed by it, due to the toroidal impletagon of the grid.

Fig. 43 on the following page shows another example of laywhtch instead refers to
a mixed macro-femto context. Two layers of BSs, the macra adentified by blue full spots

and the femto ones, identified by blue empty spots, are supesed on the same network,
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Figure 43: Example of a mixed macro-femto layout.

while the MSs, identified by red empty spots, are still arexhgandomly.

The figure also shows some additional details with respettdgqrevious layout de-
picted in Fig. 42 on the previous page. The three segmentdwd@part from the spots iden-
tifying the macro-BSs indicate that the macro-cells aredhsectored, while the segments de-
parting from the red spots indicate the motion directionhaf MSs. Three types of sectoring
are possible for the macro-cells, each one correspondirgdiferent implemented antenna
configuration: you may have non-sectored (which correspém@n omnidirectional radiation
pattern), 3-sector and 6-sector cells. The last two cordigans will be analyzed in detail in
the next section.

The number of BSs sensed by each MS depends on the channebss between the
MS and the BSs: depending on these gains, for a selected MS caBappeaunder nois«if
the signal coming from it is below the noise thresholdgskedby nearby BSs) oactive In
the first two cases the BS will not be detectable, viceversallite sensed as serving-BS or
interfering one.

Fig. 44 on the following page shows, for a fixed context andreege MS, thePower
Spectral DensityPSD) associated to the channels between the selected MBaB&s in the
grid: as shown in the figure, only a few BSs are on average atbevixed threshold, marked

by a dashed line, the other ones are undetectable for the MS.
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Figure 44: Example of PSD associated to MS-BSs channels.

6.2 Part B: BS antenna configurations

Different configurations and antenna patterns for the B8smplemented in the simulator, in

a consistent way with the specifications reported in [3].

Fig. 45 on the next page shows the angular parameters, eomgjch generic BS-MS

link:

e (Ups is the BS antenna array orientation, defined as the differbetween the broadside

of the BS array and the absolute North (N) reference diragtio

e Ops is the LOS Line of Sighf AoD (Angle of Departuredirection between the BS and

the MS, with respect to the broadside of the BS array;
® 0, 40p IS the AoD for then,, path with respect to the LOS Aof;
o A, 400 IS the offset for then,, subpath of the:,, path with respect té,, 4.p;

e 0, m.40p IS the absolute AoD for they;, subpath of they,, path at the BS with respect to

the BS broadside;
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Figure 45: Definition of BS-MS angular parameters [3].

Qs is the MS antenna array orientation, defined as the differbetween the broadside

of the MS array and the absolute North reference direction;

05 is the angle between the BS-MS LOS and the MS broadside;

On, 404 1S the AOA (Angle of Arriva) for then,, path with respect to the LOS Ao y;s;
Ay.m 404 1S the offset for then,, subpath of they,;, path with respect t6,, 4,4;

0,,.m. 404 1S the absolute AoA for thew,, subpath of they,;, path at the MS with respect

to the MS array broadside;
vis the MS velocity vector;
0, is the angle of the velocity vector with respect to the MS deided, = arg(v).

As mentioned in the previous section, besides the omnittresl antenna configuration,

two additional BS antenna patterns were implemented inithalator, in order to support 3-

sector and 6-sector macro-cell scenarios. These antentansaare designed for diversity-

oriented applications (i.e. large inter-element spacingdr beamforming applications that

require small spacings, alternative antenna designs dhmmiconsidered leading to different

antenna patterns.

The expression which describes the radiation pattern ohergeBS is:

A®) = —min[12(;7—, Ay (39)
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3-Sector Scenario

Antenna Boresight in
direction of arrow

Figure 46: Boresight pointing direction for 3-sector cells [3].

where: § (—180° < 6 < 180°) is defined as the angle between the direction of interest and
the boresight of the antenn@,, s is the 3dB beamwidth in degrees, adg, is the maximum
attenuation.

For a 3-sector scenaridz,z is 70 degreesd,, is 20dB, and the antenna boresight
pointing direction is shown in Fig. 46. Remember that theebmht is defined as the direction
to which the antenna shows the maximum gain. The correspoadénna pattern, for forward
and reverse links, is plotted in Fig. 47 on the next page: therma gain is 14dBi.

For a 6-sector scenariy,p is 35 degrees and,, is 23dB, which results in the pattern
shown in Fig. 48 on page 89; the boresight pointing direcisgolotted in Fig. 49 on page 90.
So, compared with the 3-sector antenna pattern, the beamisickduced by half to 35 degrees,

consequently the corresponding gain is 3dB higher (17dBi).

6.3 Part C: Implemented environments and correspondent PditLoss mod-

els

The 3GPP and 3GPP2 industry alliances jointly developedra#lanodels that can be used for
the evaluation of cellular systems with multiple antenrearednts. The models are defined for
three environments, which are also the environments imghtead in the simulator and cited in

the thesis, namely:
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3 Sector Antenna Pattern
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Figure 47: Antenna pattern for 3-sector cells [3].

e Suburban Macrocelvalid for BS to BS distances of approximately 3Km);
e Urban Macrocell(same assumption for the inter-site distance);
e Urban Microcell(BS to BS distance less than 1Km).

Macro cell environments assume that BS antennas are aboitepgdeigth, while for the urban
microcell scenario BS antennas are assumed to be at roadigihh

Table 14 on page 91 describes the parameters used in eacbnenent, where:

e 0,5. IS theAngle Spreaddefined as the root mean square (RMS) of angles with which

an arriving path is received by the BS array;

e opg. is the root mean square of delays associated to the refisctemember that the
maximum delay time spread is defined as the difference betthegime of arrival of the
earliest significant multipath component (typically tivee of sightcomponent) and the

time of arrival of the latest multipath component;

e 0,4,p. IS the mean angle with which an arriving or departing patieceived or transmit-
ted by the BS with respect to the boresite; ipotizing theniptiownlink reciprocity, the

AoD/Ao0A angles are identical;
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6 Sector Antenna Pattern
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Figure 48: Antenna pattern for 6-sector cells [3].

e o5 IS the lognormal shadow fading random variable. Rementisribgnormal shad-
owing describes the random shadowing effects for a largebeurof different locations

with the same distance but with different environmentatteluon the propagation path;
e 7(a,b): is a random variable (Gaussian) distribution with meamd variance;

e Uf(a,b): is the uniform distribution, whose support is defined by prasameters; andb,

which are its minimum and maximum values;

With reference to th&ath Loss mode]<ited in the last row of Table 14 on page 91,

those ones implemented in the simulator are:

e Free Spaceit is the simplest model which describes the loss in sigmahgjth of an elec-
tromagnetic wave that would result fromiae of sightpath through free-space (usually
air), with no obstacles nearby to cause reflection or diffoac Free Space Path Loss
proportional to the square of the distantén meters) between the transmitter and the
receiver and to the square of the frequerigyn hertz) of the radio signal. By neglecting

the system losses, the equation for B ,c._spqce IS:

dmd

4drdf
PLfreefspace = ( N\ )2 = (

Cc

)* (40)

where X is the signal wavelength (in8g]eters) ands the speed of light in a vacuum
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6-Sector Boundaries
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Figure 49: Boresight pointing direction for 6-sector cells [3].

2.99792458 x 10® m/s. For typical radio applications, it is common to fifidneasured in
units of MHz,d in km and theP L f,..._s,q.. €Xpressed i@ B. Manipulating appropriately

equation (40), the following expressiondi®s can be obtained:

PLtree—space[dB] = 20logyo(d) + 20logio(f) + 32.45 (41)

Power exponentas the previous model, with an exponemhajor than 2, tipically in the

range of 2 to 4.

4drd 4rdf

PLe:cponent = (T)n = ( c

)" (42)

The exponent 2 is for propagation in free space (the prewass), 4 is for relatively
lossy environments and for the case of full specular retiedtiom the earth surface (the
so-calledflat earth modgl In some environments however, especially in presence of
buildings and obstacles in general, the path loss exporenteach values in the range
of 4 to 6. The models analyzed so far are very simple and nohmeatistic, they have
been implemented primarily for educational purposes. Tbdets which follow, on the
other hand, are classical empirical models adaptable teoatexts, actually used in the
simulations reported throughout the thesis. For a comptetgment of them, you can

refer to ([89],[90]).
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Channel Scenario Suburban Macro Urban Macro Urban Micro
Number of paths (N) 6 6 6
Number of sub-paths (M) per-path 20 20 20
Mean AS at BS E(545)=5" E(c 45)=8° 15 NLOS: E(o 45 )=19"
AS at BS as a lognormal RV =089 gl 1 ,s=0810 N/A
Gus =107 (257 + g ). ¥~ (0. 1) €45 =0.13 £as=0.34
15° 1o = 1.18
£,5=0.210
P45 =S 40D "‘lG,{S 1.2 1.3 N/A
Per-path AS at BS (Fixed) 2 deg 2 deg 5 deg (LOS and NLOS)

BS per-path AoD Distribution standard
distribution

n(0, 6%, ) where

n(o, GioD ) where

U(-40deg, 40deg)

O oD = 1'as% as O aoD = 'as5% as
Mean AS at MS E(Gas, ms)=68" E(cas, ms)=68" E(cas, ms)=68"
Per-path AS at MS (fixed) 35" 35" 357
MS Per-palh AoA Distribution n{o) GioA (PI")] T](O, Gio}{ (Pr]] T]{O, GioA (Pr]]
Delay spread as a lognormal RV lps = - 6.80 lps=-6.18 N/A
Gps =107 (2psX +1ps ). x ~1(0.1) eps = 0.288 eps=0.18

Mean total RMS Delay Spread

E(cpg)=0.17 us

E(opg )=0.65 ps

E( G pg )=0.251us (output)

I'ps = de'a}'s / Cps 1.4 1.7 N/A

Distribution for path delays U(0, 1.2us)

Lognormal shadowing standard 8dB 8dB NLQOS: 10dB
LOS: 4dB

deviation, oz

Pathloss model (dB),
dis in meters

31.5 + 350910(0)

34.5 + 3510910(0)

NLOS: 34.53 + 38logio(d)
LOS: 30.18 + 26"l0g10(d)

Table 14: Environment parameters [3].

e Hata: itisthePath Loss modaln which macrocell environments are based on. It provides

formulas to evaluate path loss versus distance for varicersssios: large sites, small and

medium cities or rural areas. The expression which desctheemodel is:

d
PLpate|dB) = (44.9 — 6.5510g,,(hps))logio(—) + 45.5+

1000

(43)

+ (3546 — 1.1h]y[5)l0g10(fc) — 13.82[0910(h35) +0.7Thys + C

wherehgs andh,,s are respectively the BS and the MS antenna heights (in mefers

is the carrier frequency (in MHzj)j the distance (in meters) between the BS and the MS
andC' a constant factor({ = 0dB for suburban macro and = 3dB for urban macro).
The expressions reported in the last row of Table 14, res@detfor suburban macro
and urban macrol’L = 31.5 + 35logio(d) and PL = 34.5 + 35logyo(d), are obtained
evaluating the equation (43) férzs = 32m, hys = 1.5m and f. = 1900M Hz. The

distanced is required to be at lea8tm.

e Walfish-lkegami considering the assumptions set in the simulator, i.e. aB®nna
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height of 12.5m, a building height ofl2m, a building to building distance dfOm, a
street width of25m, a MS antenna height df5m, an orientation o80deg for all paths,
the selection of metropolitan center, the following seffigadi expressions can be derived,

respectively for the NLOS (44) and LOS (45) case:

1.5f.
PLwaifish—tkegami—NLos|dB] = —55.9 4+ 381og,((d) + (24.5 + ng)lQ%o(fc) (44)

PLwaifish—tkegami—ros|dB] = —35.4 4 26 log,(d) + 20log1o( f¢) (45)

The expressions of the table are obtained evaluating theom®eones for g, value of

1900 MHz.
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7 Conclusions

Along with a technological evolution of networks, with nemerging technologies- specif-
ically 3GPPLong Term Evolutio(LTE) and IEEE 802.16 (WiMAX)— designed to provide
applications and services characterized by high data ratstaingent requirements of QoS, in
recent years there has also been an evolution of networks droarchitectural point of view,
migrating from traditional cellular networks (with macr@&: Stations located on the territory
to provide connectivity to users) to heterogeneous netwogkarios where different devices co-
exist in the same layout. A modeling study of these emergetgiork scenarios, together with
a simulative approach devoted to provide important desigdedines, has been the subject of
this thesis.

With reference to a classical OFDMA network with a reusedaejual to 1 and char-
acterized by only macro-BSs (possibly with different tratgpower levels), some preliminary
considerations, supported by simulations, have beeredaorit in order to emphasize scenarios
in which network planning and mobile station feedbacks arefe not) advantageous.

Simulations run under different propagation models hawavshthat, overall water
filling approach, independently performed in each cell, perforttebthan uniform distribution
of power on subchannels, not only on cell-basis but also feratwork perspective, in terms of
aggregated network capacity. Simple uniform allocatidmesee, requiring no feedback from
the MSs, provides results comparable with thater filling scheme only in case of micro-
propagation model (where, with a very high probability, a3 €mponent between each BS and
the MSs exists), while it under-performster fillingin case of macro-propagation model. The
LOS component leads to high channel gains (which are alspamable from &esource Block
(RB) to another) and to a limited inter-cell interferencéefefore, selective power allocations
and frequency planning are useless or even harmful in ngoopagation environments. On
the other hand, when the LOS component is absent and the elhgains vary significantly
from a RB to another, as in macro-propagation environmeoiser allocations based ovater
filling provide significantly better performance than uniform poa#ocations. Furthermore
higher capacity values are perceived unddraational water fillingscheme (i.e. a scheme

which applies thavater fillingalgorithm only on a pre-defined sub-set of the availablaeasy,
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showing that a resource repartition among the cells (i.@ndéral on the inter-cell interference)

is advantageous for this propagation scenario. Such adliite is even higher considering that
thefractional water fillingrequires a signaling overhead lower thaiter filling. The rational of
considering bothvater filling andfractional water fillingis that utilizing or non utilizing all the
resources available in each cell can lead to differentfettence levels among the cells. Since
water filling intrinsically discards the carriers experiencing the waofsannel and interfering
conditions, theractional water fillingcan be regarded as a kind of dynamic and distributed
scheme for resource repartition among the cells.

Fractional use of resources, under certain assumptiosasbeneficial in heteroge-
neous macro-femto environments, where femto-BSs, i.eicdg¥rom the same functionality
of the macro-BSs but at low power (and therefore low coverage low cost, are deployed
in the same layout of macro-BSs. Due to their capability teuea coverage and service to
users experiencing bad channel conditions, such as usemlleadge or users in indoor envi-
ronments, femto-BSs provide a consistent improvementarsjtstem capacity maintaining, at
the same time, a very low energy consumption, compared tm#weo-BSs. For this reason the
use of femtocells also represents a good solution for thiogeyent of green networks. When
femto-cells are present in the network, femto users getaigpaalues significantly higher than
those experienced by macro users. The drawback is the itepadf the capacity among the
users, which is less fair when the number of active femtedsllhigh, although the overall
network capacity is increased. Moreover a distribution@ier according to thevater filling
approach, compared to the uniform distribution, causesrfaarness among the femto users
(they experience similar good channel conditions), ansifl@sness among the macro users (oc-
curring in this case a higher variability in the channel doods). A simple uniform allocation
scheme, requiring no feedback from the MSs, provides isathparable with thevater filling
scheme when the number of active femtocells and the pegepfaesource usage are low.

Fractional use of resources in such heterogeneous comextsted by forcing respec-
tively only the macro-BSs or all the BSs (macro plus femtodise a fraction of the available
resources. In all cases where femtocells are switched oartalpusage of the resources is

beneficial in terms of aggregated network capacity if onlycraeBSs partly use the resources
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(due to the reduction of interference experienced by feragwsiand their consequent increment
in capacity); vice versa forcing also femto-BSs to limit thee of resources leads to no benefit
from the network perspective (due to the heavy penaltiekefoto users compared to the slight
beneficial effects perceived by macro users).

With reference to energy implications, which increasinglsty a dominant role con-
sidering the recent trend to design green networks, thermeajergy efficiency of femto-BSs,
compared to macro-BSs, has already been mentioned. Byngatlge transmit power levels
respectively in macro- and femto-BSs, it has been notedathatcrement of macro power level
leads to a minor network aggregated capacity in all scesamiavhich femtocells are present.
In fact it has a marginal positive effect on macro users coeth#o the devastating effect on
femto users, whose interference level becomes unaccept@pl the other hand an increment
in the femto power level leaves almost unchanged the situati macro users (being almost
irrelevant for them a change in the values of power at thodersrof magnitude) but it greatly
enhances the service level of femto users (who already iexyer privileged channel condi-
tions). When the power level increases, there is a majoggresnsumption: if the power is
set higher in macro-BSs, the macro energy consumption gopysice versa if the power is
increased in femto-BSs, the femto consumption rises upciag the gap with the macro level,
even if still substantial. The highest consumption of epergcurs in crowded scenarios, i.e.
scenarios with a high number of BSs. In any case, the aplicat water filling always guar-
antees a lower expenditure of energy, because the optiomzaitthe power distribution leads
to a careful management of it, thus avoiding unnecessariaga®f energy.

Due to the impressive proliferation in next generation reeks of mobile devices, equipped
with wireless interfaces and to the limited battery poweythely on, reducing their energy
consumption has become increasingly a very important relsessue. So, in order to make
a complete analysis, the energetic impact at the user-sisl@lso been evaluated. The results
of a measurement campaign have been discussed. We refertieel 802.11 technology, for
evaluating experimental measurements, and specificalycmmmon USB dongle. The ratio-
nale of this study was to understand the impact of transmvitgpdunings on the overall card

consumption, under the assumption that 3G USB cards (oviehwie do not have full con-
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figuration control) will exhibit a similar behavior. The agate measurements have allowed to
evaluate the energy consumption of these cards underehtfeperating conditions (different
PHY transmit rates and transmit powers), isolate the copsiomquota of different card sub-
systems, including the power amplifier, the RF-front end,lihseband and the host interface,
and study the effects of power control on their energy sa@wigch has led to support the low
efficiency of this technique aimed at saving energy).

Measurements in fact have shown that the reduction of timstnéssion power has a
marginal effect on the overall energy consumption of Wikdsadue to the power consumed in
idle states. The power consumption experienced in regepnd idle state is approximately the
same in all the cases and it is independent from the transiwieplevel chosen. On the other
hand, depending on the specific card, the power consumed inathsmission state can vary in
an appreciable way, due to the different card designs antkmgntation.Transmission Power
Control (TPC) could help to save some energies when cards spend #wemuma possible time
in the transmission state (i.e. saturation conditionsjmmim PHY rate, absence of contending
stations), which represents a non-typical situation. Heréhis technique has a lower impact
when the cards work in OFDM mode rather than in DSSS mode. R&sinit rate strongly
affects the per-bit energy consumption of the cards: inidn the transmit rate increases, the
per-bit energy consumption improves.

Finally identifying the consumption quota of different dasub-systems, in order to
design effective power saving schemes, is always very itaptirfor the USB cards, the inves-
tigated case, an high fraction of the whole card consumjiidne to the USB interface, which

represents a high fixed overhead.

96



REFERENCES

References

[1] Z. Cao, U. Tureliand Y. D. Yao, “Deterministic Multius€rarrier Frequency Offset Estimation for

(2]

[3]

Interleaved OFDMA Uplink,"IEEE Transactions on Communicatignl. 52, pp. 1585 — 1594,
September 2004.

G. de la Roche, A. Valcarce, D. Lopez-Perez and J. Zhakg;€ss control mechanisms for femto-

cells,”IEEE Communications Magazinduly 2009.

“3GPP TR25.996 v8.0.0 (2008-12), 3rd Generation Pastnp Project; Technical Specification
Group Radio Access Network; Spatial channel model for Midtinput Multiple Output (MIMO)

simulations (Release 8).”

[4] J. G. Andrews, A. Ghosh and R. Muhamed, “Fundamentals iBIXX: Understanding Broadband

[5]

[6]

[7]

[8]

wireless Networking,Prentice Hall 2007.

S. Sesia, |. Toufik and M. Baker, “LTE - The UMTS Long Termdhwtion: From theory to prac-

tice,” Wiley, 2009.

“Part 16: Air Interface for Fixed and Mobile Broadband Mless Access SystemdEEE Std.
802.16e-2005

H. Sari, “A review of OFDMA and SC-FDMA and some recentults,” WICAT SC-FDMA Work-
shop March 2009.

C. R. Stevenson, G. Chouinard, Z. Lei, W. Hu, S. J. Shelitmer and W. Caldwell, “IEEE 802.22:
The First Cognitive Radio Wireless Regional Area Networkrgard,”IEEE Communications

Magazine January 2009.

[9] J.Li, G. Liuand G. B. Giannakis, “Carrier frequency @ftestimation for OFDM-based WLANS,”

[10]

[11]

IEEE Signal Process. Lettvol. 8, no. 3, pp. 80-82, March 2001.

P. H. Moose, “A technique for orthogonal frequency gign multiplexing frequency offset correc-

tion,” IEEE Transactions on Communication®l. 42, no. 10, pp. 2908-2914, October 1994.

J. J. Beek, P. O. Borjesson, M. L. Boucheret, D. Lanasird. Arenas, P. Odling, C. Ostberg, M.
Mahlgvist and S. K. Wilson, “A time and frequency synchratian scheme for multiuser OFDM,”

IEEE J. Select. Areas Communwol. 17, no. 11, pp. 1900-1914, November 1999.
97



REFERENCES

[12] S. Barbarossa, M. Pompili and G. B. Giannakis, “Chasfindépendent synchronization of orthog-
onal frequency division multiple access systeniBEE J. Select. Areas Commumol. 20, no. 2,

pp. 474-486, February 2002.

[13] I.E. Telatar, “Capacity of multi-antenna gaussianroiels,” European Transactions on Telecom-

municationsvol. 10, no. 6, pp. 585-595, Nov./Dec. 1999.

[14] A. Goldsmith, S.A. Jafar, N. Jindal and S. Vishwanatbapacity limits of MIMO channels,JEEE

Journal on Selected Area in Communicatipwsl. 21, no. 5, pp. 684—702, Jun. 2003.

[15] F.I. Di Piazza, S. Mangione and I. Tinnirello, “Maxiniigy network capacity in an heterogeneous
macro-micro cellular scenariol’6th IEEE Symposium on Computers and Communications (ISCC)

- Kerkyra, Corfu, Greegepp. 365-370, August 2011.

[16] M. Ebrahimi, M.A. Maddah-Ali and A.K. Khandani, “Powatlocation and asymptotic achievable

sum-rates in single-hop wireless networks|SS, Princeton, NMarch 2006.

[17] G. Liand H. Liu, “Downlink Radio Resource Allocation fdlulti-Cell OFDMA System,”IEEE

Transactions on Wireless Communicationgl. 5, no. 12, pp. 3451-3459, December 2006.

[18] H.Kim, Y. Han and J. Koo, “Optimal subchannel allocat&cheme in multicell OFDMA systems,”

in Proc. IEEE VTG May 2004.

[19] S.H. Paik, S. Kim and H.B. Park, “A resource allocati@ing game theory adopting AMC scheme
in multi-cell OFDMA systems,2010 2nd International Conference on Future Computer anchCo

munication (ICFCC)vol. 2, pp. V2-344, May 2010.

[20] I.G. Fraimis, V.D. Papoutsis and S.A. Kotsopoulos, “Asttibuted Radio Resource Allocation
Algorithm with Interference Coordination for Multi-cell EDMA Systems,2010 IEEE 21st Inter-
national Symposium on Personal Indoor and Mobile Radio Canmcations (PIMRC) pp. 1354—

1359, December 2010.

[21] A.G. Gotsis and P. Constantinou, “Adaptive single-€dFDMA resource allocation for heteroge-

neous data trafficNetworking and Communicationgp. 96—-103, 2008.

[22] I.C. Wong and B.L. Evans, “Optimal Downlink OFDMA Reswoe Allocation With Linear Com-
plexity to Maximize Ergodic Rates|EEE Transactions on Wireless Communicatiord. 7, no. 2,

February 2008.
98



REFERENCES

[23] V. Tralli, R. Veronesi and M.Zorzi, “Power-shaped adead resource assignment for fixed broad-

band wireless access systemEEE Trans. Wireless Commuynol. 3, pp. 2207-2220, Nov. 2004.

[24] R. Veronesi, V. Tralli, J. Zander and M. Zorzi, “Disttited dynamic resource allocation for multi-

cell SDMA packet access network$EZEE Trans. Wireless Commuynol. 5, pp. 1-12, 2006.

[25] C.Y. Wong, R.S. Cheng, K.B. Letaief and R.D. Murch, “NMuser OFDM with Adaptive Sub-
carrier, Bit, and Power Allocation|EEE Journal on Selected Areas in Communicatjors. 17,

no. 10, pp. 1747-1758, October 1999.

[26] J. Jang and K.B. Lee, “Transmit Power Adaptation for tillder OFDM Systems EEE Journal

on Selected Areas in Communicatipasl. 21, no. 2, pp. 171-178, February 2003.

[27] W. Rhee and J.M. Cioffi, “Increase in Capacity of MulinsODFDM System Using Dynamic Sub-
channel Allocation,VTC 2000 pp. 1085-1089, 2000.

[28] Z. Shen, J.G. Andrews and B.L. Evans, “Adaptive Reseukliocation in Multiuser OFDM Sys-

tems with Proportional Rate ConstraintifEE Trans. on Wireless Communicatiodsly 2005.

[29] I. de Bruin, G. Heijenk, M. El Zarki and L. Zan, “Fair chagl-dependent scheduling in CDMA

Systems,Proc. IST Mobile and Wireless Communications Summit 20p3737-741, June 2003.

[30] M.H. Ahmed, H. Yanikomeroglu and S. Mahmoud, “Fairneatancement of link adaptation tech-
niques in wireless access networkByoc. IEEE VTC2003-Fallvol. 3, pp. 1554-1557, October
2003.

[31] S. Pietrzyk and G.J.M. Janssen, “Subcarrier Allocattmd Power Control for QoS Provision in
the Presence of CCI for the Downlink of Cellular OFDMA SysgghVehicular Technology Con-
ference, 2003. VTC 2003-Spring. The 57th IEEE Semianmabl4, pp. 2221-2225, July 2003.

[32] S.Pietrzyk and G.J.M. Janssen, “Radio Resource Alimgafor Cellular Networks Based on
OFDMA with QoS GuaranteesGlobal Telecommunications Conference, 2004 - GLOBECOM
'04. IEEE, vol. 4, pp. 2694-2699, Jan. 2005.

[33] G. Fodor, C. Koutsimanis, A. Racz and N. Reider, “Ingrtnterference Coordination in OFDMA
Networks and in the 3GPP Long Term Evolution Systednurnal of Communicationsvol. 4,

no. 7, pp. 445-453, August 2009.

99



REFERENCES

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

[42]

[43]

[44]

Y. Akaiwa, “An Adaptive Base Station Cooperated CelluSystem and Its Theoretical Perfor-
mance Analysis,2011 IEEE 73rd Vehicular Technology Conference (VTC Spripp. 1-5, July
2011.

H. Zhang, N. Mehta, A. Molisch, J. Zhang and H. Dai, “Ore tRundamentally Asynchronous
Nature of Interference in Cooperative Base Station SysteMlissubishi Electric Research Labo-

ratories, pp. 6073 — 6078 , June 2007.

D. Goodman and N. Mandayam, “Power Control for WirelBsga,” Personal Communications,

IEEE, vol. 7, pp. 48-54, August 2002.

T.K. Chee, C-C. Lee and J. Choi, “A Cooperative Game Téego Framework for Resource Al-
location in OFDMA Systems,10th IEEE Singapore International Conference on Commuitina

Systems (ICCS), 2006p. 1-5, Feb. 2007.
A. Muthoo, “Bargaining Theory with ApplicationsCambridge University Pres4999.

S. Yeh, S. Talwar, S. Lee and H. Kim, “WIMAX Femtocells: Perspective on Network Architec-
ture, Capacity and CoveragéZEE Communication Magazingol. 46, no. 10, pp. 58-65, October
2008.

Socrates project, “Use cases for self-organizing nete;” IEEE Global Telecommunications Con-

ference (GLOBECOM 2007), Washington, [XD08.

D. Lopez-Perez, A. Ladanyi, A. Juttner, and J. ZhangFBMA femtocells: a self-organizing
approach for frequency assignmenitjternational Symposium on Personal, Indoor and Mobile

Radio Communicationgp. 2202—-2207, September 2009.

V. Chandrasekhar and J.G. Andrews, “Spectrum Allacain Two-tier Networks,1IEEE Trans. on

Wireless Communicationg009.

L.Xu, C.Sun, X.Li, C.Lim and H.He, “The methods to impientate self optimization in LTE
system,”International Conference on Computer Theory and Appla@ai- ICCTA 20090ctober
20009.

H.Claussen, L.T.W.Ho and L.G.Samuel, “An overview loé femtocell conceptBell Labs Tech-

nical Journal vol. 13, no. 1, pp. 221-245, May 2008.

100



REFERENCES

[45]

[46]

[47]

[48]

[49]

[50]

[51]

[52]

[53]

[54]

H. Claussen, L.T.W. Ho and L.G. Samuel, “Self-optintiaa coverage for femtocell deployments,”

Wireless Telecommunications Symposipm 278-285, April 2008.

V.Chandrasekhar and J.G.Andrews, “Uplink capacitgt Bmerference avoidance for two-tier fem-
tocell networks,"TEEE Global Telecommunications Conference (GLOBECOM R0&@shington,
DC, pp. 3322—-3326, November 2007.

D. Lopez-Perez, G. de la Roche, A. Valcarce, E. Liu andhang , “Access Methods to WIMAX
Femtocells: A downlink system-level case stud§EE International Conference on Communica-

tion SystemsNovember 2008.

H. Claussen, “Performance of Macro- and Co-channeltBeefls in a Hierarchical Cell Structure,”
IEEE 18th International Symposium on Personal, Indoor anobNé Radio Communications -

PIMRC 2007 vol. 1, pp. 1-5, September 2007.

A. Valcarce, G. De La Roche, A. Juttner, D. Lopez-Penmed & Zhang, “Applying FDTD to the
coverage prediction of WiMax femtocellsEURASIP Journal on Wireless Communications and

Networking Feb. 2009.

D. Lopez-Perez, G. de la Roche, A. Valcarce, A. Juttmer & Zhang , “Interference avoidance and
dynamic frequency planning for WIMAX femtocells networkE;EE International Conference on

Communication Systemsp. 1579-1584, November 2008.

H. Zheng, C. Zhu and W. Chen, “System performance ofaléinizing network algorithm in
WiMax femtocells,” ACM International Conference on Wireless Internet (WICONyvember

2008.

B.-G. Kim, J.-A. Kwon and J.-W. Lee, “Utility-based sthmannel allocation for OFDMA femtocell
networks,’”2011 Proceedings of 20th International Conference on Cdargliommunications and

Networks (ICCCN)August 2011.

I. Guvenc, M.R. Jeong, F. Watanabe and H. Inamura, “Aricyfrequency assignment for femto-
cells and coverage area analysis for co-channel operatBBE Comm. Lettersvol. 12, no. 12,

pp. 880-882, Dec. 2008.

B. Li, Y. Zhang, G. Cui, W. Wang, J. Duan and W. Chen, “higeence coordination based on
hybrid resource allocation for overlaying LTE macrocelddamtocell,”IEEE 22nd International

Symposium on Personal, Indoor and Mobile Radio Commuoicgt2011.



REFERENCES

[55]

[56]

[57]

[58]

[59]

[60]

[61]

[62]

[63]

[64]

[65]

H. Lei, L. Zhang, X. Zhang and D.Yang, “A novel multi-t€FDMA system structure using Frac-
tional Frequency ReuselEEE International Symposium on Personal, Indoor and Moalitiadio

Communications (PIMRCBept. 2007.

M. Assaad, “Optimal Fractional Frequency Reuse (FFRnulticellular OFDMA system,IEEE
Vehicular Technology Conference (VTGEpt. 2008.

N. Himayat, S. Talwar, A. Rao and R. Soni, “InterferedMéanagement for 4G Cellular Standards,”

IEEE Communications MagazinaAugust 2010.

Y. Chang, Z. Tao, J. Zhang and J. Kuo, “A graph-based agugr to multi-cell OFDMA downlink
resource allocationEEE GLOBECOM '08 Nov. 2008.

D. Lopez-Perez, A. Juttner and J. Zhang, “Optimizatioethods for dynamic frequency planning
in OFDMA networks,”Network 2008, Budapest, Hungatyept. 2008.

S.Y. Tu, K.C. Chen and R. Prasad, “Spectrum sensing dKa& systems for cognitive radios,”
IEEE Int. Symp. Personal Indoor and Mobile Radio CommunMRC), Athens, Gree¢cgp. 1-5,
Sept. 2007.

Femto Forum, www.femtoforum.org, “Interference Mgaeanent in OFDMA femtocells,” March

2010.

T.W. Lester and H. Claussen, “Effects of User-Deplgy@d-Channel Femtocells on the Call Drop
Probability in a Residential ScenaridEEE 18th International Symposium on Personal, Indoor

and Mobile Radio Communications (PIMRC 2007), Athens, Gyaml. 1, pp. 1-5, Sept. 2007.

T.W. Lester, H. Claussen and L.G. Samuel, “Self-opition of Coverage for Femtocell Deploy-
ments,” Wireless Telecommunication Symposium 2008 (WTS 2008pnorCA, U.S.Avol. 1,
pp. 278-285, April 2008.

F. Cao and Z. Fan, “Power loading and resource allondtio femtocells,”2011 IEEE 73rd Vehic-
ular Technology Conference (VTC Springp. 1-5, 2011.

I. Sugathapala and N. Rajatheva, “Game theory baseatig@mnd power optimization in OFDMA
femtocell networks,6th International Conference on Industrial and Informati8ystems, ICIIS,

Sri Lanka Aug. 2011.

102



REFERENCES

[66]

[67]

[68]

[69]

[70]

[71]

[72]

[73]

[74]

[75]

[76]

[77]

M.Fang, I.Chlamtac and Y.B.Lin, “Channel occupanayds and handoff rate for mobile comput-

ing and PCS networks|EEE Trans. Compwvol. 47, pp. 679-692, June 1998.

R.Ramjee, R.Nagarajan and D.Towsley, “On optimal adhission control in cellular networks,”

IEEE Infocom’96 pp. 43-50, 1996.

B.Epstein and M.Schwartz, “Reservation strategigsnfialtimedia traffic in a wireless environ-

ment,”IEEE VTC’95 pp. 165-169, 1995.

C.Qin, G.Yu, Z.Zhang, H.Jia and A.Huang, “Power Reagon-based Admission Control Scheme
for IEEE 802.16e OFDMA Systems¥/CNC 2007

C.Tarhini and T.Chahed, “Density based admissionrobirt IEEE 802.16e Mobile WiMax,Wire-

less Days, 2008. WD '08. 1st IFIP, project WINEM (Wimax Nekig Engineering and Multihom-

ing).

J.Zeng, B.Xie, F.Ma and Y.Li, “A dynamic admission caitfor IEEE 802.16e wireless network,”
Third International Conference on Pervasive Computing Apglications, 2008. ICPCA 200&p.
916-921, 2008.

Bo Rong, Yi Qian, K. Lu, H.-H. Chen and M. Guizani, “ Callimission control optimization in

WiMax networks,”|EEE Transactions on vehicular technologyl. 57, no. 4, 2008.

K.W.Ross and D.H.K.Tsang, “The stochastic knapsadbl@m,” IEEE Trans. Communvol. 37,
pp. 740-747, 1989.

M.Gravious and Z.Rosberg, “A restricted complete sitapolicy for a stochastic knapsack prob-

lem in B-ISDN,” IEEE Trans. Communvol. 42, pp. 2375-2379, 1994.

W.Yang and E.Geraniotis, “Admission policies for igtated voice and data traffic in CDMA packet

radio networks,1IEEE JSACvol. 12, no. 4, pp. 654-664, May 1994.

S.Singh, V.Krishnamurthy and H.Poor, “Integrated ceddata call admission for wireless DS-

CDMA systems,IEEE Trans. Signal Processingol. 50, no. 6, pp. 1483-1495, June 2002.

D.-H. Kim, S.-J. Oh, D.Zhang, N.Bhushan and R.Pank@p$S performance based admission con-
trol in cellular networks,”2010 IEEE 71st Vehicular Technology Conference (VTC 2@,

pp. 1-5, 2010.
103



REFERENCES

[78]

[79]

[80]

[81]

[82]

[83]

[84]

[85]

[86]

[87]

D.Niyato and E.Hossain, “Delay-based admission adnising fuzzy logic for OFDMA broadband
wireless networks,TEEE International Conference on Communications (ICCQ&ol. 12, pp.

5511-5516, June 2006.

C.C.Beard and V.S.Frost, “Prioritized resource altian for stressed networkdEEE/ACM Trans.
Netw, vol. 6, no. 5, pp. 618-633, Oct. 2001.

S.Bashar and Z.Ding, “Admission control and resourltecation in a heterogeneous OFDMA

wireless network,IEEE Transactions on wireless communicationd. 8, no. 8, August 2009.

F. I. Di Piazza, S. Mangione and I. Tinnirello, “On thdesits of transmit power control on the
energy consumption of WiFi network cardsth International ICST Conference on Heterogeneous
Networking for Quality, Reliability, Security and Robeste (ICST QShine 2009), Las Palmas de
Grain Canaria (Spain)vol. 22, pp. 463-475, Nov. 2009.

L.M. Feeney and M. Nilsson, “Investigating the energpsumption of a wireless network interface

in an ad hoc networking environmentEEE INFOCOM 2001vol. 3, pp. 1548-1557, April 2001.

J.P. Ebert, B. Burns and A. Wolisz, “A trace-based applofor determining the energy consump-

tion of a WLAN network interface,European Wireless 200pp. 230-236, February 2002.
“http://sourceforge.net/projects/iperf.”

K. Fong, D. Tung, M. Lee, S. Lee, B. Wu, P. Cheng, T. Pard;ehg, J. Chang, E. Simpson, J.
Wong, F. Jann, K. Liao and D. Lo, “A Complete Dual-band Chippwith USB 2.0 Interface for
IEEE 802.11 a/b/g WLAN applicationsAsian Solid-State Circuits Conference 20pp. 257—-260,
November 2005.

C.-C. Huang, W.-T. Chen and K.-Y. Chen, “High Efficientynear Power Amplifier for IEEE
802.11g WLAN Applications,1EEE Microwave and Wireless Components Letteds. 16, no. 9,
pp. 508-510, September 2006.

P.-C. Wang, K.-Y. Huang, Y.-F. Kuo, M.-C. Huang, C.-HuLT.-M. Chen, C.-J. Chang, K.-U.
Chan, T.-H. Yeh, W.-S. Wang, Y.-H. Lin and C.-C. Lee, “A 2.H&+25dBm P-1dB linear power
amplifier with dynamic bias control in a 65-nm CMOS proce84dth European Solid-State Circuits

Conference, 200&0. 490-493, September 2008.

[88] “Universal Serial Bus Revision 2.0 specificgtion, hifipww.usb.org/developers/.”
104



REFERENCES

[89] COST Action 231, “Digital mobile radio towards futureemgeration systems, final reportéch.

rep., European Communities, EUR 18957

[90] http://www.awe-communications.com/Propagatiaty&h/COST/index.htm.

105



