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Abstract— In this paper a procedure for the identificatadrine parameters of Jiles-Atherton (JA) model is
presented. The parameters of JA model of a mhtmafound by using a neural network trained by a
collection of hysteresis curves, whose parameter&m@own. After a presentation of Jiles-Athertondeio

the neural network and the training procedure a%ciibed and the method is validated by using some

numerical as well as experimental data

Index Terms—Hysteresis modelling, magnetic materials, electrachines.



INTRODUCTION

A general problem for every hysteresis model isd&ntification. The identification of a model casts in
guessing the right parameters to be used in theemodrder to describe the hysteresis curve oivarg
material. As a result, in the Jiles Atherton (JAJdal (1-3) of a given material, as well as in anglgtical
model of hysteresis, the parameters of the mo@ehssumed to be known. However, this could notydwa
be true and especially for new materials can ecdit to guess the right parameters.

In this paper, | present an approach that allowdéatify the parameters of JA model on the basome
known magnetic behavior. The fundamental idea isfitiethod is to identify the parameters of a malter
by using a neural network trained by a collectibhysteresis curves, whose JA model is known.

Artificial Intelligence techniques have been laygelsed in many technical fields: such as control
technology, diagnostics, pattern recognition etee (4) for references. Approaches that use neural
networks to obtain the numerical parameters of mgidestribution function in classical, dynamic and
vectorial Preisach model are known in literature’Y50n the contrary the identification of JA modhels
been based mainly on least squares methods, gatgiithms as well as fuzzy logic technique (A)tHis
paper Neural Networks are used to identify JA mdaoleVarious types of materials.

The proposed identification procedure can be dividéo three steps: A) network training; B) subnaas

of test set ; C) output of the results.

A suitable network is used on the basis of physioakideration.

The network is trained by some hysteresis datachvlre generated from a set of well identified JA
models. The set of training data consists of thgmatization values and the used parameters in Jdemo
The output of this process is a trained neural agtvable to identify a JA model, this network uassnput

an hysteresis curve and yelds the parameters ofafel which best describe the submitted curve.

In order to validate the approach, a comparisowden numerical loops and experimental data is tepor

is shown



The trained network showed that it was able totifiethe parameters of JA model of the experimental

curves used.

THE JILES-ATHERTON MODEL

The J-A model has the following form:
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Where:M is the magnetizatiort] is the applied magnetic field, c is the coefintief reversibility of the
movement of the walldVli; is the irreversibile magnetizatioH. is the effective fieldfle=H+aM ), Mgy is
the anhysteretic magnetizatianjs linked to hysteresis losses.

Man can be calculated through the Langevin’s equation:
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whereM;is the saturation Magnetizatioamjs a form factor an¥;,; is defined as follows:
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e
wheret is time andk describes interactions between Weiss’' domainsa Assult, J-A model is a five-

parameter model

IDENTIFICATION
The identification procedure consists of three stéy) training; B) submission of data ; C) outplite step

A is executed separately from steps B and C.

Training



Training phase aims to build a network, whose inpuhe hysteresis curve and the output consisteeof
parameters of J-A Model that better reproducesiisteresis cycle loop which had been submittebeo
network.

The neural network used consists of a three lagerat network: the first layer consists of 25 &éne
neurons, the second layer of 40 neurons with hypertangent sigmoid function, and the output lageb
linear neurons. The input is made up of a 32-corapbrector. The first layer makes a linear redurcti
from the high dimension input space to a slighthyér 25-dimension space. The output of the fingtdas
therefore the feature vector that sums up the mabstant characteristics of the input space arsdristly
connected to five relevant properties of the hestierloop. The 40 neurons of the second layer nsuro
allows to store a number of parametric curves egubdast equal to 1000. The output layer is maefib
neurons which are the free parameters of J-A mthdel most suitably permits to produce the inputs. |
Fig.1 it is shown shows how the network works.

The training set is made of 243 vectors. Each imgator has 32 coordinates, while the target vechoe
defined on a 5D space. The 32 coordinates are itieates of a first order reversal hysteresis curve
obtained under sinusoidal excitation. The excitamplitude is the same in all cases and all testents
have died out. Each input vector was computed $grting in eqs 1, 2 and 3 a unique set of parasieter

In the end The the Levenberg-Marquadt algorithmbees used for the training phase.

Submission of data.
Each input vector belongs to a 32D space and isemagud of the the ordinates of a hysteresis loop.

Hysteresis loop data must spans the same intgaahgd from the vectors used in the training phase.

Output of the results
The output of the network consists of five paramset€hey represent the parameters of the J-A ntbdel
is associated to the presented loop. These nurabetke interpolation of the network to the bestieéhat

it is able to output to describe the presentedengsts loop.

Validation and experimental verification .

In order to validate the approach here presentedypes of numerical tests were performed: the fire
aimed to verify the ability of the method to obtale correct numerical parameters used in JA mudel
build a numerical hysteresis loop, the second ardied the capability of the approach to identifie

numerical parameter of an experimental hysteresig. |



In order to verify the reliability of the modelhe 2-norm of the difference between the input &edoutput
curve was chosen as test index of the tests alregenqted. The mathematical expression of the ineos

as follows:
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where i is the index, t labels the points of thetakesis loopsP(t) is the ordinate of t-th point of the output

loop andgt) is the ordinate of t-th point of the input map, is the average betwedr(t) and(t) .

As far as the tests aimed to verify the abilitygeobtain the numerical parameters used to buildnaerical

hysteresis loop is concerned, several numericalesuwere elaborated by the trained network. All the

curves were different from the ones used in thiaitrg phase. In table 1 is reported the error réedron

the parameters and the test index used. Fig. pam@s the experimental curve to the reconstruated o
Table 1

Error on recorder on the curve of fig. 2

Parameter | Input | Output
a 0.0001| 0.000107
a 34 34.1
¢ 0.11 0.12
k 50 50.5
Ms 15 1.51
i 0.03

A comprehensive analysis was performed by subrgitseveral numerical curves to the network. These
curves had a saturation field between 0.5 and 1& cbercive field between 5 and 1000 A/m, a rem&ne

field between 0.1 and 1.1 T. In table 2 the maxinarmrs recorded are shown.

Table 2

Maximum errors

Parameter | Errors
a 10%
a 11%
¢ 13%




Kk 8%
Ms 5%

As far as the experimental verification is concegnibe hysteresis curves of NiFe 20-80 and thgirvir
curve ofthe hard axis of 3.2% Wg FE-Si Magnetic steel sas\pére used.

As far as NIFe 20-80 is concerned, the curve usetht test had a saturation flux den8ty,=0.81 T, a
saturation magnetic fieltl,a= 20A/m, a coercive fieldH=0.91 A/m and a remanent inductiBn=0.35
T. In table 3 these parameters are confronted th@lparameters obtained by the neural networkanitbe

seen as the error as well as the test index ate lguwv.

Table 3
Error on an experimental hysteresis curve

Parameter | Error

Baat 0.8%

Hmox 3.0%

Hc 3.5%

Br 0.6%

[ 1.8

As far as the virgin curve d¢he hard axis of 3.2% Wg FE-Si Magnetic steel sasd concerned, fig.3

shows how it can be reconstructed by a trained orétw

CONCLUSIONS

This paper presents a novel method for the detatiom of J-A model.

The proposed method uses neural networks and éstabtentify models that were non presented to the
network. The neural network used consists of aethager network and the input vector belongs t@@ 3
space. The method has been applied to identifyrarpatal hysteresis curve and it has shown a good

numerical accuracy.
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LIST OF FIGURE CAPTIONS

Fig. 1 Schematic representation of the proposentiitteation method. From a hysteresis loop an oRe 3
component vector is built. This vector is the inptia previously trained neural network. The ousparte

the parameters of the J-A model.

Fig. 2 Comparison between a numerical hysteresigeciContinuous line is the input curve, diamone th
output line. The parameters used to obtain thputuwdurve were those obtained from then networknwvhe

the input was the input curve. Input and outpuveware almost indistinguishable.

Fig.3 Plot of the virgin curve of hard axis of 3.28g FE-Si Magnetic steel samples. The squareshare t

measured points, the continuous line is the fittogre



