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ABSTRACT: The photodissociation and geminate recombination of nitric oxide in
myoglobin, under continuous illumination, is modeled computationally. The
relaxation of the photon energy into the protein matrix is also considered in a
single simulation scheme that mimics a complete experimental setup. The dynamic
approach to non-equilibrium molecular dynamics is used, starting from a steady
state, to compute its relaxation to equilibrium. Simulations are conducted for the
native form of sperm whale myoglobin and for two other mutants, V68W and L29F,
illustrating a fair diversity of spatial and temporal geminate recombination processes.
Energy flow to the heme and immediate protein environment provide hints to
allostery. In particular, a pathway of energy flow between the heme and the FG loop
is illustrated. Although the simulations were conducted for myoglobin only, the thermal fluctuations of the FG corner are in
agreement with the large structural shifts of FG during the allosteric transition of tetrameric hemoglobin.

1. INTRODUCTION
Sperm whale myoglobin is a small oxygen transport protein. It
consists of 153 amino acids and a prosthetic heme group that
binds small ligands (see Figure 1a). The physiological
importance of myoglobin as a storage device of oxygen in
muscles, and the empirical observation that it is stable and easy
to handle experimentally, motivated the investigations of its
structure, dynamics, and function. Indeed, it was the focus of a
large number of biophysical studies (for a book, see ref 1).
Of interest to the present manuscript are kinetic experiments.

A typical kinetic setup includes the application of a flash that
breaks the bond between a small ligand (L) and the iron atom
of the heme (H).2−9 After dissociation of the ligand, the iron
atom has only five coordinating groups instead of six and is
displaced out of the heme plane (see Figure 2a). The shift of
the iron position changes the geometry of the heme and is
detected spectroscopically. Eventually, the heme acquires a
replacement and reforms a bond with a ligand. The time scale
and yield of bond reformation are recorded and used to fit rate
coefficients and equilibrium constants for the process.
Austin et al.4 pioneered the use of low temperature flash

measurements and extended the experiments over a huge range
of time scales. They observed the phenomenon of geminate
recombination. A geminate recombination is the reformation of
the L−H bond between the same pair that was bonded before
the flash. In other words, the dissociated ligand does not leave
the protein after the flash. It remains inside the protein matrix
until activated diffusion brings it back to the heme group to

which it rebinds. Alternatively, the dissociated ligand may
diffuse to the solvent in which it is lost (in practice) to the
original heme group. Geminate recombination is particularly
intriguing, since the dissociated ligand hops between cavities
inside the protein matrix and the delay in the experimentally
observed recombination can be associated with time lost in the
cavities before returning to the binding site.
Schematically, we can describe the process using the

following kinetic scheme:
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The first state on the left (L−H) represents the ligand
chemically bonded to the heme. The second, middle state,
represents the geminate pair. The ligand in state (L···H) is still
in the same protein matrix and did not have enough time to
diffuse to the solvent. Finally, the state on the right (L + H) is
that of a ligand that escapes its original protein and is now in
aqueous solution. The probability of an escaping ligand to
return back to the same protein molecule is usually negligible.
Rate constants of eq 1 and variants of this equation are fitted to
experimental data. Most efforts were invested in modeling one
component of the geminate process, the middle step of ligand
diffusion in the protein matrix. Tilton et al.10 used a probe
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ligand to explore empty spaces in myoglobin and suggested
plausible diffusion pathways. Elber and Karplus11 used a mean
field theory to explore diffusion pathways of a diatomic ligand
in a thermally fluctuating myoglobin. More recent inves-
tigations either applied molecular dynamics simulations
directly12,13 or estimated free energy surfaces for ligand
diffusion with modern techniques such as TAMD,14 metady-
namics,15,16 or particle insertion.17

Due to the loss of the diffusing ligand to solvent or to heme
recombination, ligand diffusion is not an equilibrium process.
Furthermore, the properties of the diffusive ligand are probed
in the above recombination experiments indirectly, by fitting a
nonlinear model of the kinetics to rebinding curves. In addition
to kinetic curves of flash experiments, information on the
average position of the ligand as a function of time is now
available from time-resolved crystallography.18−20 These
beautiful experiments provide “real life” images of ligand
diffusion pathways. However, they do not provide new
information on kinetics and thermodynamics. The experiments
confirmed diffusion pathways and the existence of empty
cavities detected earlier by the simulations of Tilton et al.10 and
Elber and Karplus.11 We can therefore conclude that the
locations of plausible diffusion pathways and protein cavities,
that delay ligand rebinding and/or escape, are explored
adequately. The kinetic parameters of the process are still
under debate. Different computations provide results with mild
variations.6

Another important component of the process described by
eq 1 is that of energy relaxation. The dissociation process
pumps energy to the ligand and to the heme. The excess energy

Figure 1. (a) Myoglobin in ribbon representation, with the indication of the four xenon cavities (transparent orange spheres). Elements of secondary
structure (helices E, F, G, and H and loops CD and FG) are also indicated. (b) The heme pocket with the relevant residues lining the binding site
(above the heme plane) and the proximal histidine (below the heme plane); the isopropionate side chains are also indicated. From left to right:
native, V68W mutant, and L29F mutant (structures as in 1MBC.pdb, 20H9.pdb, and 2G0R.pdb). Images were prepared with the VMD program.48

Figure 2. Sketch of the five- (a) and six-coordinated (b) heme in Mb.
The four pyrrole N atoms, the Fe atom, and the closest nitrogen atom
of the proximal hystidine (called Nε) are indicated.
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dissipates, and the flow of energy is of particular interest, since
it may be relevant to allosteric transitions in general and to the
allosteric transition in hemoglobin in particular. While
myoglobin is not an allosteric protein, the related protein
hemoglobin is. Hemoglobin has four subunits, each subunit
being highly homologous to myoglobin. The dissociation of a
ligand in hemoglobin (by a flash or thermal activation)
promotes an allosteric effect in which the relative packing of the
subunits changes dramatically.21 The mechanism by which the
dissociation of the ligand promotes the large structural change
(the allosteric effect) is not known quantitatively. Myoglobin
suggests a simple model system for the transfer of the signal
(and energy) from the so-called allosteric core,22 of a ligand
bound to a heme, to the interface of the interacting subunits.
The study of the spatial and temporal energy relaxation after
bond dissociation is therefore of considerable interest.
Advanced spectroscopic techniques23−28 measure the rate at

which the heme group loses its excess energy to the solvent. A
computational model that explores geminate recombination of
the ligand should also account correctly for the measured time
scale of energy flow. Other investigators studied computation-
ally energy relaxation and flow from excited heme.29−32 In
particular, Sagnella and Straub32 carefully evaluated many
aspects of this process. They proposed an intriguing mechanism
in which excess energy is passed to the isopropionate side
chains of the heme (see Figure 1b) and from there transported
to the solvent. This mechanism was supported by an
experimental study,27 in which the isopropionate side chains
were removed and the difference in the relaxation was recorded.
Finally, the dynamics of bond formation and/or dissociation

of a small ligand and the heme iron has been investigated in
previous works.8,33−35 It is therefore a valid question, why do
we want to return to model myoglobin? The motivation behind
the present study is that these components were not put
together in a single comprehensive simulation scheme, in which
multiple measurements are brought together and accounted for
in a single framework. Moreover, in the present paper, we
probe geminate recombination in a stationary nonequilibrium
state. We consider a ligand (nitric oxide or NO) that can rebind
to the heme iron extremely quickly (on the picosecond time
scale). This time is comparable to the time scale of heme
relaxation. The two processes are therefore coupled in time and
presumably also in space. This is in contrast (for example) with
the photodissociation of carbon monoxide for which the
recombination time scale can exceed 100 ns. Another
motivation to study NO is that nitric oxide binding is relevant
to signaling processes in biology.
Experiments can be done with continuous illumination of the

sample (or using long nanosecond pulses26). In that case, if the
light is intense enough, nitric oxide may have sufficient time to
absorb a photon, dissociate, rebind, and repeat the cycle
numerous times. The continuous illumination creates a
stationary nonequilibrium state of dissociated and bound
heme−iron nitric oxide pairs. The rapid rebinding of NO and
its wide interest makes it well suited for non-equilibrium
molecular dynamics simulations. We therefore concentrate in
this paper on the geminate recombination of nitric oxide to
myoglobin. Such a stationary system should be studied with the
tools of nonequilibrium molecular dynamics.36−40 Once the
photon beam is turned off, the system relaxes to its equilibrium
state, starting however from the stationary nonequilibrium
initial conditions.

The nonequilibrium investigation described above is also
useful for the investigation of the allosteric effect in
hemoglobin. Hemoglobin is a tetramer, and each of the four
globin chains (2 α chains and 2 β chains) resembles myoglobin.
Early events of the allosteric process include dissociation of the
ligand−heme bond and transmission of excess energy from the
heme to the globin surface. Hence, the first step is internal and
is unlikely to require communication between chains, making
the myoglobin system a plausible model. By generating a steady
state of photodissociated molecules, a significant amount of
energy is pumped into the heme and its immediate environ-
ment. The excess energy is likely to provide a stronger signal to
the mechanism of allosteric initiation and energy flow to the
globin surface.
The paper is organized as follows. In section 2, we describe

the model for the geminate recombination under continuous
illumination; in section 3, we briefly describe the dynamic non-
equilibrium molecular dynamics framework. In section 4, the
computational details are fully described. Results from the
application to wild type myoglobin and two selected mutants
are presented in section 5. Finally, further steps are discussed in
the Conclusions.

2. THE MODEL

In the present manuscript, we describe photodissociation and
recombination processes of a small molecule (nitric oxide) with
a heme group embedded in the protein myoglobin. To describe
these molecular events, we need at least two Born−
Oppenheimer energy surfaces: the ground state and an excited
state (reachable with the exciting photon), and a mechanism for
transitions between the two surfaces. The motions on each of
these surfaces are handled by standard molecular dynamics. We
describe below the energy surfaces first, and then the switching
mechanisms. The calculations are conducted with the molecular
modeling program MOIL41 in which the algorithms discussed
were implemented in full. MOIL is available for download from
http://clsb.ices.utexas.edu/prebuilt/. The current model fol-
lows ref 33 with only one significant addition. Previously, we
allowed for only a single event of photon absorption. Here, we
consider multiple occurrences of photon absorption, dissocia-
tion, and geminate recombination in a single trajectory. While
the changes may seem small, they are significant. They allow us
to explore the buildup of energy at the heme, examine multiple
and correlated absorption of photons, and open the way for
better description of nonequilibrium stationary states in biology
and their relaxation. For completeness, we briefly describe the
model. We refer the reader to the earlier publication33 for a list
of the potential parameters.

2.1. Energy Surfaces. In molecular modeling programs,
the interactions between the atoms (protein, ligand, and solvent
atoms) are typically described by a single Born−Oppenheimer
(BO) energy surface. The single energy surface is usually
represented by a sum of mechanical energy terms

∑ ∑ ∑ ∑ ∑
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where the terms (from left to right) are a summation of bonds,
bond angles, torsions, improper torsions, van der Waals, and
electrostatic interactions.
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In the present paper, we define two diabatic surfaces. The
two surfaces are assumed to cross at a given distance between
the iron atom and the nitrogen atom of the ligand. Most of the
contributions to the energy surfaces follow eq 2. Moreover, a
significant part of the contributions to the energy surfaces (e.g.,
those coming from water and the intraprotein parts which are
outside the reaction site) is identical. The first diabatic surface,
which we denote by Ud1, is the Born−Oppenheimer surface
which corresponds to the ground state when the ligand, close to
the iron, is bound to the heme. It is the state in which the
system absorbs the photon. The second diabatic surface Ud2 is
the surface that is reached once the photon is absorbed. We
write

= + +− − −U U U Ud1 d1,P L d1,P H d1,Fe L (3)

= + +− − −U U U Ud2 d2,P L d2,P H d2,Fe L (4)

The notation P is for the protein, H for the heme, L for the
ligand, and Fe for the iron. For simplicity, we are omitting the
contributions coming from the solvent terms. Ud1,P−L and
Ud2,P−L coincide and represent all the interaction terms in
myoglobin (except the heme), and between myoglobin and the
ligand atoms. Their functional form is standard. The energy
parameters are from the OPLS force field with the united atom
model42 (CHn groups are modeled as point masses) as
implemented in the MOIL program.41 The NO ligand was
modeled with the two-site simple model. It consists of Lennard-
Jones sites and small charges (0.028 au) of opposite sign,
located at the ligand atomic positions. The water model is
TIP3P.43

The second and third terms describe respectively the
interactions of the protein with the heme and the iron with
the ligand, in the two diabatic states. Ud1,P−H depends on the
distance between the iron and the ligand. Therefore, it has to
represent the heme coordinated to five or six nitrogen atoms,
U5,P−H and U6,P−H, respectively. In contrast, Ud2,P−H represents
always states with 5-coordinated heme, and therefore is equal to
U5,P−H for all iron−ligand distances. In U5,P−H, the iron is
slightly displaced from the heme plane in the direction of the
proximal hystidine (see Figure 2a). The iron in U6,P−H is
coordinated to six nitrogen atoms, including the one of the
ligand; the equilibrium length of the bond between the Nε
atom of the proximal histidine and the iron is changing from
2.1 Å in the 5-coordination state to 2.2 Å in the 6-coordination
state (see Figure 2b). For a complete set of parameters, see ref
33.
The term Ud1,P−H has a smoothed piecewise definition from

6-coordinated to 5-coordinated heme, given by a switching
function f(R):

=
+ −λ −−f R

R R
( )

1

1 exp[ ( )]1
cut (5)

where the parameter values are Rcut = 3 Å and λ = 0.2 Å, so that

= − +− − −U f R U f R U[1 ( )] ( )d1,P H Fe,N 6,P H Fe,N 5,P H

(6)

The switching function changes from one at large iron−
nitrogen distances to exp(−λ−1Rcut) = exp(−15) = 3.05 × 10−7

≈ 0 at zero distance.
In our model, the second diabatic surface Ud2,P−H is

=− −U Ud2,P H 5,P H (7)

The remaining diabatic terms represent the interaction of the
ligand with the heme iron. The term Ud1,Fe−L is given by

= − α −

− −α −

−U D R R

R R

{exp[ 2 ( )]

exp[ ( )]}

d1,Fe L Fe,N Fe,N
eq

Fe,N Fe,N
eq

(8)

The energy for heme−nitric oxide binding D is 30 kcal/mol;
the Morse potential of eq 8 allows for asymptotic bond
breaking at a cost of 30 kcal/mol. The parameters α and RFe,N

eq

were described in ref 33 and are α = 2 Å−1 and RFe,N
eq = 1.743 Å.

As for the term Ud2,Fe−L, it is given by

= − −−U A bR Bexp( )d2,Fe L Fe,N (9)

where A, B, and b are constants and RN−Fe is the distance
between the iron and the nitrogen atom.

2.2. Switching between Electronic Curves. There are
two mechanisms for the system to switch between the two
diabatic energy surfaces. The first is by a direct absorption of a
photon, and the second is by curve crossing. In the first
mechanism, an absorbed photon transition takes the system
from the ground to the excited state without a change in the
nuclear positions or velocities. Within our model, it means that
the energy function [Ud1,P−H + Ud1,Fe−L] is instantaneously
changed to [Ud2,P−H + Ud2,Fe−L].
The absorption of the photon is restricted by the following

conditions: (i) The ligand position should be such that its
energy given by eq 8 is at most −20 kcal/mol; otherwise, we
anticipate poor Franck−Condon overlap for the transition. (ii)
There is a constant probability, p, for the molecule to absorb a
photon in a time step. This probability depends (of course) on
the concentration of myoglobin in the sample and on the
intensity of the photons in the incoming beam. For
computational convenience, we set this probability to be high
and we experimented with photon-absorption probabilities of
0.1 and 0.05 photons/ps without significant changes in the
qualitative behavior of the simulation.
The second mechanism models a transition between diabatic

curves with the Landau−Zener mechanism.44,45 We consider
the probability P of the system to remain on the diabatic curve
while passing through a crossing point. The crossing in our
model is of the repulsive curve of eq 9 and the Morse potential
of eq 8. The probability is given by

= −πΓP exp( /2)LZ (10)

Γ = πΔ
| − |hv F F
2

LZ
2

1 2 (11)

where Δ is the electronic coupling between the energy surfaces,
h the Planck constant, v the modulus of the velocity of the
reaction coordinate (the iron−nitrogen distance), and F1 and
F2 the spatial derivatives of the two diabatic energy surfaces at
the crossing point. The formula makes intuitive sense as
follows. If the electronic coupling is zero, no transition is
expected between the diabatic surfaces. Similarly, if the velocity
is high, the transition probability between diabatic surfaces will
be smaller, since the time the system spends at the transition
domain is shorter.
The second mechanism allows a bidirectional process which

gets and releases energy. It is not uncommon to find the system
moving on the left of the crossing point along the dissociated
curve, crossing and changing temporarily to the associated
diabatic surface, so gaining energy, then pass the crossing point
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again and switch back to the excited state. Multiple cycles of
dissociation and rebinding lead to further energy flow into and
out of the heme. Multiple peaks in the heme kinetic energy as a
function of time (see, for instance, Figures 6−8) are not
necessarily following events of photon absorption. This
complex nonmonotonic behavior of energy flow and
significantly longer relaxation times were not observed in
single photon-absorption events. They lead, as we illustrate in
section 5, to the observation of new phenomena.

3. DYNAMIC NON-EQUILIBRIUM MOLECULAR
DYNAMICS (OR D-NEMD)

As stated above, the continuous illumination creates a
stationary nonequilibrium state of dissociated and bound
heme−iron nitric oxide pairs. Once the photon beam is turned
off, the system relaxes to its equilibrium state starting however
from the stationary nonequilibrium initial conditions. Such
relaxation is studied in this work with the tools of dynamic non-
equilibrium molecular dynamics (or D-NEMD).36−40

In D-NEMD, we consider a classical N particle system, Γ =
{ri, pi} being a point in phase space. The Hamiltonian
governing the system is H(Γ, t), which we assume to be
explicitly time dependent. In statistical mechanics, a macro-
scopic property O(t) is obtained as an ensemble average in
phase space of the corresponding microscopic observable
Ô(Γ):

∫= Γ ̂ Γ Γ ≡ ⟨ ̂ Γ Γ ⟩O t O w t O w t( ) d ( ) ( , ) ( ) ( , )
(12)

where w(Γ, t) is the (time dependent) phase-space probability
density and ⟨...⟩ the integral over phase space. From the
Liouville equation, we have that

Γ = Γ†w t S t w( , ) ( ) ( , 0) (13)

where S†(t) is the adjoint of the time evolution operator of the
dynamical system, S(t), which, in turn, is just a way to indicate
the one-to-one correspondence:

̂ Γ = ̂ ΓO t S t O( ( )) ( ) ( (0)) (14)

By combining eqs 12, 13, and 14, we get the Onsager−Kubo
relation:

= ⟨ ̂ Γ Γ ⟩ = ⟨ ̂ Γ Γ ⟩†O t O S t w S t O w( ) ( )[ ( ) ( , 0)] [ ( ) ( )] ( , 0)
(15)

The meaning of the above equation is that the ensemble
average of the microscopic observable Ô(Γ) over the time-
dependent probability density w(Γ, t) at time t is the same as
the ensemble average of the microscopic observable at the
point Γ(t), corresponding to the evolution in time of the initial
phase-space point Γ(0), averaged over the probability density at
time t = 0, w(Γ, 0).
In the standard D-NEMD approach, we assume that w(Γ, 0)

corresponds to a stationary condition so that it can be sampled
via an MD simulation. Then, we can evolve initial
configurations taken from that trajectory with the dynamics
generated by H(Γ, t). In the present case, H(Γ, t) does not
depend on t because we want to study just the relaxation to
equilibrium when the radiation flow is turned off. Moreover,
the relaxation is not just Hamiltonian, since there can be
nonadiabatic switching. This more general situation does not
invalidate, though, the Onsager−Kubo relation (see eq 15).
Along the paths generated by H(Γ, t), we compute the

microscopic observable Ô(Γ(t)). The time-dependent behavior
of the macroscopic observable O(t) can be estimated by taking
the arithmetic average of Ô(Γ(t)) over the trajectories
originated from each of the chosen initial states which represent
a sample from w(Γ, 0).

4. COMPUTATIONAL METHODS
Molecular dynamics simulations were performed on three
systems: the native form of myoglobin and two myoglobin
mutants L29F and V68W in aqueous solution (PDB codes
1MBC,46 2G0R,18 and 2OH9,47 respectively). Figure 1a shows
a ribbon representation of the protein and the center of the
four xenon cavities. Figure 1b shows the heme pocket with the
key residues lining the binding site on the distal side, in the
native protein and in the L29F and V68W mutants. The figures
were prepared by VMD.48

It is well-known that the L29F mutation, in which a leucine
residue is replaced by the bulky group of phenylalanine (Figure
1b, right panel), shows biphasic kinetic behavior: at short times
(picoseconds), the ligand is unable to escape from the iron
atom and it recombines rapidly; ligands that are able to leave
the heme pocket face a significantly longer time scale of
recombination (nanoseconds, for CO); see ref 47 and
references therein. Time-resolved X-ray experiments49 illus-
trated that the ligand stays in the binding site (above the heme)
immediately after photolysis. After a while (<1 ns), most of the
electronic density associated with the ligand is found in the Xe4
cavity.
On the other hand, the mutation Val(E11)68 to Trp (Figure

1b, central panel) blocks the access to the protein interior from
the binding site. It completely fills the Xe4 pocket and
sequesters the ligand near the iron atom after photo-
dissociation. As a result, the rate of geminate recombination
is very high, at least 20 times faster than in the wild type for O2
(see ref 47 and references therein).
In each system, the protein was placed at the center of a

cubic cell that was filled with a pre-equlibrated pure water box.
Water molecules whose atoms overlap with any protein atom
were removed, thus leaving 8342, 7540, and 8894 water
molecules around the native, V68W, and L29F proteins,
respectively. To ensure the neutrality of the box, 2, 3, and 1
water molecules were then replaced by two sodium, three
sodium, and one chloride counterions, respectively.
All systems were equilibrated using the following scheme:

first, a 10 ps run was perfomed at 300 K by keeping fixed the
protein atoms and allowing the water molecules to move. The
initial box volume is 69 × 69 × 69 Å3, large enough to avoid
Lennard-Jones repulsion between the primary and image boxes.
The box volume is slowly (linearly, and at each step)
compressed to the final size of 66 Å in the native, 64.5 Å in
the V68W, and 65 Å in the L29F. Then, the system was
equilibrated at T = 300 K over a period of 1 ns, by keeping the
box volume constant, letting all the atoms move.
Periodic boundary conditions were used,50 and van der

Waals interactions were cut off beyond a distance of 9.5 Å.
Electrostatic interactions were calculated by the Ewald sum
using the PME method;51 the direct sum cutoff was fixed at 11
Å, the tolerance for direct space summation was set to 10−10,
and cubic spline interpolation with a grid of 64*64*64 points
was used in each system. The SHAKE algorithm was employed
to constrain the protein bonds involving hydrogen atoms.52,53

Bonds within water molecules were kept fixed by using a matrix
variant of the SHAKE constraint algorithm.54 The equations of
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motion were integrated with the velocity Verlet algorithm55,56

with a time step of 1 fs. The nonbonded neighbor lists were
updated every 10 steps. Coordinate and velocity sets were saved
every 10 fs for data analysis.
To counteract the system heating due to the continuous

photon illumination, the velocities of the water molecules
external to the sphere of 30 Å (32 Å in the case of native
myoglobin) centered at the box center were periodically
rescaled to the value corresponding to room temperature: if a
deviation larger than 10 K was found, their velocities were
scaled to a kinetic energy corresponding to 300 K.

5. RESULTS AND DISCUSSION
5.1. The Non-Equilibrium Stationary State under

Continuous Illumination. Several runs were performed for
the native and mutant proteins, changing the initial conditions,
with the aim to generate few trajectories representing a good
sample of a non-equilibrium stationary state under continuous
illumination. We observed that, in most simulations of the
native and the L29F mutant, the hot ligand escaped from the
binding site after ∼500 ps and did not recombine on the
simulation time scale (1 ns). To appreciate the extent of ligand
motion in the different proteins, we measured the number of
collisions of the ligand with residues, averaged over a 1 ns
trajectory. A collision is counted when at least one atom of the
ligand and one atom of the residue are within a distance of 4 Å.
In the native case, the ligand collided with Gly25, Ile28,

Leu29, Gly65, Val68, Leu69, Leu72, Ile107, and Ile111. These
are the residues lining the Xe4 cavity57 (see Figure 1a). After a
while, the ligand migrated to Xe4, and remained trapped there,
no longer re-entering the surface crossing region.
In the case of the L29F mutant, it is known (see section 4)

that, once the NO passes the phenylalanine ring, returning back
is activated, since the phenylalanine residue blocks the
reentrance of the ligand to the heme pocket from the interior
of the protein. Experimentally, this results in a clear biphasic
behavior. As in previous simulations of this mutant,33 two
groups of residues are found mostly to collide with the ligand.
One of them, formed by the residues 43−46, is close to the CD
loop (see Figure 1a), and the other one, residues 60−68, is at
the E/heme corner. In most of our simulations of L29F, no re-
entry was observed, and after a while, the ligand was found in
the solvent. In this case, the stationary distribution, conditioned
to remain in the region where rebinding is possible, can be
defined only using multiple trajectories. One long trajectory will
not help. Proceeding with multiple trajectories, we lose any
information about the total rate of rebinding.
At variance, in the V68W mutant, the ligand collides mostly

with the binding site residues: Leu29, Phe43, His64, Trp68,
Ile107,57 and the heme atoms for a long spell of time; the large
aromatic side chain of the Trp68 suppresses almost completely
the escape of the hot ligand from the initial site into more
remote sites. A single trajectory can therefore provide adequate
sampling of the conditioned stationary state.
When the ligand remains in the heme pocket, we observe 38

photon absorption events in the native Mb and 42 photon
absorption events in both V68W and L29F, within 1 ns. The
normalized probability density of the time elapsing te between
two absorption events is shown in Figure 3. The mean value of
te is ≃28 ps in the native and ≃26 ps in both V68W and L29F
systems. Since the probability of photon absorption is 0.1
photons/ps, we should have on average te ≅ 10 ps, would the
ligand spend most of its time in the bound state; the delay td we

measure with respect to 10 ps (≃18 and 16 ps) is a rough
measure of the recombination time in the stationary state.
To assess the effect of the continuous illumination on the

structure of the protein, we measured the root mean square
deviation (RMSD) of the backbone atoms from the starting
structure, defined as

∑= −
=

t
N

r t rRMSD( )
1

( ( ) (0))
j

N

j j
BB 1

2
BB

(16)

after optimal superposition of the two backbones,58 where NBB
is the total number of backbone atoms. Atomic root mean
square fluctuations of protein residues (RMSFs) were also
calculated, after optimal superposition between the average
structure and the structure at time step i.

∑ ∑= − ⟨ ⟩
= =

N N
r i rRMSF(residue)

1 1
( ( ) )

j

N

i

N

j j
BBres 1 1

2
BBres

(17)

where NBBres is the number of backbone atoms in each residue,
N is the total number of time steps, and ⟨...⟩ is the time average.
Results are reported in Figures 4 and 5. The RMSD is
comparable to other simulations of solvated myoglobin
reported in the literature.59 The plots of MSFs appear very
similar to the plots already reported at room temperature.59,33

No evidence for damage of the protein structure is observed,
despite the continuous pumping of energy into the system.
The instantaneous temperatures of the heme and the total

system in the three solvated proteins were evaluated as
functions of simulation time under continuous illumination
from

∑=N k T m v
1
2

1
2

i
i idof B

2

(18)

where the sum was either on the heme atoms or on the total
number of atoms, respectively. Ndof was chosen accordingly. At
each time step, the ligand is found bound or unbound. We
attribute the value 0 to the bound state of the ligand and the

Figure 3. Normalized probability density of the time elapsing te
between two photon absorption events. Native Mb (black bar), L29F
mutant (dark gray), V68W mutant (light gray). Class i sums up events
in the interval [ti − 5, ti] (in ps).
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value 1 to the unbound state. Results for the temperature along
our 1 ns run are shown in Figures 6−8, upper and central
panels, for the wild type, V68W, and L29F mutants,
respectively. In the lower panel of Figures 6−8, a window
average over 100 ps (red curve) of the ligand status data, as well
as the total kinetic energy in the central panels, illustrates the
stationarity. To estimate the time scale for the switch between
the two diabatic surfaces, we measured the autocorrelation of
the ligand status time series shown in Figures 6−8. As shown in
Figure 9, the decorrelation time (measured as the time of the
first zero crossing) is the lowest in the V68W mutant (≃15 ps)
and the largest in the L29F mutant (≃70 ps).
5.2. Hints to Allostery. We also performed the analysis of

the heat flow. The system absorbs energy at a precise location
of the macromolecule (bond between the ligand and the iron at
the center of the heme group) and dissipates the excess energy
to the rest of the protein and eventually to the solvent. We seek
particular domains of the protein that absorb and transport heat
better than other domains. To that purpose, we computed on a
regular spatial grid of 30 × 30 × 30 points the average kinetic
energy of the atoms in each cell, obtaining the local
temperature field T(x,y,z) in the grid. We averaged the
temperature over time. Since photon absorption events are
infrequent, the average temperature in the stationary
distribution does not deviate significantly from room temper-
ature. We computed also the temperature variance ⟨T2(x,y,z)⟩
− ⟨T(x,y,z)⟩2 on the grid. This variance is a useful measure to
identify groups whose instantaneous temperature has the
largest fluctuations, so better participating in instantaneous
heat transfer. Results are summarized in Figure 10a−c for the
native protein and the two mutants.
The three proteins show remarkable similarities with minor

differences. The mutant V68W, Figure 10b, is the most efficient
in inducing local heating. The nitric oxide is trapped in the
heme pocket, which implies rapid recombination followed by
more frequent photon absorption events. As better shown in
Figure 11, the largest variances observed for V68W are found
for the heme group and residues from the FG corner and the G
helix (His93, Ile99, Tyr103, Leu104). A similar excitation is
found for L29F, Figure 10c, with identical “hot” residues. In the
native protein, Figure 10a, the ligand is less confined and
temperature fluctuations are spread over more space. Besides
the heme group, we find that Ser92, His93, Lys96, His97, Ile99,
Tyr103, Leu104, and Glu105 display significant thermal
fluctuations. The heme group is covalently linked to the

protein through the proximal histidine. Energy transfer is likely
to be more efficient through bonds and nearby contacts. It is
therefore worthwhile to have a space filling view of the heme
pocket from the direction of the proximal histidine (Figure 12).
The striking observation is the close proximity of His 97, a
critical residue for the allosteric transition (in pink), to the
proximal histidine and the heme. This proximity allows for the
energy to be transferred to and used in the allosteric transition.
All the above-mentioned residues are at the G helix (100−118)
and at the FG loop (96−99). The FG corner was shown to play
a significant role in allostery. In the allosteric transition of
tetrameric hemoglobins, the FG corner of the β chain is
displaced against the C helix of the α chain. In particular, His97
from the FG loop forms a contact with Thr38 of the C helix. Of

Figure 4. Backbone atoms root-mean-square deviation from the
starting structure, eq 16, along the non-equilibrium trajectory. Native
Mb (black line), L29F mutant (dark gray), V68W mutant (light gray).

Figure 5. Atomic mean square fluctuations versus residue number, eq
17. Upper panel, native Mb; central panel, V68W mutant; lower panel,
L29F mutant. The labels at the top of the plot indicate secondary
structure elements in Mb: helix A (residues 3−18), helix B (20−35),
helix C (36−42), loop CD (43−50), helix D (51−57), helix E (58−
77), loop EF (78−85), helix F (86−94), loop FG (95−99), helix G
(100−118), loop GH (119−124), helix H (125−148), carboxyl
terminus HC (149−153).
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course, myoglobin is only one chain. However, the temperature
variance is consistent with a thermally excited FG corner
(which is quite far from the initiation site). A similar excitation
when induced into a tetramer may lead to an allosteric
transition.21 The plausible connection to hemoglobin is
therefore appealing.
Finally, we compare our simulation of a stationary state to

the studies of heme relaxation by Bu and Straub31 and Sagnella
and Straub.32 Their investigation focused on modes that lead to
rapid energy loss. Indeed, the heme “arms” are close to the
solvent and provide the shortest path to solvent for heat
dissipation. Our focus is somewhat different. We look at protein
structural segments that show large temperature fluctuations
and not necessarily to the most efficient pathway of energy loss.
The last enquiry led us to the observation about the FG corner
mentioned above. The path to the FG is inside the protein
structure and takes at least some of the photon excitation
energy. Another difference is that we placed the excess energy
along the iron ligand bond, while Straub and co-workers
distribute the excess energy among heme atoms. As a result, in
our case, the fluctuactions are most significant in the proximal
histidine, covalently linked to the Fe atom, and in the FG
domain, opposite to the heme side chains (see Figure 11),
while water and heme’s arms temperature fluctuactions are
small and essentially negligible. While the exact heme’s mode
that carries the photon energy is not known, our model is likely
to be relevant also to thermal dissociation in which the bond is
broken due to thermal fluctuations.

5.3. D-NEMD Simulations: Turning off the Photon
Beam. Configurations were sampled every 10 ps from the 1 ns
run under continuous illumination and were used to initiate
100 trajectories that were run in the NVE ensemble for 100 ps
with the photon beam off. In these trajectories, we follow the
relaxation from the non-equilibrium stationary state under
continuous photon pumping to the equilibrium state with
photon beam off.

5.3.1. Heme and Ligand Cooling. We monitor the
temperature of the heme and the ligand as a function of
time. Figure 13 shows the heme temperature relaxation (heme
cooling) obtained averaging over the 100 trajectories (see
section 3, D-NEMD). A single exponential function fits the
data in the simulations of the wild type and the V68W proteins.

Figure 6. Native Mb. Upper panel: heme instantaneous temperature;
red symbols indicate photon absorption events. Central panel:
instantaneous temperature of the total protein + water system.
Lower panel: flipping of the ligand between the bound or unbound
surfaces; the red curve is a window average over 100 ps.

Figure 7. Same as in Figure 6 for the V68W mutant.

Figure 8. Same as in Figure 6 for the L29F mutant.

Figure 9. Autocorrelation function of the ligand flipping time series
shown in the lower panels of Figures 6−8. Black curve, native; blue
curve, V68W; red curve, L29F.
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A biexponential curve is used for the L29F mutant. The
relaxation time is ≃21 ps for the native and the V68W mutant,
while two relaxation times are present in L29F, one as short as
≃6 ps and a second much slower relaxation of ≃100 ps.
The results for the native protein may seem in disagreement

with previous theoretical and experimental results for energy
relaxation in the native protein following a single photon

absorption or direct excitation of heme vibrational bands.
Before discussing the apparent disagreement, we summarize
relevant experimental results.
Time-resolved Raman spectra of myoglobin were measured

by Petrich and co-workers60 following a 500 nm pulse
excitation. It was found that the excess energy deposited in
the heme is transferred to protein modes in roughly 5 ps. Lingle

Figure 10. Color-coded variance of the local temperature of myoglobin in the stationary condition under constant illumination: (a) native; (b)
V68W mutant; (c) L29F mutant. The red color corresponds to the highest variance in temperature, followed by yellow and green; the blue color
corresponds to the lowest variance. The temperature is computed on a grid of 30 × 30 × 30 points. (d) Myoglobin in ribbon representation, same
orientation as in panels a−c. The heme and the proximal hystidine are represented in sticks. The figure was prepared with the ZMOIL41 and VMD48

programs.

Figure 11. Color-coded variance of the local temperature of the heme and surrounding residues in V68W. The temperature is computed on a higher
resolution grid of 60 × 60 × 60 points. The heme and the residues are represented in sticks. The figure was prepared with the ZMOIL41 program.
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and co-workers61 found that in deoxyhemoglobin the heme
excess vibrational energy was dissipated within 15 ps. Li, Sage,
and Champion26 identified a heme cooling time constant of 4
ps on the basis of Raman scattering experiments. Lim et al.28

reported on a single-exponential decay of photoexcited heme

with a time constant of 6.2 ± 0.5 ps. Mizutani et al.62

monitored the time dependence of the relaxation of excited
vibrational modes of the heme in myoglobin using resonance
Raman spectroscopy. The decay was found to be biexponential,
with time constants of 3 ± 1 ps (the 93% of the relaxation) and
25 ± 14 ps. Lian et al.63 measured the D2O stretching mode
shift following photoexcitation of heme in myoglobin solution.
It was determined that 60% of the deposited energy was
transferred on a time scale of 7.0 ± 1.5 ps, whereas 40% of the
energy relaxed on a longer time scale of 20 ps. Genberg et al.64

studied the energy flow between the protein and solvent using
transient phase grating spectroscopy, demonstrating that energy
transfer to the surrounding solvent occurred within 20 ps.
Computer simulations of relaxation in heme proteins by

Henry et al.65 pointed out that the relaxation after heme
excitation is a biexponential process with roughly 50% energy
loss occurring within 1−4 ps and the remainder within 20−40
ps. The heme cooling was subsequently studied using molecular
dynamics simulation by Straub and co-workers.32,66 To
simulate the photodissociation process, about 88 kcal/mol of
excess of kinetic energy, corresponding to two 650 nm photons,
were deposited in the heme. Decay of the heme kinetic energy
following ligand dissociation was found to be single exponential
with a time constant of 5.9 ps in both native type and H93G
mutated myoglobin. For cytochrome c,31 another heme protein,
the kinetic energy relaxation was found to be a biphasic
exponential decay process with relaxation time constants of 1.5
and 10.1 ps for the fast and slow processes, respectively.
In this work, we have strong evidence of a single exponential

decay in the wild type and in the V68W mutant but with time
constants larger than most of the above-reported values. The
larger time constants for the heme cooling could be attributed
to the multiple photon energy adsorptions along the stationary
run from which the side trajectories were derived (see also
section 2). This is quite different from a single pulse excitation
of the ligand or of the heme atoms. To make the comparison of
our simulation to single photon experiments and calculations
meaningful, we searched for time intervals in which photon
absorption events are well separated in time (see Figure 14,
upper left panel, in the case of the V68W mutant), so to
approximate them as different single photon excitations. In this
case, the relaxation to room temperature is achieved in the ∼5
ps time scale (see Figure 14, upper right and bottom panels), in
good agreement with most of the experiments and previous
single excitation simulations.
The differences between single and multiphoton excitations

are important, since they allow us in the case of multiphoton
absorption (computationally and experimentally) to build up
considerable energy in the heme for a long period of time. This
buildup makes it possible to probe new processes that require
more energy, or to probe events with higher amplitudes
(stronger signals) and in shorter duration than a single photon
event. The local enhancement of signal is obtained without loss
of overall protein stability (Figures 4 and 5).
As for L29F, two relaxation time scales are observed, a short

(≃6 ps) and a longer one (≃100 ps). A multiexponential
behavior reflects the existence of secondary docking sites within
the protein. As discussed above (see section 4), in the L29F
mutant, the ligand may escape from the binding site on the
hundreds of picoseconds time scale, migrating toward the Xe4
cavity and/or the CD corner. The re-entrance of the ligand to
the heme pocket from these sites could take a long time, and
would contribute to the slow relaxation process we observe. On

Figure 12. Top view from the proximal direction of the core of
temperature fluctuations in the native protein (red, heme; green,
proximal residue (on top of the heme); pink, His97). Lys96, Ile99,
Tyr103, and Leu104 are represented and color-coded by atom types:
gray is an apolar carbon, red oxygen, and light blue nitrogen. Atoms
are drawn with only 85% of their van der Waals radius for clarity. The
figure was prepared with ZMOIL.41

Figure 13. Relaxation in time of the heme temperature after
continuous illumination. Simulation data are represented by the
black line; the best exponential curve is represented by the red curve.
Upper panel, native Mb; central panel, V68W mutant; lower panel,
L29F mutant.
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the other hand, the fastest time scale (≃6 ps) could be
contributed by those trajectories in which the ligand does not
migrate to the protein interior and binds from the heme pocket.
Furthermore, in the L29F system only, in ≃30 out of 100

simulated trajectories under the condition of photon beam off,
water molecules were found to collide with the ligand in the
first part of the trajectory (for the definition of collision, see
section 4); the same water molecules then migrated from the
binding site toward the heme isopropionate side chains. They
were found eventually to interact with one of the other side
chains, via hydrogen bonds. This observation could account for
the fast process observed in L29F (as well as the fast ligand
cooling in L29F, see below). It is in agreement with Henry et
al.,65 who first suggested the possibility that the energy could be
transferred directly and rapidly from the heme to the
surrounding water, by solvent induced damping of the
isopropionate side chain motions; and with the subsequent
simulation work of Straub and co-workers,31,32,66 who showed
how the two isopropionate side chains could play an important
role in funneling the excess kinetic energy from the heme in
wild type myoglobin.
Figure 15 shows the ligand cooling in the three systems,

averaged over the multiple trajectories under the condition of
photon beam off. The ligand cooling is the slowest in V68W
and the fastest in L29F. Furthermore, in V68W, slow
oscillations appear to be superimposed to the decay of the
ligand temperature; this is clearly shown in the inset of Figure
15, central panel, where a window average over 0.1 ps (red
curve) was superimposed to the relaxation data. In this mutant,
the ligand is always trapped in the distal heme pocket, and
forced to interact mostly with the binding site residues; ligand-
residue collisions could then account for the appearance of slow

frequency oscillations in ligand cooling, as well as for the higher
temperature of the ligand in the initial conditions.

5.3.2. Kinetics of NO Recombination. Among the 100
selected initial conditions along the stationary state, in 28, 30,
and 22 (in the native, V68W, and L29F, respectively), the
ligand was in the unbound state. Averaging the ligand status (0
and 1 values for the bound and unbound, respectively) over the
trajectories started from this subset of initial conditions, it was
possible to measure the kinetics of ligand rebinding over the
100 ps time interval.
In the native protein, in all the trajectories but one, the ligand

was found bound at the end of the 100 ps run. The ligand
recombined mostly from the binding site (in a time scale of 1−
20 ps); in 5 out of the 27 trajectories, it recombined from the
Xe4 cavity (time scale 20−70 ps). In all trajectories of the
mutant V68W, the ligand recombined from the binding site.
In L29F, a wide range of configurations was found at the end

of the 100 ps trajectories. In 3 trajectories out of 22, the ligand
was found still unbound at the end of the 100 ps. An analysis of
these trajectories showed that the ligand remained trapped in
Xe4; the bulky Phe29 prevented it from coming back to the
binding site in the 100 ps time of the trajectory. In five
trajectories, the ligand was observed to recombine starting from
the CD corner (time scale 20−40 ps); in all the others, it
recombined from the binding site, on a time scale of 2−20 ps.
At short times, the Phe29 squeezes the ligand against the heme,
and the recombination is fast (time scale 2−20 ps). However, at
longer times, the ligand is no longer in the original binding
cavity and the re-entry process is activated. The two time scales
were also evident in LES (locally enhanced sampling)
simulation of ligand diffusion by Gibson et al.67 Similar
behavior has been found in simulations of CO migration in

Figure 14. Upper left panel: heme temperature in the 405−510 ps time window, along the continuous illumination trajectory for the V68W system.
Upper right panel, 405−420 ps time window; bottom left panel, 445−460 ps time window; bottom right panel, 481−496 ps time window. Red
symbols denote photon absorption events. Red curves are window averages over 0.1 ps.
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L29F: the ligand escapes from the binding site on a time scale
of a few tens of picoseconds to hundred picoseconds.68

The recombination curves for the three proteins are shown
in Figure 16; the values are normalized to the value at t = 0.
The red curves are the results of fitting the data with a double
exponential decay. Two processes are observed with very
different time scales. The fast decay, on the subpicosecond time
scale, is merely due to a first fast switching between the energy
surfaces. The slow process includes significant spatial diffusion
of the ligand. The time constants for the slow process are ≃16,
11, and 29 ps for the native, the V68W, and the L29F,
respectively. Notwithstanding the poor statistics, we were able
to reproduce, at least qualitatively, the order of rebinding of the
mutants in comparison to the wild type. In particular, the
recombination in V68W is ≃1.4 faster than in the native, in
good agreement with the value of ≃1.3 for the fast kinetic
phases in V68W(NO) and Mb(NO) measured experimentally
by Ionascu et al. at T = 290 K (see Table 1 in ref 9). The
recombination time in L29F (≃29 ps) is larger than in the

native, as pointed out in experiments and previous simulations
of MbNO.33,67

6. CONCLUSIONS
The fast geminate recombination and energy relaxation of nitric
oxide in wild type and mutated myoglobins are investigated.
While different components of the process were studied in the
past, the present investigation offers a comprehensive model of
a particular experimental setup. Multiple events of photon
absorption, ligand dissociation, diffusion, and recombination in
a single trajectory are modeled in a single computational
framework. This setup is appropriate for the ligand nitric oxide
that rebinds exceptionally rapidly and to the computational
method of D-NEMD.
The multiple photons placed the system at a highly

nonequilibrium state, allowing us to probe the system under
unusual conditions in which the heme is particularly “hot”.
Since nitric oxide rebinds to the heme extremely rapidly,
molecular dynamics at the nanosecond scale is sufficient to
sample numerous cycles of geminate recombination. Further-
more, the recombination rate of nitric oxide is comparable to
the time scale of heme energy relaxation, making it possible to
tune and influence the rate of heme cooling, an interesting
proposition for future experiments. Indeed, as we illustrate with

Figure 15. Relaxation in time of the NO temperature after continuous
illumination. Upper panel, native Mb; central panel, V68W mutant;
lower panel, L29F mutant. The red curve in the inset of the central
plot is a window average over 0.1 ps, illustrating oscillatory behavior.

Figure 16. Kinetics of ligand rebinding in Mb. Upper panel, native
Mb; central panel, V68W mutant; lower panel, L29F mutant.
Simulation data are represented by the black line; the best double-
exponential fit is represented by the red curve.
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continuous illumination, the heme relaxation can be delayed to
tens of picoseconds (10 times slower than the relaxation
observed for a single event of photon absorption). The energy
relaxation also shows a complex behavior, and we observed
oscillations in the kinetic energy of the heme on the picosecond
time scale, indicating that persistent modes (on the several
picoseconds time scale) have been excited.
Looking at the temperature fluctuations of the native and

mutant proteins, we were able to identify protein domains that
were affected significantly by photon absorption (see Figure
10). Interestingly, the subset of residues that shows large
temperature variances is from the FG corner and the beginning
of the G helix. This thermal excitation may be correlated with
the allosteric transition in hemoglobin in which the FG corner
of the β chain is undergoing major structural shifts with respect
to the C helix of the α chain. Hence, the present study provides
hints to allostery.
The mutants examined were L29F and V68W. From the

perspective of energy buildup in the heme, the last mutant is
the most intriguing. The ligand never escapes from the much
tighter heme pocket (once tryptophan is placed at the 68
position, see Figure 1b, central panel). It remains throughout
the calculation in the heme pocket, and quickly rebinds to the
heme after dissociation events. The stationary state of the heme
is therefore hotter than that of any other mutant. This is also
the mutant for which oscillations in the heme kinetic energy
have been observed. Hence, it is possible to fine-tune the
protein, not only structurally but also in a way that influences
its energy relaxation.
Future experiments combining D-NEMD simulations

together with carefully tuned mutations can be used to probe
how a chemical signal (formation and dissociation of bonds) is
mechanically translated to large scale motions we typically find
in motor and allosteric transitions. By enhancing signals of
dissociation (by collecting multiple events), experimentally and
computationally, we are more likely to recover signals of early
events in conformational transitions of proteins, and critical
adjustments of biomacromolecules that could assist cellular
control.
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