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Stability in a system subject to noise with regulated periodicity
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The stability of a simple dynamical system subject to multiplicative one-side pulse noise with hidden periodicity
is investigated both analytically and numerically. The stability analysis is based on the exact result for the
characteristic functional of the renewal pulse process. The influence of the memory effects on the stability
condition is analyzed for two cases: (i) the dead-time-distorted Poissonian process, and (ii) the renewal process
with Pareto distribution. We show that, for fixed noise intensity, the system can be stable when the noise is
characterized by high periodicity and unstable at low periodicity.
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I. INTRODUCTION

The role played by environmental noise in the dynamics
of biological and ecological systems has been a subject of
growing interest and investigation in recent years [1–3]. The
stochastic nature of living systems and the related noise-
induced effects range from bioinformatics [4,5], to population
dynamics [6–9], to virus dynamics and epidemics [10,11].

In a biological context, noise plays a key role in un-
derstanding phenomena that can be very difficult to explain
by considering deterministic dynamics. Specifically, random
variations of species concentrations in natural ecosystems
[1,2,11–13], the role of molecular noise in the growth of
bacteria that are present in food products [14], and the
stochastic dynamics of diseases connected with genetic muta-
tions [15] are fundamental aspects that cannot be neglected
when seeking a better understanding of the dynamics of
complex living systems. In particular, in these systems the
random variations of temperature, food resources, and other
environmental parameters can be described using models in
which multiplicative noise sources are present [8,16,17]. In
fact, the models that can effectively describe experimental data
in population dynamics are those with multiplicative noise,
which can give rise to behavior characterized by a power
law [9,18,19].

Multiplicative random fluctuations of natural systems may
lead to their instability. This problem, for linear systems with
coefficients randomly varying in time, was first studied by
mathematicians [20,21] and was investigated further in linear
and nonlinear systems by physicists [22–25].

Most of these studies considered Gaussian white or colored
noise. However, because of sudden variations in such envi-
ronmental variables as food resources and, more generally,
life conditions, it is also necessary from a biological point of
view to model the noise source by a sequence of rectangular
pulses with a fixed width and some distribution of probabilities
for their heights and times of occurrence. This is done with
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the aim of gaining a more realistic and general understanding
of the effects of environmental fluctuations. In real systems,
because of the presence of pulses, the stochastic perturbations
are intrinsically non-Gaussian, and discrete noise models are
needed.

The stochastic pulse train is usually modeled by Poissonian
white noise (white shot noise) because of the possibility
of using the Markovian apparatus of Kolmogorov-Feller
equations. This model has already been widely applied in
thermal ratchets [26], noise-induced phase transitions [27],
and population dynamics [28].

The evolution of the species density in population dynam-
ics, characterized by quasiperiodic cycles with anomalous
increases in the population density, has been described by a
pulse noise with some delay in Ref. [13]. Moreover, studies on
population dynamics show that the competition among species
can exhibit quasiperiodic properties and stochastic resonance
phenomena [7,8].

A model for epidemic dynamics was analyzed in
Refs. [11,29] using a pulse noise model with memory. The
pulse noise was the source of the spreading infection, and the
memory reflected the presence of the incubation period. The
authors found that for a fixed value of the average waiting
time of the pulses, more regular infection sources that exhibit
some periodicity are less harmful than uncorrelated infection
sources.

Measuring the periodicity of the human heartbeat is a
crucial topic in medicine. The main focus of the efforts
in this direction is related to the super-Poissonian statistics
leading to superdiffusion [30–33]. In general, the processes
with some kind of periodicity are very popular. In particular,
the effects of an external periodic perturbation on a Poissonian
rate process and a non-Poissonian rate process have been
investigated in Refs. [34] and [35], respectively. Moreover,
the role of quasiperiodic perturbations on a Poissonian rate
process has been studied in Ref. [36]. This external periodicity
or quasiperiodicity can increase or decrease the randomness
of the resulting processes.

In this paper, we study the effect of multiplicative noise,
in the form of a pulse train with regulated periodicity, on
a parametric instability. The specific task of this work is to
investigate not only some renewal non-Poissonian processes,
but also a regular or periodic process. Moreover, a detailed
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study on the transition from a renewal non-Poissonian process
to a periodic process is analyzed. The stability analysis is
based on the exact result for the characteristic functional
of the renewal point process (see the Appendix). Therefore,
the stability problem is solved analytically and the influence
of the memory effects on the stability condition for two
particular cases is analyzed. A special model of noise source,
consisting of a pulse sequence at random times with memory,
is presented. The statistical characteristics of the proposed
noise model are analyzed. By varying the memory, we can
obtain stochastic processes with different characteristics of
randomness. The possibility of varying the delay time between
pulses allows us to obtain different kinds of correlated noise
ranging from white noise, without delay, to a periodic process
with delay equal to the average period of the pulse train. We
find very good agreement between the theoretical threshold
values, characterizing the instability-stability transition, and
those obtained by numerical simulations.

The paper is organized as follows. In Sec. II, starting from
a discrete model, we construct the equation in continuous time
with a multiplicative pulse noise. The exact solution of the
stability problem of the considered system is given in Sec. III,
where also a comparison with approximate results based on
the central limit theorem is presented. Two different cases
of a pulse train with regulated periodicity, namely a dead-
time-distorted Poissonian process and pulse noise with Pareto
distribution of interspike intervals, are analyzed in Sec. IV.
The results of numerical simulations are presented in Sec. V,
and Sec. VI is devoted to concluding remarks. Finally, in the
Appendix we report exact results concerning the characteristic
functional of the general renewal pulse process (Poissonian
and non-Poissonian).

II. MODEL

The pulse noise can therefore be a good candidate to
describe the random fluctuations in several biological and
physical complex systems. In this section, we present a model
of a source of pulse noise that can be used as a multiplicative
noise source for a linear system model. The corresponding
stochastic linear differential equation is obtained starting from
a discrete linear model, sometimes used in the literature [37].

As a noise model, we consider a stochastic process
consisting in a random δ-pulse train,

ξ (t) = f
∑

k

δ (t − tk) , (1)

where the random time intervals between neighboring δ-
pulses ζk = tk − tk−1 (t0 = 0) are mutually independent and
identically distributed with a probability density w (ζ ).
The process ξ (t) is the so-called renewal process with ζk the
renewal intervals [35,38,39]. Here f is the amplitude of the
pulses [40]. The effective (average) period of the random time
intervals of the noise defined in Eq. (1) is T = 〈ζ 〉. Because
the noise source has been introduced as a discrete process, the
linearized system can be correctly described by the following
finite-difference equation:

Ik+1 = Ik (1 − a ζk+1) (1 + f ) , (2)

where I is the order parameter of our system model, a is a
relaxation parameter, and 0 � ζk � 1/a for all k. The solution
of Eq. (2) reads

Ik = I0 (1 + f )k
k∏

j=1

(1 − aζj ). (3)

The result given in Eq. (3) can be used to get the approximated
solution for a system with continuous time. Therefore, we
consider here the conditions for this approximation. Since in
the interval (0,t) the number of appearing pulses is

k = 1

f

∫ t

0
ξ (τ ) dτ, (4)

for f � 1 it is easy to transform the term (1 + f )k of Eq. (3)
into an exponential function by using a well-known remarkable
limit. Moreover, representing the product in Eq. (3) as

k∏
j=1

(1 − aζj ) = exp

⎧⎨
⎩

k∑
j=1

ln(1 − aζj )

⎫⎬
⎭ , (5)

and taking into account that ln(1 − aζj ) � −aζj for aζi � 1,
we obtain

I (t) � I0 e−at exp

{∫ t

0
ξ (τ ) dτ

}
. (6)

The solution (6) corresponds to the following multiplicative
stochastic differential equation

dI

dt
= −aI + ξ (t)I , (7)

with the initial condition I (0) = I0. The noise source is
defined according to Eq. (1). The probability distribution and
the time characteristics of the noise source ξ (t) play a crucial
role in the behavior of such a stochastic system, defined by
Eq. (7). Furthermore, we analyze the stability of this system
under the following conditions

aT � 1, f � 1, (8)

where T = 〈ζ 〉 is the mean waiting time of the next pulse.
The conditions (8) follow from our previous considerations.
The first one means that the characteristic time of the noise T

is much less than the system relaxation time 1/a, while the
second one implies that the noise is characterized by small
values of pulse intensity. However, 〈ξ 〉 = f/T ∼ a, which
indicates that the noise influence cannot be neglected.

III. STABILITY ANALYSIS

A. Laplace transform approach

Starting from Eq. (6), we calculate the m-order moment of
the order parameter of our system model I (t),

〈Im(t)〉 = Im
0 e−mat

〈
exp

{
m

∫ t

0
ξ (τ ) dτ

}〉
. (9)

Performing a Laplace transform of Eq. (9) and using Eq. (A19)
(see the Appendix), we obtain the following exact result for
the Laplace transform of the m-order moment

Īm(s) = Im
0

1 − w̃(s + ma)

(s + ma)[1 − w̃(s + ma) emf ]
, (10)
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which is valid under the condition

emf |w̃ (s + ma)| < 1, (11)

and where w̃(s) is the Laplace transform of the probability
density w(ζ ) of random intervals between pulses. Because of
the inequality |w̃ (s + ma)| < w̃ (ma), the stability condition
of the m-order moment of the stochastic process I (t) becomes

f <
1

m
ln

1

w̃ (ma)
. (12)

In particular, for the mean value (m = 1), Eq. (12) reads

f < ln
1

w̃ (a)
. (13)

In view of writing the stability condition (12) in a different
form, we introduce the critical threshold value fc of the
noise amplitude. When f < fc, the system is stable; for
f � fc, it becomes unstable. The critical value fc, defined
by inequality (12), is given by

mfc = − ln w̃ (ma) . (14)

As indicated in Ref. [39], the probability density function
w(ζ ) of the waiting times will be either a broad distribution
characterized by a power-law fall-off or a narrow distribution
with finite moments. In the latter case, the probability that
no event occurred up to the time t decays, for t → ∞, faster
than any power law. In the next section, both cases will be
considered. Here we restrict our calculations to the case of a
narrow distribution. Because of conditions (8), we can retain
only the first two terms in the cumulant expansion of the
characteristic function

〈
eiuζ

〉
, obtaining

ln 〈eiuζ 〉 � iuT − u2σ 2
ζ

2
. (15)

Using Eq. (14), we get

fc � T a − ma2σ 2
ζ

2
, (16)

where σ 2
ζ is the variance of the waiting times. Because of

the narrow distribution of waiting times, the second term in
Eq. (16) is small. However, we cannot neglect it because the
stability of the system depends very sensitively on the critical
value. The same system can be stable in the presence of exactly
periodic pulses (σ 2

ζ = 0, i.e., absence of noise) and unstable for
completely random pulses (σ 2

ζ ∼ T 2, i.e., uncorrelated noise).
In other words, for fixed relaxation parameter a, the critical
value of the noise amplitude fc at high periodicity is higher
than that obtained at low periodicity.

The expression (16) is in agrement with the stability
condition obtained in Ref. [25]. There, the stability condition,
expressed through high-order spectral densities of the noise
signal, turns out to be the same as that of this work when the
truncated expansion (15), valid for narrow distribution, is used.
The general idea that the stability is related to the variance of
the noise fluctuations was given in Ref. [41].

From Eq. (16) we obtain, for fixed noise amplitude, the
expression of the critical value of the relaxation parameter ac

as a function of the other system parameters,

ac � f

T
+ mf 2σ 2

ζ

2T 3
. (17)

B. Central limit theorem approach

In asymptotics (t → ∞), the integral of the renewal pulse
noise (1),

α(t) =
∫ t

0
ξ (τ )dτ , (18)

can be represented as the sum of a very large number of inde-
pendent identically distributed random variables. According
to the central limit theorem (CLT), in this limit, the probability
distribution of the random process α(t) tends to a Gaussian.
As a consequence for large t , from Eq. (9) we have

〈Im(t)〉 = Im
0 e−mat 〈emα(t)〉

� Im
0 exp

{
m 〈α(t)〉 + m2

2
σ 2

α (t) − mat

}
. (19)

Now we have to calculate the mean value 〈α(t)〉 and the
variance σ 2

α (t). Using the same procedure as that used in the
Appendix, we obtain

〈α(t)〉 =
〈∫ t

0
ξ (τ ) dτ

〉
= f

∞∑
n=1

nPn(t)

= f 〈n(t)〉 � f

T
t + f

2

(
σ 2

ζ

T 2
− 1

)
, (20)

where n(t) is the random number of pulses in the interval (0,t).
Analogously, the second moment and variance are obtained,

〈α2(t)〉 =
〈[∫ t

0
ξ (τ ) dτ

]2
〉

= f 2
∞∑

n=1

n2Pn(t)

= f 2〈n2(t)〉 � f 2

T 2
t2 + f 2

T

(
2σ 2

ζ

T 2
− 1

)
t, (21)

σ 2
α (t) = 〈α2(t)〉 − 〈α(t)〉2 � f 2σ 2

ζ

T 3
t.

Formulas (20) and (21) were obtained in Ref. [38] using the
probability-generating function and calculating the Laplace
transforms of 〈n(t)〉 and

〈
n2(t)

〉
. Substitution of Eqs. (20)

and (21) in Eq. (19) gives in asymptotics (t → ∞)

〈Im(t)〉 � Im
0 exp

{
m

(
f

T
+ mf 2σ 2

ζ

2T 3
− a

)
t

}
. (22)

Equation (22) provides the same critical value of the relaxation
parameter as that given in Eq. (17), obtained by renewal theory
and the Laplace transform method. This indicates that in the
framework of our approximation, the two methods provide the
same results.
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FIG. 1. The mechanical model of the simplest process with
quasiperiodic multiplicative noise. A large particle moves in a
parabolic potential under the influence of a directed flow of small
accelerating particles. The system is overdamped. The flow of
particles is quasiperiodic and can be considered as statistically
asymmetrical noise. The stability of the system depends not only
on the intensity of the flow but also on its periodicity.

IV. NOISE WITH HIDDEN PERIODICITY

A. Statistical characteristics

1. Dead-time-distorted Poissonian process

From a physical point of view, the order parameter I (t) can
describe the coordinate of a light particle under the influence
of a regular force (characterized by the parameter a) acting
in one direction and a random flow of particles acting in the
opposite direction (see Fig. 1). In this case, f represents the
forces due to the collisions among particles.

Now we analyze the stochastic process (1) with the
following probability distribution of intervals between pulses:

w (ζ ) =
{

0, ζ < ζ0 ,

λ e−λ(ζ−ζ0), ζ > ζ0 ,
(23)

where λ and ζ0 are positive real numbers. Here ζ0 is responsible
for the randomness or periodicity of the flow (see Fig. 1). As
is evident from Eq. (23), within the time interval ζ0, after
each δ pulse, the occurrence of a new pulse is forbidden.
The stochastic process (1) with the probability distribution
w(ζ ) of time intervals in the form of Eq. (23) is known as a
dead-time-distorted Poissonian process and can be considered
as an example of a renewal pulse process. Similar dead-time-
distorted Poissonian processes are presented in Refs. [42,43]
as renewal pulse processes in quantum optics. In Ref. [44],
the presence of periodic properties of the process is shown by
means of experiments where radiation from a 22Na source is
used.

As is seen from Eq. (23), in the limit λ → ∞ for fixed ζ0 we
find pure deterministic periodic excitations with time intervals
between pulses characterized by the probability distribution
w (ζ ) = δ (ζ − ζ0). In the opposite situation, i.e., ζ0 = 0,
the stochastic process ξ (t) becomes the white Poissonian
noise. Thus, the parameter of periodicity ζ0/T ranges from
0 to 1.

The rate of pulse train λ can be expressed in terms of the
mean waiting time T = 〈ζ 〉,

〈ζ 〉 = ζ0 + 1

λ
. (24)
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FIG. 2. (Color online) The pulse train presenting peaks with
parameter of periodicity ζ0/T equal to 0.8 (high periodicity). The
period T is equal to 100 s. There is some delay ζ0 = 80 s (some time
interval) after each pulse during which the next pulse is impossible.
After this delay, the rate λ of the pulse train is equal to 0.05.

For a fixed effective period T , the rate λ increases as the
memory ζ0 increases (see Figs. 2 and 3). In particular, λ → ∞
when ζ0 → T . Because of the simple “structure” of this noise,
it is possible to calculate all its characteristics. The standard
deviation σ 2

ζ of the time distances is

σ 2
ζ = 〈ζ 2〉 − 〈ζ 〉2 = (T − ζ0)2. (25)

From Eq. (23), we can get the probability distribution for the
occurrence of the nth pulse,

Wtn (τ ) = λn (τ − nζ0)n−1

(n − 1)!
e−λ(τ−nζ0) 1 (τ − nζ0) , (26)

where 1(x) is the step function. Throughout this paper,
we suppose that at time t0 = 0 there is a pulse so that
Wtn (τ ) = Wtn (τ |t0) [13]. The distributions are shown in Fig. 4
for n = 2, 3 and two different values of periodicity, namely
ζ0/T = 0.35,0.85. From Eq. (26), we get, for the nth pulse,
the average time 〈tn〉 = nT and the most probable time
τmax
n = (n − 1) T + ζ0. The probability distribution at τmax

n is

Wtn

(
τmax
n

) = max Wtn = λ (n − 1)n−1 e−(n−1)

(n − 1)!
. (27)

We can also calculate the variance

〈(	tn)2〉 = n (T − ζ0)2 , (28)

which is zero in the periodic case.
The correlation function of the renewal pulse noise ξ (t),

K(τ ) = 〈ξξτ 〉 − 〈ξ 〉2 = 〈ξξτ 〉 − f 2

T 2
, (29)

is obtained by the formula connecting the characteristic
function of random intervals between pulses 
(is) and the
Laplace transform L[K(τ ); s] of the correlation function K(τ )
[see Eq. (6.99) in Ref. [40]],

L[K(τ ); s] = f 2

T

[
1 + 
(is)

2[1 − 
(is)]
− 1

sT

]
. (30)

Because of the relation


(is) = 〈ei(is)ζ 〉 =
∫ ∞

0
e−sζ w(ζ )dζ = w̃(s) , (31)
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FIG. 3. (Color online) The pulse train presenting peaks with
parameter of periodicity ζ0/T equal to 0.4 (low periodicity). Period T

is equal to 100 s. There is some delay ζ0 = 40 s (some time interval)
after each pulse during which the next pulse is impossible. After this
delay, the rate λ of the pulse train is equal to 0.017.


(is) is the Laplace transform of the probability distribution
w(ζ ). By series expansion of the factor 1/[1 − w̃(s)], from
Eqs. (30) and (31) we get

L[K(τ ); s] = f 2

T

{
1

2
+

∞∑
n=1

w̃n(s) − 1

sT

}
. (32)

The inverse Laplace transform of this equation gives finally
the correlation function of the renewal pulse noise (1),

K(τ ) = f 2

T

[
δ(τ ) +

∞∑
n=1

Wtn (|τ |) − 1

T

]
, (33)

where the Dirac δ function corresponds to the correlation of
the pulse with itself. In the case of white Poissonian noise,
the second and third terms cancel each other and we have
a δ-correlated noise. The behavior of the correlation function
K(τ ) [Eq. (33)] versus the time is shown in Fig. 5 for two values
of the ratio ζ0/T , namely ζ0/T = 0.35,0.85. We see that in the
case of long memory (ζ0/T = 0.85), K(τ ) is quasiperiodic,
and for short memory (or small periodicity) (ζ0/T = 0.35), it
goes quickly to zero.

0 1 2 3 4 5 6

0.5

1.0

1.5

2.0

2.5

n=2

n=2

n=3

n=3

W
t n

(
)

FIG. 4. (Color online) The probability distributions of the appear-
ance times for the second (solid blue line, with the highest peak) and
third (dashed blue line, with the second highest peak) pulses in the
process with ζ0/T = 0.85 and for the second (solid red line, with
the third highest peak) and third (dashed red line, with the lowest
peak) pulses in the process with ζ0/T = 0.35. The effective period is
T = 1. The lower the periodicity or the higher the number of pulse,
the wider and more Gaussian-like is the probability distribution.

0.5 1 1.5 2 2.5 3
-1

1
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4

5

0

K
(

)

FIG. 5. (Color online) The time behavior of the correlation
function K(τ ) for the dead-time-distorted Poissonian process with
ζ0/T = 0.35 (solid red line) and for the process with ζ0/T = 0.85
(dashed blue line). The effective period is T = 1. In the case of low
periodicity, only the first pulses are correlated. The vertical black tick
line at τ = 0 represents the δ function of Eq. (33).

Since the correlation function is nonmonotonic, we cannot
use the equivalent rectangular method to estimate the corre-
lation time τcor. However, it can be estimated by the ratio
of the correlation function calculated at the first maximum,
K(τmax

1 ), over the absolute value of the same correlation
function calculated close to zero, |K(0+)| = f 2/T 2. In this
way, we obtain

τcor

T
= K

(
τmax

1

)
|K (0+) | . (34)

Substituting Eq. (27), calculated in the limit n → 1 in Eq. (33)
and then in Eq. (34), we have

τcor = T ζ0

T − ζ0
. (35)

As one can see from Eq. (35), the correlation time goes to
zero for white Poissonian noise (ζ0 = 0), and takes on very
large values in the presence of a periodic process (ζ0 → T ).
For the correlation function shown in Fig. 5, the values of τcor

are equal to 5.67 (dashed blue line) and 0.54 (solid red line),
which is in good agreement with the visual estimation.

The standard deviation of the number of pulses at the time
t can be estimated by the standard deviation of the nth pulse,
where n = t/T . For one realization of n pulses, the event
in which the nth pulse occurred at the time t = tn + 	tn
corresponds to the event in which the number of pulses at
the moment tn is about n − 	tn/T . This implies

	n ≈ −	tn

T
. (36)

The second moment of this value reads

σ 2
n (t) = 〈(	n)2〉 ≈ 〈(	tn)2〉

T 2
= (T − ζ0)2

T 3
t. (37)

Substituting the standard deviation σ 2
ζ of Eq. (25) in the second

equation of Eqs. (21) and dividing by f 2, we arrive at the same
result of Eq. (37).
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2. Pulse train with Pareto distribution

Another model of noise with hidden periodicity is based on
the renewal process with Pareto law for the probability density
function of the waiting times,

w (ζ ) =
{

0, ζ < ζ0 ,

μ ζ
μ

0 /ζ 1+μ, ζ > ζ0 ,
(38)

where μ and ζ0 are positive real numbers. The power-law
probability distribution (38) occurs in many social, economic,
geophysical, biological, and physical systems and has signifi-
cant consequences for our understanding of natural phenomena
[45,46]. We note that the distribution (38), for μ > 1, has a
finite first-order moment, which reads

T = 〈ζ 〉 = μζ0

μ − 1
. (39)

According to Eq. (39), the parameter of periodicity ζ0/T is
equal to 1 − 1/μ and ranges from 0 to 1 with μ ∈ (1,∞). The
variance of the time distances between pulses is

σ 2
ζ = T 2

μ (μ − 2)
, (40)

and it is valid for μ > 2. As follows from Eqs. (39) and (40),
in the limit μ → ∞ for a fixed value of ζ0 we obtain pure de-
terministic periodic excitations with probability distribution of
the time intervals between pulses given by w (ζ ) = δ (ζ − ζ0).
To find the spectral power density of the stochastic process
ξ (t) given in Eq. (1), we can use the well-known result [40]

Sξ−〈ξ〉 (ω) = 2f 2

T
Re

{
1 + w̃(iω)

1 − w̃(iω)

}
. (41)

Here w̃(s) is the Laplace transform of the Pareto distribu-
tion (38),

w̃(s) = μ (sζ0)μ � (−μ,sζ0) , (42)

where � (α,z) is the incomplete Gamma function,

� (α,z) =
∫ ∞

z

tα−1 e−t dt . (43)

B. Stability condition in the case of noise with regulated
periodicity

Starting from the probability distribution of Eq. (23), after
some algebraic manipulations, we find its Laplace transform,

w̃ (s) = λ e−sζ0

λ + s
. (44)

Afterward, by using Eq. (44) in the stability condition (12),
we get

f < a ζ0 + 1

m
ln [1 + ma (T − ζ0)] . (45)

The corresponding expression for the critical value of the noise
amplitude is

fc = a ζ0 + 1

m
ln [1 + ma (T − ζ0)] . (46)

In the case of white Poissonian noise (ζ0 = 0), inequality (45)
becomes

f <
ln (1 + maT )

m
. (47)

Conversely, for periodic pulse excitation, i.e., ζ0 = T or,
equivalently, λ → ∞, inequality (45) reduces to f < aT .

Because of the general conditions (8), from inequality (45)
we obtain the following approximate critical value for the noise
amplitude

fc � aT − ma2σ 2
ζ

2
, (48)

which coincides with that of Eq. (16). This value corresponds
to the stability-instability transition of the mth moment of the
system described by Eq. (7). When the noise source has some
periodicity, this system shows qualitatively different behaviors
depending on the values of the noise amplitude and periodicity.

C. Stability condition in the case of noise with Pareto
distribution of interspike intervals

For a δ-pulse train with Pareto distribution of the time inter-
vals, in accordance with Eq. (42), the stability condition (12)
takes the form

f <
1

m
ln

[
1

μ (maζ0)μ � (−μ,maζ0)

]
. (49)

Because of the conditions (8) and Eq. (39), we have aζ0 � 1.
Using this condition, together with the following μ > 2,
by the power-series expansion of the incomplete Gamma
function (43),

� (α,z) = � (α) −
∞∑

n=0

(−1)n zα+n

n! (α + n)
, (50)

we can obtain a simpler expression for the stability condition.
Here � (α) is the Gamma function. We have

f < − 1

m
ln

[
μ (maζ0)μ �(−μ) −

∞∑
n=0

(−1)n (maζ0)nμ

n! (n − μ)

]

� − 1

m
ln

[
1 −

(
maT − 1

2
(μ − 1)2(maσζ )2

)]
. (51)

By using the truncated series expansion

− ln(1 − x) � x + x2

2
, (52)

we get

f < − 1

m

[
maT − 1

2
(μ − 1)2(maσζ )2 + (maT )2

2

]
, (53)

which, after simple algebra, gives the final expression for the
stability condition,

f < aT

(
1 − maσ 2

ζ

2T

)
. (54)

The critical value of the noise amplitude for this pulse process
with Pareto distribution is then

fc � T a − ma2σ 2
ζ

2
, (55)

which coincides with that of Eq. (16).
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V. NUMERICAL SIMULATIONS

In this section, we show the results obtained by solving
numerically Eq. (7), and we compare them with the analytical
findings obtained in Sec. IV for the dead-time-distorted
Poissonian process. The numerical solution of Eq. (7) was cal-
culated by setting I (0) = 0.5 (initial value), a = 2 (relaxation
parameter), and T = 10 τ (effective period). The integration
step, i.e., the pulse width τ , is 	t = 10−4. After calculating
the time series of I (t), we obtained the time behavior of the
second moment, 〈I 2(t)〉, averaging over an ensemble of 100
trajectories. In particular, the second moment was calculated
for different values of the memory ζ0, i.e., the delay before a
new pulse can occur.

In Figs. 6 and 7, we show the time behavior of the
second moment, 〈I 2(t)〉, for three different values of the
noise amplitude f , namely f = fc, fc ± ε with fc = 1.996 ×
103,1.999 × 103,ε = 2 × 10−5, and two values of the scaled
memory parameter ζ0/T = 0,0.6. In the two figures, we used
the critical value fc given by Eq. (46) [whose approximated
expression coincides with Eq. (16)], obtaining the average
curves of 〈I 2(t)〉 for f = fc (red dotted line), f > fc (blue
dashed line), and f < fc (black solid line). Both the results
in Fig. 6 (absence of memory →ζ0/T = 0) and Fig. 7
(intermediate value of memory →ζ0/T = 0.6) indicate that
the time behavior of 〈I 2(t)〉 is qualitatively different depending
on the values of the noise amplitude. In particular, the results
show that 〈I 2(t)〉 is constant for f = fc, increases for f > fc,
and decreases for f < fc. This indicates that, varying the
value of f below and above fc, a stability-instability transition
occurs, what means that the noise amplitude f has a critical
value that coincides with the value fc obtained analytically [see
formula (46) for m = 2]. Moreover, we compared numerical
and analytical results obtained for other values of the memory
ζ0, and we found perfect agreement.

We also checked our numerical approach for other mo-
ments. Specifically, we calculated 〈I (t)〉 and 〈Im(t)〉 with m =

FIG. 6. (Color online) The time behavior of the second moment,
〈I 2(t)〉, for three different values of the noise amplitude f , namely
f = fc, fc ± ε with fc = 1.996 × 103, ε = 2 × 10−5. The value of
the scaled memory parameter is ζ0/T = 0 (absence of memory),
corresponding to a white Poissonian noise source.

FIG. 7. (Color online) The time behavior of the second moment,
〈I 2(t)〉, for three different values of the noise amplitude f , namely
f = fc, fc ± ε with fc = 1.999 × 103, ε = 2 × 10−5. The value of
the scaled memory parameter is ζ0/T = 0.6, corresponding to a dead-
time distorted Poissonian process.

3,...,10. The results, not shown here, indicate that the critical
values obtained from Eq. (46) represent the threshold values
for the stability-instability transition also for these moments.
Moreover, we observe that, according to Eq. (46), the values
of fc increase as the memory ζ0 increases. This means that,
during the time evolution of the system, the uncorrelated pulse
noise is responsible, with respect to the pulse noise with some
periodicity, for a larger increase of the generic moment 〈Im(t)〉.
Our analysis allows us to conclude that, for fixed values of the
relaxation parameter and noise amplitude, a larger delay ζ0

(more correlated noise) determines a greater stability of the
system.

VI. CONCLUSIONS

The stability problem for systems under the influence of
quasiperiodic pulse noise is solved analytically. A special
noise model, consisting of a pulse sequence with random
times and memory, is presented. This noise source affects
the dynamics of the order parameter process I (t), which is
also subject to a deterministic force whose value depends on a
relaxation parameter a. By varying the values of the memory,
i.e., delay time between two successive pulses, we obtain a
process with different levels of randomness. Specifically, we
find that varying the values of the delay time produces different
kinds of correlated noise ranging from white Poissonian noise
to a periodic process with delay equal to the average period
of the pulse train. When the noise with periodicity is included
in the equation, we observe qualitatively different behavior of
the system depending on the values of the noise amplitude
and periodicity. In particular, for each moment 〈Im(t)〉 we
calculate a critical value fc of the noise amplitude. Below and
above this critical value, the generic moment 〈Im(t)〉 shows
stable and unstable time behavior, respectively, undergoing
a stability-instability transition. Two different cases of pulse
train with regulated periodicity, namely a dead-time-distorted
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Poissonian process and pulse noise with Pareto distribution of
interspike intervals, are analyzed.

An exact analytical expression of the characteristic func-
tional of the general renewal pulse process (Poissonian and
non-Poissonian) is derived in the Appendix. Moreover, the
characteristic function for two particular cases is derived,
namely for a Poissonian pulse noise source and for the
continuous time random walk (CTRW) process.

By numerically solving the stochastic differential equation
for I (t), in the case of the dead-time-distorted Poissonian
process, we calculate again the time behavior of the moments
〈Im(t)〉 and the corresponding critical values of the noise
amplitude f . The results obtained are in perfect agreement
with the analytical findings.

Finally, we note that a great variety of natural phenom-
ena, such as nuclear decay, autocatalytic chemical reactions,
transient dynamics of pulse lasers, spread of epidemics, and
population dynamics, show characteristics of randomness that
can be well modeled by a source of correlated pulse noise,
such as that presented in this work.
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(Italian Government).

APPENDIX

Here we consider a noise source consisting of δ-pulse trains
more general than that given in Eq. (1),

ξ (t) =
∑

k

akδ (t − tk) , (A1)

with the random amplitudes of the pulses ak , which are
assumed to be statistically independent from each other and
identically distributed with the probability density function
Wa (x). The random process (A1) represents the first derivative
of the well-known CTRW model [47] and the amplitudes ak

are the values of random jumps. Furthermore, we will find its
characteristic functional, which is equal, by definition, to the
following average


t [u] =
〈
exp

{
i

∫ t

0
ξ (τ ) u (τ ) dτ

}〉
, (A2)

where u(t) is an arbitrary deterministic function. Substituting
Eq. (A1) in Eq. (A2), using the theorem of total probability
and the property of the δ function, we arrive at


t [u] =
〈

exp

{
i

∫ t

0

∑
k

akδ (τ − tk) u (τ ) dτ

}〉
ak,tk

= 〈1 (t1 − t)〉 +
∞∑

n=1

〈
1 (t − tn) 1 (tn+1 − t)

n∏
k=1

eiaku(tk)

〉
ak,tk

or because of statistically independent and identically distributed amplitudes ak ,


t [u] = 〈1 (t1 − t)〉 +
∞∑

n=1

〈
1 (t − tn) 1 (tn+1 − t)

n∏
k=1

θa(u(tk))

〉
tk

, (A3)

where θa (u) = 〈
eiua

〉
is the characteristic function of the amplitudes.

By averaging over the times of the pulse appearance tk and taking into account that t1 < t2 < · · · < tn+1, Eq. (A3) becomes


t [u] =
∫ ∞

t

Wt1 (τ ) dτ +
∞∑

n=1

∫ ∞

t

dτn+1

∫ t

0
θa(u (τn) )dτn · · ·

∫ τ2

0
θa(u (τ1) )Wt1···tn+1 (τ1, . . . ,τn+1) dτ1, (A4)

where Wt1···tn (τ1, . . . ,τn) is the joint probability distribution of the random times of the pulses’ appearance. Because tn+1 =
tn + ζn+1, we can use the formula for the conditional probability density function and take into account the statistical independence
of the time intervals between neighboring pulses ζk . As a result, we find

Wt1···tn+1 (τ1, . . . ,τn+1) = Wt1···tn (τ1, . . . ,τn) Wtn+1 (τn+1| τ1, . . . ,τn) = Wt1···tn (τ1, . . . ,τn) w (τn+1 − τn) ,

and hence

Wt1···tn+1 (τ1, . . . ,τn+1) = w (τ1) w (τ2 − τ1) × · · · × w (τn+1 − τn) . (A5)

After substituting Eq. (A5) into Eq. (A4), we obtain


t [u] =
∫ ∞

t

w (τ ) dτ +
∞∑

n=1

∫ ∞

t

dτ

∫ t

0
θa(u (τn) )w (τ − τn) dτn · · ·

∫ τ2

0
θa(u (τ1) )w (τ2 − τ1) w (τ1) dτ1

or


t [u] =
∫ ∞

t

dτ

(
w (τ ) +

∞∑
n=1

∫ t

0
θa(u (τ1) )w (τ − τ1) dτ1 · · ·

∫ τn−1

0
θa(u (τn) )w (τn−1 − τn) w (τn) dτn

)
. (A6)
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The series on the right-hand side of Eq. (A6) represents the
result of some iterative procedure and can be written in the
more compact form,


t [u] =
∫ ∞

t

dτ

∫ t

0
θa(u(τ1))w(τ − τ1)Rτ1 [u]dτ1

+
∫ ∞

t

w (τ ) dτ, (A7)

where the auxiliary functional Rt [u] should be found from the
following integral equation

Rt [u] = w(t) +
∫ t

0
θa(u (τ ) )w (t − τ ) Rτ [u] dτ. (A8)

Due to Eq. (A8) one can rewrite Eq. (A7) in the form


t [u] = −
∫ ∞

t

dτ

∫ τ

t

θa(u(τ1))w (τ − τ1) Rτ1 [u] dτ1

+
∫ ∞

t

Rτ [u] dτ.

After taking the time derivative, we obtain


̇t [u] = [θa(u(t)) − 1] Rt [u] . (A9)

After integrating Eq. (A9) with the initial condition 
0 [u] =
1, which follows from Eq. (A2), we finally get


t [u] = 1 +
∫ t

0
[θa(u (τ ) ) − 1] Rτ [u] dτ. (A10)

The set of Eqs. (A8) and (A10) solves the problem of
calculating the characteristic functional of the stochastic pulse
process (A1).

Furthermore, we consider some particular cases. First of all,
we try to find from Eqs. (A8) and (A10) an explicit expression
for the characteristic functional of noise with the number
of pulses distributed according to the Poissonian statistics,
which corresponds to the exponential probability distribution
of interspike intervals w (ζ ) = λe−λζ (ζ � 0). Here 1/λ is the
mean time interval between neighboring pulses. Substituting
this distribution in the integral equation (A8), we get

Rt [u] = λe−λt + λ

∫ t

0
e−λ(t−τ )θa(u (τ ) )Rτ [u] dτ. (A11)

One can transform this integral equation in differential form
by differentiating both sides of Eq. (A11) with respect to t . As
a result, we arrive at

Ṙt [u] = λ [θa(u(t)) − 1] Rt [u] . (A12)

Comparing Eq. (A12) with Eq. (A9), we have

Ṙt [u] = λ
̇t [u] .

By integrating this equation with the initial condition R0 [u] =
λ, obtained from Eq. (A11), we find

Rt [u] = λ
t [u] . (A13)

After substituting Eq. (A13) into Eq. (A9) and performing the
integration, we obtain


t [u] = exp

{
λ

∫ t

0
[θa(u (τ ) ) − 1] dτ

}
. (A14)

Equation (A14) coincides with that obtained in Ref. [48] for
the Poissonian white noise [see the general formula for the
characteristic functional of the non-Gaussian white noise and
the kernel function in Eqs. (8) and (25) of Ref. [48]].

Now we calculate the characteristic function of the integral
of the pulse noise (A1), i.e., the characteristic function of the
CTRW process α(t),

�t (u) = 〈
eiuα(t)

〉 =
〈
exp

{
iu

∫ t

0
ξ (τ ) dτ

}〉
. (A15)

Putting u(t) = u = const in Eq. (A8), we have

Rt (u) = w(t) + θa (u) [w(t) ⊗ Rt (u)] , (A16)

where w(t) ⊗ Rt (u) denotes the convolution of two functions.
We solve Eq. (A16) by Laplace transform,

R̃s (u) = w̃ (s)

1 − θa (u) w̃ (s)
, (A17)

where w̃ (s) and R̃s (u) are the Laplace transforms of the
functions w(t) and Rt (u), respectively. Applying the Laplace
transform to Eq. (A10), we obtain

�̃s (u) = 1 + [θa (u) − 1] R̃s (u)

s
.

After substituting Eq. (A17) in this equation, we get

�̃s (u) = 1 − w̃ (s)

s [1 − θa (u) w̃ (s)]
. (A18)

Equation (A18) is the Laplace transform of the characteristic
function (A15) and was previously obtained in Ref. [47].

For the random pulse train (1) with fixed amplitudes ak =
f , we have

�̃s(u) = 1 − w̃ (s)

s[1 − w̃ (s) eiuf ]
. (A19)

By power-series expansion of Eq. (A19) in the variable u, we
obtain

�̃s (u) = 1

s
+ iuf w̃ (s)

s [1 − w̃ (s)]
− u2f 2w̃ (s) [1 + w̃ (s)]

2s [1 − w̃ (s)]2 + · · · .
(A20)

From Eq. (A20), one can easily find the Laplace transform of
the first two moments of the CTRW process α(t),

α (s) = f w̃ (s)

s [1 − w̃ (s)]
, α2 (s) = f 2 w̃ (s) [1 + w̃ (s)]

s [1 − w̃ (s)]2 . (A21)

Equations (20) and (21) can be obtained from Eq. (A21) in the
limit of large t .
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