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ABSTRACT

Context. Imaging Atmospheric Cherenkov Telescopes (IACTs) are used to observe very high-energy photons from the ground. Gamma rays are
indirectly detected through the Cherenkov light emitted by the air showers they induce. The new generation of experiments, in particular the
Cherenkov Telescope Array Observatory (CTAO), sets ambitious goals for discoveries of new gamma-ray sources and precise measurements of
the already discovered ones. To achieve these goals, both hardware and data analysis must employ cutting-edge techniques. This also applies to
the LST-1, the first IACT built for the CTAO, which is currently taking data on the Canary island of La Palma.
Aims. This paper introduces a new event reconstruction technique for IACT data, aiming at improving the image reconstruction quality and the
discrimination between the signal and the background from misidentified hadrons and electrons.
Methods. The technique models the development of the extensive air shower signal, recorded as waveform per pixel, as seen by CTAO telescopes’
cameras. Model parameters are subsequently passed to random forest regressors and classifiers to extract information on the primary particle.
Results. The new reconstruction is applied to simulated data and to data from observations of the Crab Nebula performed by the LST-1. The
event reconstruction method presented here shows promising performance improvements. The angular and energy resolution, and the sensitivity
are improved by 10 to 20% over most of the energy range. At low energy, improvements reach up to 22%, 47%, and 50%, respectively. A future
extension of the method to stereoscopic analysis for telescope arrays will be the next important step.

Key words. Gamma rays: general – Techniques: image processing – Methods: data analysis – Telescopes

1. Introduction1

From when it was born in the 1950s to today, gamma-ray astron-2

omy has made enormous technological and scientific progress.3

Surveys and multi-wavelength motivated observations, regularly4

related to source variability, have populated this highest-energy5

band of the photon Universe, which has the best potential to con-6

nect to the high-energy particles bombarding our atmosphere,7

the cosmic rays (De Angelis & Mallamaci 2018).8

Above about 300 GeV, event rates become too low to9

use space-based direct detection experiments, such as Fermi-10

LAT (Atwood et al. 2009). The low fluxes above these energies11

require very large effective detection areas for meaningful scien-12

tific exploitation of the signal. For energies above a few tens of13

GeV, gamma-ray observations can be performed indirectly from14

the ground, as gamma rays penetrate the upper layers of the at-15

mosphere inducing the creation of detectable showers of parti-16

cles called extensive air showers (EASs).17

The superluminal charged particles produced in these18

air showers emit Cherenkov radiation. Imaging Atmospheric19

Cherenkov Telescopes (IACTs) in the resulting light pool col-20

lect the Cherenkov light to detect and reconstruct the EASs pri-21

mary photons with effective areas of the order of 105 m2. The22

Cherenkov light is collected by a large mirror which focuses it23

onto a very sensitive camera, recording a short movie of the EAS24

development in the atmosphere.25

The Crab Nebula is a very bright source, useful to test and26

verify new instruments and analysis techniques for astronomy at27

very high energies (VHE, 100 GeV to 100 TeV). The Crab Neb-28

ula spectrum is now measured with high precision over many29

energy bands (Amato & Olmi 2021) and is used as a bench-30

mark for the verification of the performance of IACTs and other31

gamma-ray instruments. The higher energy part of this spectrum32

is currently measured from a few tens of GeV up to the very high33

energy range by IACTs (Abdalla et al. 2020; Meagher 2016;34

Aleksić et al. 2015; Aharonian, F. et al. 2024) and up to PeV35

energies by extensive air shower experiments (Cao et al. 2021;36

Abeysekara et al. 2017).37

In this paper, we introduce a new approach for the recon-38

struction of IACT images produced by Cherenkov light from39

EASs. The goal is to provide a method to improve the quality of40

the data analysis of any IACTs. This method is compatible with41

the data model adopted by all the telescopes of the Cherenkov42

Telescope Array Observatory (CTAO). The method exploits the43

full recorded waveforms of all camera pixels. It performs the fit-44

ting of a model composed of a spatio-temporal prediction of the45

light collection in the pixels. During the fit, the model is convo-46

luted with the precise knowledge of the camera characteristics, 47

including the single photo-electron (p.e.) pulse shape and the 48

distribution of gains in the camera. The method presented here 49

adds to the large variety of IACTs analysis techniques already 50

available. Existing methods mostly use time-integrated images, 51

such as the ones fitting a pre-generated template of the charge 52

images like de Naurois & Rolland (2009) and Parsons & Hin- 53

ton (2014), or an analytic 3D model of the EAS like Lemoine- 54

Goumard et al. (2006). A large effort toward the development 55

of machine learning-based approaches is also ongoing, see for 56

example Jacquemont et al. (2019), Miener et al. (2022) and 57

Spencer et al. (2021), with the latter investigating the use of 58

waveforms in a machine learning approach. 59

The method introduced here was first developed for the SST- 60

1M telescopes (Alispach et al. 2020). In this work, it is further 61

improved and adapted to the Large-Sized Telescope prototype 62

(LST-1) (Abe et al. 2023), whose camera uses Photo-Multiplier 63

Tubes (PMTs). 64

The LST-1 is located at the Roque de los Muchachos obser- 65

vatory on the island of La Palma at an altitude of 2147 meters 66

and has been taking data since November 2019. Its reflector is 67

composed of hexagonal mirrors that combine into an effective 68

23 m diameter parabolic mirror, which focuses light into a cam- 69

era at a focal distance of 28 m, with a field of view of 4.3 degrees 70

in diameter. The camera is equipped with 1855 1.5” PMTs (pix- 71

els) with a hollow conical light guide, each seeing about 0.1◦ 72

of the sky. The LST-1 can detect photons with energies rang- 73

ing from ∼20 GeV to tens of TeV. The LST-1 is currently in 74

the commissioning phase and takes science commissioning data 75

on which our event reconstruction method is tested. As we are 76

working with a single telescope, the model and reconstruction 77

method are currently tailored for monoscopic analysis. The po- 78

tential for a stereoscopic analysis, using two or more telescopes, 79

will be discussed shortly. The LST-1 analysis pipeline, simula- 80

tion production, and performance are described in depth in a first 81

performance paper (Abe et al. 2023), which provides the stan- 82

dard pipeline reconstruction results, to which we will refer for 83

comparison purposes of our novel reconstruction method. 84

This paper is organized in the following way: in Sec. 2 we 85

will first describe the LST-1 data and how their properties are re- 86

produced by our model. In Sec. 3 the definition of the likelihood 87

function that will be maximized to fit the model to the data is pro- 88

vided. Sec. 4 contains the description of the full analysis pipeline 89

used with the LST-1 and of the dataset analyzed in this paper. It 90

also validates the Monte Carlo (MC) simulations with data/MC 91

comparisons. The performance of the method is then estimated 92

from simulations in Sec. 5. In Sec. 6, the method is applied to 93
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the observations of the Crab Nebula to perform high-level anal-94

ysis and the analysis results are compared with historical data.95

Finally, we discuss the future possible developments in Sec. 796

and conclusions are drawn in Sec. 8.97

2. Data and model description98

IACTs focus the Cherenkov light from EASs onto a camera99

with pixels sensitive to single photons. These pixels and cor-100

responding readout electronics convert incoming photons into101

a temporally extended electronic signal with an average inte-102

grated charge proportional to the number of photons. For many103

of the implemented cameras, including the one of the LST-1, the104

recording of these responses as a function of time is acquired and105

called a waveform. In the LST-1, the waveform is composed of106

40 samples recorded at a frequency of 1.024 GHz. To extend the107

dynamic range while keeping excellent precision, two gains are108

used in the readout electronics and the gain channel that provides109

the best charge resolution is selected.110

The likelihood reconstruction method that we present in this111

paper is applied to calibrated waveforms. The calibration in-112

cludes pixel-wise corrections to the gain and timing, which are113

derived from specific calibration data. The baseline is subtracted114

and the gain factor is applied to obtain the waveform in photo-115

electron per sample unit1. An LST-1 event is thus a set of 1855116

waveforms combining random pedestal fluctuations and the sig-117

nal from the extensive air shower. Examples of such waveforms118

are shown in Fig.1. The main contribution to the baseline fluc-119

tuation is the night sky background (NSB). The waveforms are120

synchronized using independently measured time-shift correc-121

tions on the relative timing between pixels.122

The method presented here models the development of123

a gamma-ray-initiated electromagnetic EAS in the photo-124

detection plane of the camera. The event characteristics, pre-125

dicted by the model, are compared to the event’s waveforms.126

The best-fit parameters of the model correspond to those max-127

imizing the likelihood of the model for the event. This model128

must adhere to a set of key requirements:129

– it must predict a number of photons reaching each pixel and130

the associated timing;131

– it must include the pixel response;132

– it must be simple enough to allow quick convergence of the133

fit;134

– it must be accurate enough to improve the reconstruction of135

the primary particle properties.136

Electromagnetic EASs develop around the primary particle tra-137

jectory, and Cherenkov emission occurs in the region of the EAS138

where the energetic electrons and positrons are. The emitted139

light is registered when the shower produces a number of photo-140

electrons in the camera above the trigger threshold. The shower141

light, focused by the telescope mirror, forms a roughly elliptical142

image with a distribution of photo-electrons decreasing toward143

its edges. Therefore, we decided to model the spatial distribu-144

tion of charge using a two-dimensional Gaussian. Moreover, the145

charge distribution exhibits an asymmetry along the longer axis146

of the image (Fegan 1997), which we included in the model. This147

asymmetry is due to the fact that the most energetic particles in148

the EAS are located close to the point of interaction. The spatial149

model is ultimately characterized by a set of seven parameters:150

1 It is also possible to apply the method before this step by including
the gain and baseline in the likelihood function as done in the original
implementation (Alispach 2020)

Fig. 1. top : Image of the reconstructed charge for each pixel of a LST-1
event. The large majority of pixels recorded only noise. We highlight
two pixels hit by the shower light and and several others without any
Cherenkov signal, indicated by red and green circles respectively. bot-
tom : Calibrated waveforms for the selected pixels of the image at the
top.

the total number of photo-electrons N, the position of the center 151

of the model in the camera frame (xo, yo), the two Gaussian stan- 152

dard deviations along its main axis on each side of the maximum 153

and the one along the secondary axis (l+, l− and w), and the angle 154

ψ between the shower main axis and the camera x-axis. 155

µ(x, y) =
N

π(l+ + l−)w
exp(
−L2

2l2±
)exp(

−W2

2w2 ) (1)

with, 156

L = (x − x0)cos(ψ) + (y − y0)sin(ψ)
W = (y − y0)cos(ψ) − (x − x0)sin(ψ) (2)

and where l± is l+ or l− depending on the sign of L. This spatial 157

component of the model gives the expected number of photo- 158

electrons µ in each pixel, as illustrated for a simulated gamma- 159

ray event in Fig.2-left, where the spatial model parameters are 160

also shown. 161

The evolution of the time of arrival of the light as a function 162

of the position of emission is directed by the EAS extension in 163

the atmosphere and the velocity of the emitted Cherenkov light. 164

The resulting time profile is strongly dependent on the impact 165

parameter, i.e. the distance between the telescope and the EAS 166

axis, of the shower as illustrated in Mazin et al. (2008); Aliu 167

et al. (2009). Most EASs have a large impact parameter, in which 168

case the position of the center of gravity of the EAS light in the 169

camera moves at a constant speed along the main shower axis, 170

the projection of the development of the shower in the atmo- 171

sphere. Therefore, we apply a linear temporal model to describe 172

the development of the image in the camera plane as a function 173

of the position of the pixel in the camera projected onto the spa- 174

tial main axis. Due to the higher velocity of particles compared 175
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to the velocity of light in the atmosphere, the time difference be-176

tween the arrival of photons emitted early and late in the shower177

development reduces with the impact parameter, reaching zero178

at intermediate impacts. Using our gamma-ray application MC179

simulation2, we observe this happening at impact parameters be-180

tween 100 and 125 meters, decreasing with energy. The frac-181

tion of events with impact parameters larger than 125 meters is182

50%, 78%, and 90% for the energy ranges [10 GeV−100 GeV],183

[100 GeV−1 TeV] and [1 TeV−10 TeV], respectively. In cases184

of very low impacts, the photons will arrive first near the center185

of the image and then at the edges. Still, the linear time gradient186

carries relevant information on the shower and can thus be used187

in the analysis. The use of a more complex and realistic temporal188

profile is not covered in this work. Our linear temporal model is189

parameterized by the time gradient v, representing the time shift190

per unit distance along the main axis of the shower, and a ref-191

erence time to for the position (xo, yo). It provides t̂, a reference192

time per pixel for the Cherenkov photons’ time of arrival. This is193

illustrated in Fig.2-top-right, representing the distribution of the194

sum of waveform amplitudes as a function of time and projec-195

tion of the pixel position on the main axis of the spatial model196

component. No dispersion of the arrival time in a single pixel is197

included as this model proved to already be a good approxima-198

tion with the sampling rate used here.199

The last component of the model is a pixel response function.200

It represents the waveform induced by the detection of photons201

in a pixel. This includes the light sensor, along with the response202

from the front-end electronics. Consequently, the response of the203

pixel to X photo-electrons can be calculated as a linear com-204

bination of the normalized single photo-electron responses. We205

indicate with T (t) the normalized pulsed response to a single206

photo-electron as a function of time. Since we are neglecting the207

time dispersion of the photon arrival within a single pixel, the208

response of a pixel to X photo-electrons reduces to X × T (t),209

simply scaling the model waveform. Since two gain channels210

are available in LST-1, two associated pulse templates are pro-211

vided and used accordingly. They are shown in Fig.2-bottom-212

right. The temporal model gives the time corresponding to the213

arbitrary zero of the single photo-electron response template.214

Consequently, t̂ is shifted compared to the times of maximum215

of the waveforms as visible in Fig.2-top-right.216

3. Definition of the model likelihood217

The complete likelihood of the model is estimated for the event218

waveform. The waveform is a set of signal values S i j for each219

pixel i and each sample of time j. The full likelihood of the220

model is the product of the likelihood of each sample Li j. To221

reconstruct the model parameters, we need to maximize the log-222

likelihood:223

lnL =
pixels∑

i

times∑
j

lnLi j (3)

The single sample likelihood is represented by the probabil-224

ity of observing the signal S i j knowing µi, the average number of225

photo-electrons in the pixel i from the spatial component of our226

model, Ti, the normalized single photo-electron response tem-227

plate for the gain used in the pixel i, and t̂i, its reference time228

from the temporal component of our model. Three effects need to229

be taken into account. First, the exact distribution of Cherenkov230

2 As defined in Sec.4.1, and weighted as in Sec.4.2

light emission by the EAS particles and the conversion of pho- 231

tons to photo-electrons by PMTs are stochastic. Consequently, 232

the probability mass function of receiving k photo-electrons in 233

the pixel i knowing µi is a Poisson law3: 234

P = P(k|µi) =
µk

i

k!
e−µi (4)

Second, the normalization of the response of the pixel to 235

any photo-electron is randomly distributed. It is illustrated, for 236

the case of LST-1, in Fig.3. In the likelihood computation, we 237

will approximate this distribution by the Gaussian also shown 238

in Fig.3 with the gain smearing σs as the standard deviation. 239

Finally, the baseline of the waveform fluctuates from NSB 240

and electronic noise. The baseline fluctuations come from a 241

large number of effects and are mostly represented by a Gaus- 242

sian probability density function with standard deviation σe. In 243

PMTs, afterpulses lead to a small deviation from the Gaussian 244

behavior, which will not be accounted for in the following likeli- 245

hood. All Gaussian terms (one for the baseline and one for each 246

photo-electron) can be combined in a single Gaussian. It rep- 247

resents the probability of observing a signal S i j from k photo- 248

electrons. We denote the time associated with S i j as ti j. In this 249

case, the expected charge for this sample is k × Ti(ti j − t̂i). We 250

have : 251

G = P(S i j|k, ti j − t̂i,Ti) (5)

G =
1

√
2πσk

exp
− (S i j − kTi(ti j − t̂i))2

2σ2
k

 (6)

Here, we have introduced σk =

√
σ2

e + k(σsTi(ti j − t̂i))2 as 252

the standard deviation of the combined Gaussian. 253

The total probability of observing S i j from our model is then 254

a sum of the contributions of all possible numbers of photo- 255

electrons : k ∈ [0,∞]: 256

Li j = P(S i j|µi, ti j − t̂i,Ti) (7)

=

∞∑
k=0

P(k|µi)P(S i j|k, ti j − t̂i,Ti) (8)

=

∞∑
k=0

P ×G (9)

Li j =

∞∑
k=0

µk
i

k!
e−µi ×

1
√

2πσk
exp
− (S i j−kTi(ti j− t̂i))2

2σ2
k

 (10)

The likelihood function contains an infinite sum of compu- 257

tationally expensive terms. Therefore, two approximations are 258

implemented. First, the likelihood converges to a fully Gaus- 259

sian function when the signal increases (Alispach 2020). Hence, 260

we introduce a transition charge µtrans such that pixels with 261

µi > µtrans use the following Gaussian approximation: 262

Li j =
1

√
2πσµi

exp

− (S i j−µiTi(ti j− t̂i))2

2σ2
µi

 (11)

3 Originally the method was developed to be compatible with pixels
using Silicon Photo-multipliers, so crosstalk was also taken into account
and a generalized Poisson law (Vinogradov 2012) was used.
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dist

 α

Fig. 2. left : 2D asymmetric Gaussian spatial model as obtained after fitting the full model to an MC gamma-ray event. The red star is the position
of the gamma-ray source in the camera. Spatial model parameters, and source-dependent analysis parameters (α and dist), are also shown. –
top-right : Waveform amplitude distribution as a function of time and of the position along the fitted main axis on the same event. The orange line
represents the linear shift between the time of arrival of the signal at different positions along the shower main axis given by the temporal model.
The red line is the same temporal model shifted to the maximum of the waveforms for illustration. – bottom-right : Template of the normalized
pulsed response of a pixel to a single photo-electron in the two gain channels used by LST-1.
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Fig. 3. Single photo-electron (SPE) amplitude distribution and Gaussian
model used to approximate its variance. The SPE amplitude is given rel-
ative to the average amplitude of the signal produced by a single photon
converted in a PMT.

With σµi =

√
σ2

e + µi(Ti(ti j − t̂i))2.263

The second approximation is to limit the infinite sum in Li j264

to a maximum kmax. It must be selected so that the terms of the265

sum with k > kmax are negligible. µtrans is adapted to kmax to266

guarantee this behavior when the Gaussian approximation is not267

used. The value of kmax is configurable but can be constrained268

by software limitations (e.g., the maximum factorial usable with269

a 64-bit integer is 20!). The current configuration for analysis270

of LST-1 mono data uses µtrans = 0, meaning that all pixels are271

processed using the Gaussian approximation. It was verified on272

Monte Carlo simulations that such a configuration has nearly no273

effect on analysis performance compared to using higher pos- 274

sible values of µtrans, while the required computational power 275

is significantly reduced. It is illustrated in Fig.4 where the ra- 276

tio of the total fitted charge from our model divided by the true 277

number of photo-electrons from the simulation is shown for two 278

configurations. The case using µtrans = 0 p.e. is compared to 279

the case using µtrans ≈ 8.8 p.e., the latter being associated with 280

kmax = 20.4 281

A preselection of pixels and times is also performed to avoid 282

wasting resources on regions of the data far away from the signal. 283

It can also limit the number of stars in the fitted region thus lim- 284

iting the number of pixels with complex behaviors. Indeed, stars 285

add light in specific pixels thus increasing their waveform fluctu- 286

ations. In the case of bright stars, it can also lead to an automatic 287

adjustment of the pixels gains. Current MC simulations don’t ac- 288

count for such localized and time-dependent effects. Only pixels 289

contained in an ellipse defined from Hillas’ parameters (Hillas 290

1985) with 3 times its semi-major and minor axes are used. This 291

choice was not optimized for analysis or computing performance 292

but should keep all signal pixels for gamma-ray events. 293

4. Analysis 294

4.1. Pipeline and data description 295

The method described here was implemented in the cta-lstchain 296

pipeline (Lopez-Coto et al. 2023) as an alternative to image re- 297

construction based on the extraction of Hillas’ parameters. Us- 298

4 Requiring that the terms P(k > kmax) are of less than (1/kmax)%,
which should allow to ignore less than 1% of the Poisson probability
mass function
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Fig. 4. Distribution of the ratio of total charge from the likelihood fit of
our model divided by the true number of photo-electrons simulated in
the event. Distributions are very similar when using only the Gaussian
approximation of the likelihood for all pixels, and when using the com-
plete likelihood function (with kmax = 20) for pixels with an expected
charge of less than 8.8 p.e.

age of the latter for LST-1 is covered in (Abe et al. 2023). cta-299

lstchain is the analysis pipeline developed to analyze LST-1 data300

until the CTAO data analysis pipeline is released. It performs the301

analysis of LST-1 data and transforms raw waveforms into a col-302

lection of reconstructed gamma-like events. The standard event303

processing follows the steps: 1. waveform calibration 2. charge304

and peak time extraction 3. image cleaning 4. Hillas parametriza-305

tion 5. primary particles properties inference 6. event selec-306

tion and instrument response functions (IRFs) creation. Hillas307

parametrization consists of the extraction of the image momenta308

from the integrated charge images5 of IACTs. It was shown to be309

a simple and robust way to extract useful information from the310

Cherenkov telescopes data.311

Our method, which we label as "LH fit", works using the312

calibrated waveforms to perform an image parametrization in313

place of steps 2, 3, and 4 described above. It then replaces the314

Hillas parametrization used in the primary particle properties in-315

ference (step 5) with our model parameters. The fit is initialized316

using seed parameters derived from Hillas’ image parametriza-317

tion. The fit is made by minimizing −2lnL with iminuit (Dem-318

binski & et al. 2020).319

After extraction of the model parameters, the energy, direc-320

tion of arrival, and gamma-hadron classification score (called321

gammaness) of each event are estimated using random forests322

(RFs) trained on simulated data. In total four RFs are used: a re-323

gressor for the energy reconstruction, a regressor for the value324

of the displacement vector between the EAS signal core and the325

source position and a classifier for the vector orientation, and a326

classifier for the gamma-hadron classification. The package used327

for this purpose is SciPy (Virtanen et al. 2020). Parameters used328

for the RF are (depending on reconstructed quantity, see Fig.5-329

6) :330

– log N, the total charge of the modeled image in log10 scale;331

– ro and ϕo, the circular coordinate representation of the center332

of the spatial model (xo, yo);333

5 Obtained using a LocalPeakWindowS um charge extraction algo-
rithm (ctapipe 2022)

– the average model length (l = (l+ + l−)/2) and the associ- 334

ated length asymmetry parameter (±l+/l−) where the sign 335

depends on if the longer side is the early or late part of the 336

signal development; 337

– the model width w, and the ratio w/l; 338

– ψ, the angle between the shower main axis and the camera 339

x-axis; 340

– v, the time gradient in the temporal model; 341

– a leakage parameter, defined as the fraction of charge in pix- 342

els surviving cleaning located in the last two layers of pixels 343

at the edge of the camera. This parameter is defined using the 344

standard charge extraction and cleaning; 345

– the telescope pointing information: azimuth and altitude an- 346

gles; 347

– reconstructed energy (log scale) and value of the recon- 348

structed displacement vector. Only used for the gamma- 349

hadron classification; 350

– for the gamma-hadron classification, the parameters ex- 351

tracted through the model alone are less effective than the 352

standard Hillas’ parameters. We thus include fitted and 353

Hillas’ parameters (described in Abe et al. (2023)) in the RF 354

features. 355
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Hillas length
LHfit l

LHfit length asymmetry
LHfit log(N)

LHfit o
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LHfit v
LHfit w

LHfit w/l
Hillas log integrated charge

log reco energy
reco displacement vector value

Hillas signed skewness
Hillas signed time gradient

Hillas width
Hillas width / Hillas length

Hillas x
Hillas y

relative importance

gamma/hadron classifier

Fig. 5. Relative importance of the features of our gamma-hadron clas-
sifier. Parameters labeled LHfit are derived from our model. Parame-
ters labeled Hillas are Hillas’ parameters. Classification is dominated
by Hillas’ parameters, with in particular the ratio of Hillas’ width over
length being the most important after the centroid position. The impor-
tance of this parameter is expected since hadronic EASs are generally
wider than electromagnetic EASs.

The high-level analysis of the data reduced with cta-lstchain 356

is finally performed with the package gammapy version 1.0.1 357

(Donath et al. 2023; Acero et al. 2023), a package dedicated to 358

the high-level analysis of astronomical data. 359

This paper uses the same three datasets as in (Abe et al. 360

2023): a set of MC simulations is used to train the RFs (train- 361

ing MC), another set of MC simulations is used to check the 362

agreement between real observation data and MC as well as to 363

produce the IRFs for the data analysis (application MC), and ob- 364

servations of the Crab Nebula. 365

The training MC set was simulated at pointings following 366

the declination of the Crab Nebula (see Fig. 7 black points). It 367

contains both diffuse gamma rays and proton simulations. Only 368

gamma-ray simulations are used for the training of the energy 369

and direction reconstruction while both gamma-rays and protons 370

are used to train the gamma-hadron classifier. The application 371

MC simulations are used to evaluate analysis performance and to 372

create IRFs. The IRFs currently in use are the energy migration 373

matrix, which links the energies reconstructed by the RF to the 374
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Fig. 6. Relative importance of the features of our energy and direction
RFs. The energy regression is mostly related to the total light of the fit-
ted model and to the temporal development which indirectly relates to
the impact parameter, and thus the distance between the telescope and
the EAS. The displacement regressor, which gives the angular separa-
tion between the source and the image centroid, has a strong depen-
dence on the model length and temporal development. Finally, the dis-
placement classifier, determining on which side of the image centroid
the source is located, is largely dominated by LH fit Ψ which combines
information on the orientation of the model and direction of the tempo-
ral development.

true energy of the events, and the effective area of the instrument,375

which is used to convert the observed number of excess events376

to fluxes. The application MC simulations are divided into eight377

pointings near the Crab Nebula path at 10, 23, 32, and 43 degrees378

from the zenith with two azimuth angles each (see Fig. 7 stars).379

The NSB level in both MC sets is adjusted, in the events wave-380

forms, to the level observed in the Crab Nebula field of view.381
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Fig. 7. Position of the pointings in the simulation productions used in
this paper. Zd, for Zenith distance, is the angle between the zenith and
the pointing position. Black points are for our training MC set, produced
along the trajectory of the Crab Nebula. Stars are the pointings of the
application MC sets.

The Crab Nebula dataset corresponds to a total of 36 hours 382

of observations taken between November 2020 and March 2022. 383

384

Source-dependent analysis 385

It is possible to add a set of parameters accounting for the 386

known source position in the camera plane. This technique, al- 387

ready used with Hillas’ parametrization, can also be used with 388

our method. In our case, the parameters of interest are: 389

– α the angle between the longer axis of the model and the line 390

connecting the centroid of the model and the position of the 391

source; 392

– dist the distance between the (x0, y0) of the model and the 393

position of the source. 394

The results of our pipeline using this slightly different analy- 395

sis are also shown in the following sections. Note that no direc- 396

tion reconstruction is performed in this case, as it is assumed to 397

be known. 398

4.2. Comparison between observed and simulated data 399

Prior to the evaluation of the method’s performance, we need 400

to ensure that our simulation correctly reproduces the obser- 401

vation data. To do so, we compare the basic quantities distri- 402

butions, such as the individual pixels charge distributions and 403

the distribution of image intensity. Intensity refers to the to- 404

tal charge extracted in pixels surviving cleaning in the standard 405

event processing (steps 2 and 3). Figure 8 shows the individ- 406

ual pixel charge distribution with no EAS contribution. MC with 407

adjusted NSB shows a very similar distribution when compared 408

to data. The NSB adjustment was performed by injecting sin- 409

gle photo-electron pulses directly into the waveforms. This dif- 410

fers from (Abe et al. 2023) for which an adjustment of the in- 411

tegrated charge per pixel was done. The NSB adjustment does 412

not include localized effects from stars which are responsible for 413

brighter pixels than expected. Then, the first step in evaluating
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Fig. 8. Distribution of pixel charges for data without EAS contribution.
Pedestal events, taken during standard data taking without trigger based
on EAS detection, are used for real observation. For MC, pixels with a
true charge of 0 p.e. from Cherenkov photons are considered. A signif-
icant improvement of the data/MC agreement is observed when adjust-
ing the NSB level.

414
the method is to assess the agreement between observed data 415

and simulation for model parameters from our parametrization 416

and outputs of the RFs. We apply loose preselection of events to 417
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reduce the statistical fluctuations of background contribution and418

systematic effect from the evolution of data-taking conditions:419

– only events with an intensity above 80 p.e. are considered;420

– an upper limit on the angular distance between the true and421

reconstructed source direction (θ).422

In observation data, the same selection is applied to a region in423

the sky, a so-called OFF region, that is symmetric compared to424

the source position with respect to the telescope pointing direc-425

tion. The background distribution extracted in this way is used426

to quantify the contribution from the excess signal in the data.427

This remaining excess in observation is then compared to the428

gamma rays from our application MC after normalization of the429

number of events following the expected source Spectral Energy430

Distribution (SED). The Crab Nebula SED is very well known431

and stable in the energy band where IACTs are sensitive (Aleksić432

et al. 2015).433

A subset of parameter distribution comparison is shown be-434

low with both model parameters (Figs. 9-10) and primary parti-435

cle parameters reconstructed by RFs (Figs. 11-12). In Figs. 9-10-436

11, the excess distribution in the data is shown as orange points.437

It is compared to the blue histogram obtained with the gamma-438

ray simulations. In histograms corresponding to the lowest inten-439

sity events, a pink step histogram represents the contamination of440

the OFF region by signal, which can occur because of the occa-441

sional poor direction reconstruction at low energies. A splitting442

of the data is performed depending on the intensity of the im-443

age. This allows us to see the evolution of the agreement with444

the image brightness. Faint images are harder to reconstruct due445

to a lower level of signal over baseline fluctuations in the wave-446

form, fewer pixels containing signal to extract morphological in-447

formation, and a larger similarity between electromagnetic and448

hadronic showers. We can see in Fig. 9 the good agreement be-449

tween signal excess in the data and gamma-ray simulations for450

images with high intensity and thus good signal-to-noise ratio.451

The parameters shown are quite important for the reconstruction452

(see Fig. 6). When looking at the effect of image intensity on the453

data/MC agreement, some problematic trends can be seen. For454

example, Fig. 10 shows that the LH fit length of images in high-455

intensity data is on average slightly larger than in simulations.456

The effect of these small deviations between the observed457

and simulated distributions of the fitted model parameters can be458

evaluated using the reconstructed particle properties. Figure 11459

shows the comparison for the gammaness for four image inten-460

sity ranges. Excellent agreement is found for images at low in-461

tensities but it degrades slowly at higher intensity. The distribu-462

tion in the data is shifting slightly toward lower gammaness val-463

ues. This indicates a lower gamma-hadron separation power in464

real data for these events, but with a limited effect on the gamma-465

hadron separation power since the score of hadrons is very low466

for images of this quality. A more problematic consequence is a467

wrong estimation of the effective area for a given event selection.468

With the θ < 0.25◦ selection applied here, and assuming a selec-469

tion of gammaness for a gamma-ray efficiency of 70% per inten-470

sity bin, the true effective area would be biased compared to the471

expected one by respectively -4.6%, +2.7%, -8.7% and -16.9%.472

At very low intensity, a small excess of events with gammaness473

around 0.5 is seen. The vicinity of the Crab Nebula is a rather474

complicated region for astrophysical observations. It is charac-475

terized by a high level of non-uniform night sky background due476

to the presence of bright stars with V-band magnitude below 7.477

This can lead to large statistical fluctuations in the levels of ob-478

served signal-like and background-like events, as well as to pos-479

sible systematic bias in the inputs of the signal/background dis-480

criminator. In particular, the addition of light in pixels affected 481

by stars can widen the light pool and create less elliptical im- 482

ages from EASs, thus more similar to hadron-initiated air show- 483

ers. Given the high importance of extension parameters in the 484

gamma-hadron classifier, this can naturally lead to a degradation 485

of the classification power. But the full effect of stars is likely 486

more complex, as it also biases the image intensity used to sepa- 487

rate events in our figures, and very bright stars can also induce lo- 488

cal reductions of the gain in the camera which are not accounted 489

for in this analysis. Another possible source of discrepancy is 490

the variation of trigger settings, which is pronounced in the early 491

commissioning data of the LST-1, collected before September 492

2021. This was already discussed in (Abe et al. 2023), and no 493

visible discrepancies arise from the variation of trigger settings 494

when considering only events with intensity above 80 p.e. so it 495

should not affect our results. Finally, the very good agreement for 496

the distribution of the reconstructed energies is shown in Fig. 12. 497

5. Performance with LST-1 simulations 498

To evaluate the performance improvement from our method, we 499

extract the angular resolution of the direction reconstruction as 500

well as the relative resolution and bias of the reconstructed en- 501

ergy. We then compare it with the one used in the recent LST 502

performance paper (Abe et al. 2023) – which we will label "stan- 503

dard". To ensure the fairness of the comparison, we reproduced 504

the exact same event selection criteria and computation methods. 505

Since for low zenith angles, such as considered here, the perfor- 506

mance obtained with different azimuth values of the same eleva- 507

tion are nearly identical we present average values over both az- 508

imuth values for each zenith. During direction reconstruction at 509

low energy, the sign defining the orientation of the reconstructed 510

vector can be wrong. The rate of such occurrences for gamma- 511

rays MC as a function of image intensity is shown in Fig. 13. 512

This appears as a secondary bump in the radial distribution of 513

events. In order to keep an efficient angular event selection, and 514

to only consider the central PSF for the angular resolution, both 515

the θ based event selection and the angular resolution are evalu- 516

ated only using events reconstructed with the right sign from the 517

displacement classifier. 518

We apply the following event selection: 519

– a reconstructed energy-dependent lower limit on the gam- 520

maness chosen to achieve a given gamma-ray efficiency 521

(here 40, 70 or 90%); 522

– for the angular resolution, a selection of events with a correct 523

sign from the displacement classifier. 524

– for the effective area, energy resolution, and energy bias, a 525

reconstructed energy-dependent cut on θ for a 70% gamma 526

efficiency evaluated on the gammaness selected events with 527

a correct sign from the displacement classifier. The criteria 528

on the sign from the displacement classifier is not directly 529

applied in these cases. 530

It is important to remember that the MC used are uniformly 531

tuned to the level of NSB corresponding to the Crab Nebula field 532

of view. This field of view is in the galactic plane and thus dis- 533

plays a higher NSB than that in the extra-galactic sky. For both 534

methods, slightly better results are expected if we consider ob- 535

servations with a lower NSB. The largest effect of NSB on our 536

performance is a 5% degradation of the angular resolution below 537

200 GeV compared to our nominal MC, with NSB levels slightly 538

darker than a standard extra-galactic field of views. Doubling the 539

NSB injection degrades the angular resolution further by up to 10 540
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Fig. 9. Comparison of the model parameters distribution between excess events from Crab Nebula observation and simulated gamma events with
an energy distribution following the Crab Nebula spectrum. Four model parameters distribution for image intensity between 800 and 3200 p.e. are
shown.
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Fig. 10. Same as Fig.9 but showing only the LH fit length parameter for four image intensity ranges. Using these four intensity ranges allows us
to see the evolution of the data/MC agreement for different primary energy and signal-to-noise ratios in the pixels.

percent in this energy range. Effects on the energy reconstruction541

are less than 5 percent in both cases and affect less of the energy542

range.543

In Fig. 14 the effect of the efficiency of the cut used to se-544

lect events is evaluated for pointing at 10° away from the zenith.545

This allows us to see, without optimizing for a specific science 546

case, the range of performances that could be reached depend- 547

ing on the requirement of event statistics versus reconstruction 548

quality. The angular resolution, defined as the 68% containment 549

angle of the θ distribution of gamma-ray events, of LST is op- 550
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Fig. 11. Comparison of the gammaness distribution between excess events from Crab Nebula observation and simulated gamma events with an
energy distribution following the Crab Nebula spectrum. Comparison is done for four image intensity ranges. The distribution shifts closer to one
with higher intensity, showing the expected improvement of the gamma-hadron discrimination power with image intensity.
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Fig. 12. Comparison of the reconstructed photon energy distribution
between data and MC.

timal in the TeV energy region where it achieves 0.11° consid-551

ering the 40% most gamma-like events and still reaches 0.20°552

if 90% of the gamma-rays are retained. It degrades at low en-553

ergy to 0.36° at 20 GeV. Such a degraded angular resolution554

can be problematic for the typical reflected background method555

used to analyze IACT data taken in "wobble mode"6 since the556

6 Wobble mode observations are performed by pointing the telescope
at a position in the sky offset from the source of interest by a small an-
gle (typically by 0.4° for LST) changing pointing regularly around the
source position while keeping the same offset. Generally, pointings go
by pairs, symmetric with respect to the source position. This allows us
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Fig. 13. Fraction of gamma-ray events from our application MC recon-
structed with a wrong sign from the displacement classifier as a function
of image brightness after applying an energy-dependent gammaness cut
for 70% gamma-ray efficiency.

region used to estimate the background is likely to be contam- 557

inated by the signal. The LH fit allows for an improvement of 558

the angular resolution of 10 to 21% at low energy, with a max- 559

imum improvement around 150–200 GeV. The improvement in 560

the full energy range is better when considering more events in- 561

to estimate with the same dataset the background at the source posi-
tion in a region of the sky with the same offset to the telescope pointing
and thus, assuming radial symmetry, with the same acceptance. Asym-
metries potentially arising from the observation conditions are partially
compensated by the pointing pair and even more by using multiple such
pairs.
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stead of only the most gamma-like ones but an improvement is562

anyway visible. Indeed, the LH fit angular resolution is ∼10%563

better than the standard analysis at nearly all energies. However,564

for the most gamma-like events a worsening of a few percent is565

observed above ∼7 TeV. The energy resolution is also best near566

2 TeV, reaching between 12.7 and 18.2%. It is worse at 20 GeV,567

where it degrades to ∼40%. The LH fit allows for an improve-568

ment of the energy resolution of up to 43% at threshold energy569

but is more generally around 10 to 15% better than the standard570

analysis over the majority of the energy range considered, even571

at the highest energies. The difference between the effective ar-572

eas is directly linked to the ratio of cut effectiveness. They reach573

a few 105 m2 around a few hundreds of GeV. The superior di-574

rection reconstruction of the events with LH fit, coming from a575

better evaluation of the sign of the displacement vector, leads to576

an increase in the effective area at the lowest energies. At higher577

energy, the small differences in the effective area are linked to578

the different energy reconstructions with the two pipelines. The579

increase in effective area at high energy may be related to the580

degradation of angular resolution since it implies the use of dif-581

ferent events. Improvements in the reconstruction quality at low582

energy are related to a few advantages of our method. First, no583

intensity-based cleaning is applied to select pixels, so the tails584

of the charge distribution – which can be a non-negligible part585

of the signal at low energy – are used with our method. Second,586

the timing of the signal is part of the fit. So, we constrain the587

shower direction with both time and geometric considerations,588

and we avoid using the charge information from a time in the589

waveform dominated by NSB, as it can occur during standard590

charge extraction in faint pixels.591

Similar behaviors were observed with MC simulation with592

pointing at 23°, 32°, and 43° away from the zenith with a slight593

shift in energy. With these pointings, improvements compared to594

the standard pipeline are still mostly between 10% and 20% in595

angular and energy resolutions other most of the energy range.596

The maximum improvements are respectively: 22%, 22%, and597

22% for the angular resolution and 47%, 46%, and 44% for the598

energy resolution.599

600

Source-dependent analysis601

With the source-dependent analysis, the position of the602

source in the camera is assumed to be known. In this case, a pres-603

election based on θ used in the source-independent analysis can-604

not be used. Instead, we use a reconstructed energy-dependent605

cut on α, the angle between the longer axis of the model and606

the line connecting the centroid of the model and the position of607

the source, for a 70% gamma efficiency on the gammaness se-608

lected events. Also, the preselection based on the sign from the609

displacement classifier is not done. The latter leads to a better610

effective area at low energy in the event selection scheme used611

here. The performance of the LH fit source-dependent analysis is612

shown in Fig. 15. In this figure, the ratios indicate the improve-613

ment of the source-dependent analysis compared to the source-614

independent case both using the LH fit method. An improvement615

of the energy resolution at the threshold is observed with up to616

40% improvement for the most gamma-like events with obser-617

vations at 10° from the zenith. This is due to the fact that using618

the true source direction removes degeneracy in the implicit de-619

termination of the impact parameter which is of high importance620

during the energy reconstruction. Improvements of 20% are also621

observed for looser event selections. This is accompanied and622

correlated with a large reduction of the energy bias. Over most623

of the energy range, the source-dependent and independent anal-624

yses show very similar results.625

Zenith 10

ETrue / TeV
0.1

0.2

0.3

0.4

An
gu

la
r 

re
so

lu
tio

n 
[d

eg
]

Zenith 10
-efficiency = 40%
-efficiency = 70%
-efficiency = 90%

10 1 100 101

1.0

1.2

Re
la

tiv
e 

LH
-fi

t
im

pr
ov

em
en

t

ETrue / TeV

0

0.1

0.2

0.3

0.4

En
er

gy
 re

so
lu

tio
n 

an
d 

bi
as

 [
 E

/E
Tr

ue
] Resolution

Bias

10 1 100 101
1.0
1.2
1.4

Re
la

tiv
e 

LH
-fi

t
im

pr
ov

em
en

t

Resolution

ETrue / TeV
104

105

Ef
fe

ct
iv

e 
ar

ea
 [m

2 ]

10 1 100 101

ETrue[TeV]

1.1

Re
la

tiv
e 

LH
-fi

t
im

pr
ov

em
en

t

Fig. 14. Performance of the likelihood reconstruction method at 10°
from the zenith for three γ efficiencies. Each plot shows the LH fit per-
formance on the top section and the relative improvement compared
to the standard analysis, with performance evaluated in the exact same
way, on the bottom section. top: Angular resolution (68% containment
angle). middle: Energy resolution (68% relative containment) and bias
(median shift). bottom: Effective area.

6. Application to data: Crab Nebula analysis 626

Using the observation of the Crab Nebula, we perform three 627

analyses. First, The improvement of the angular resolution seen 628

on MC in the previous section is verified by comparing the dis- 629

tribution of theta for excess events in the case of low-intensity 630

events, between the likelihood reconstruction and the standard 631

one. Similarly to Sec. 4.2, Fig. 16 shows a comparison of Crab 632

Nebula data and MC simulation, here for the square of the pa- 633

rameter θ. It is here limited to the low image intensity case (80- 634

200 p.e.) and also includes the same distribution for the standard 635

reconstruction from (Abe et al. 2023). The comparison can be 636

considered fair since the gammaness cut applied for event selec- 637

tion is based on the same gamma-ray efficiency (80%) for both. 638

We consider the low image intensity case in order to verify the 639

angular resolution improvement at low energy where it should 640

be the largest. From the Crab data histograms, the 68% angular 641

containment is extracted : 0.196° for the likelihood reconstruc- 642

tion and 0.249° for the standard reconstruction. This corresponds 643

to a 27% improvement in the angular resolution, in line with the 644

low energy estimate from simulations. 645

Second, we evaluate the detection potential of the analysis by 646

evaluating the differential sensitivity7 from our dataset. To do so, 647

7 Defined as the minimal flux needed in an energy bin to reach a 5σ
detection with 50 h of observations while selecting at least 10 signal
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Fig. 15. Performance of the likelihood reconstruction method at 10°
from the zenith for 3 γ efficiencies. Each plot shows the LH fit source-
dependent analysis performance in the top section and the relative im-
provement compared to the LH fit source-independent analyses in the
bottom section. top: Energy resolution (68% relative containment) and
bias (median shift). bottom: Effective area.
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Fig. 16. Distribution of the square angular distance between the source
position and the reconstructed gamma-ray origin (θ2) for low intensity
(80-200 p.e.) excess events. A good agreement is seen between data
from Crab Nebula observations and expectations from MC simulation
with the likelihood reconstruction. The same distribution for the Stan-
dard reconstruction (from (Abe et al. 2023)) is also displayed. Verti-
cal lines represent the 68% containment for both data distributions and
show that the likelihood reconstruction reaches a better angular resolu-
tion.

an optimization of the gammaness and angular cuts is performed648

for each energy bin on half of the available events. And the selec-649

tion cuts thus optimized are applied to the other half. The sensi-650

events with a signal/background of at least 5% and with an acceptance
ratio (source region/background only region) of 0.2.

tivity curve is shown in Fig. 17 where it is also compared to the 651

standard analysis sensitivity obtained in the same way. An im- 652

provement is visible over the full energy range. Our method has 653

a 10-20% better flux sensitivity between 100 GeV and 5 TeV, 654

nearly reaching the stereoscopic sensitivity of MAGIC above 655

300 GeV. The improvement increases rapidly below 100 GeV, 656

to nearly a factor of two with respect to the standard analysis at 657

30 GeV. At these energies, the requirement of at least 5% signal 658

over background ratio limits the sensitivity. The factor two im- 659

provement needs to be considered carefully since statistical and 660

potential systematic error can be large at the energy threshold. 661

But the improvement trend below 100 GeV, associated with a 662

better background rejection potential, should be real. 663
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Fig. 17. Differential sensitivity of LST-1 using the likelihood recon-
struction method in percentage of the Crab Nebula flux. Obtained from
data by optimizing the gammaness and angular cuts for best sensitivity.
The sensitivity shown here for the likelihood reconstruction, and asso-
ciated statistical errors, are the average of the curves obtained through
reversing the half of events used for cut optimization and sensitivity es-
timation. The "Standard" sensitivity is from (Abe et al. 2023).

We also perform a high-level analysis using gammapy to pro- 664

duce a SED (Fig. 18). To do so, we apply event selection cuts 665

derived from MC simulations following the procedure described 666

in Sec. 5 except that events with intensity of less than 80 p.e. are 667

removed. While the rejection of very faint, non-cosmic triggers 668

and events too faint to be reconstructed correctly could still be 669

achieved with an even lower threshold, the choice of 80 p.e. is 670

motivated by the need to work around the evolving trigger set- 671

tings used during the acquisition of this dataset. We perform the 672

analysis using a 70% efficiency gammaness cut and 70% effi- 673

ciency θ cut. The θ cut is in addition limited to 0.32° to allow for 674

the use of the reflected background method. For each observa- 675

tion run, the closest MC simulation is used to derive the energy- 676

dependent event selection cuts and produce instrument response 677

functions. The event counts are evaluated in a region centered on 678

the Crab position with an energy-dependent radius following the 679

θ cut. The associated background count is evaluated using the re- 680

flected background method with one region taken symmetrically 681

with respect to the center of the field of view. The spectral shape 682

fitted to the data is a log parabola function. A very good agree- 683

ment is achieved with historical data from MAGIC (Aleksić et al. 684

2015), H.E.S.S. (Aharonian et al. 2006) and a joint (Fermi-LAT, 685

MAGIC, H.E.S.S. and Veritas) gamma-ray analysis (Nigro et al. 686
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2019) while signal is observed at energies lower than previous687

generation IACTs. The flux points are extracted after the SED688

using an energy binning of 8 bins per energy decade. At the689

lowest energies, there is a deviation between the fitted spectral690

model and the flux points which may be related to background691

systematic near the energy threshold of this dataset as investi-692

gated in (Abe et al. 2023) and with the computation of flux point693

assuming a background count increased by 1% in Fig 18. The694

1% increase in background count seems to overcorrect for the695

difference between the log-parabola spectrum and flux points.696

Thus indicating that background count systematic errors should697

be lower than 1%. Additionally, a smooth connection between698

LST observations at VHE and Fermi-LAT observations at high699

energy (Arakawa et al. 2020) is observed. The source-dependent700

version of this SED is nearly identical as shown in Fig.19.701

7. Future potential702

Although it is already possible to use the method presented in703

this paper with promising results, it can still be further improved.704

First in terms of processing time. The current version, for which705

extensive optimization work was done, processes events at a706

speed of the order of 15 events per second. Considering the707

trigger rate of a single LST is between 5 and 10 kHz, a faster708

processing speed is desirable. A study of which events are the709

most time expensive, and of possible solutions is thus interest-710

ing. One possible improvement could come from having a fast711

pre-analysis to remove very non-gamma-like events. In addition,712

a higher level of optimization of the software, either through re-713

writing of some sections or interfacing with a faster language,714

could lead to measurable improvements. Second, the current im-715

plementation does not make use of all the calibration information716

available, such as information on deactivated pixels and the tem-717

poral monitoring of pedestal variance from interleaved pedestal718

events. Including this information should improve performance719

when analyzing observation data and improve the agreement be-720

tween observations and simulation.721

The method implementation described in this paper is per-722

formed in a monoscopic context with LST-1. The extension of723

the technique to stereoscopic reconstruction is in preparation. It724

may require changing the model from a 2D image model, rep-725

resenting a Cherenkov shower projected in a camera plane, to a726

3D shower model representing the 3D distribution of Cherenkov727

light emitted by a photon-induced electromagnetic shower. The728

model would also need to be projected in all considered tele-729

scopes and the model parameters fitted together. The alternative730

to applying the monoscopic parametrization to all telescopes,731

combining information at later stages, is also a possibility but732

would linearly scale the processing time with the number of tele-733

scopes. Although the complexity per event will increase with734

a 3D model, both from the model and the quantity of data in-735

volved, it will bear advantages: the model will be closer to the736

primary particle and will thus directly include parameters that737

currently require RF to be recovered (in particular, the direction738

of arrival, but maybe also the energy); the data available to con-739

strain the model will increase faster than the model complexity.740

3D shower models exist (Lemoine-Goumard et al. 2006), and741

would need to be improved and extended with a temporal com-742

ponent before implementation.743

8. Conclusion744

The likelihood-based method presented in this paper was suc-745

cessfully applied to the LST-1 data taken on the Crab Nebula and746

on gamma-ray simulations. Doing so, it was shown to be reliable 747

for real applications even on difficult fields of view. Our tech- 748

nique is shown, from data or simulation, to improve the angular 749

resolution by up to 22%, energy resolution by up to 47%, and the 750

sensitivity up to nearly a factor 2 difference at 30 GeV, compared 751

to using Hillas parametrization with the same method to select 752

events and derive these performance metrics. The greatest im- 753

provements are seen at low energies, where the biases linked to 754

the charge extraction used in other methods are the largest. But a 755

general improvement over the full energy range is also observed, 756

with both angular and energy resolution and sensitivity at least 757

∼10% better at most energies. The improvements in angular and 758

energy resolutions were verified to have limited dependence on 759

the telescope pointing. Further developments and improvements 760

of the method are envisioned. Computational optimization can 761

increase the event processing speed. Exploiting the monitoring 762

information during the observations can be included in the meth- 763

ods for better reconstruction. Finally, with the upcoming tele- 764

scopes planned to be deployed in La Palma, the method can be 765

adapted to stereoscopic reconstruction, potentially providing an 766

improvement in performance in the CTAO era. 767
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Fig. 18. SED of the Crab Nebula obtained with the source independent analysis presented in this paper and with the standard analysis from (Abe
et al. 2023). Only statistical errors.
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Fig. 19. Comparison of the Crab Nebula SED obtained with the source-independent and source-dependent analysis using our reconstruction
method.
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