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#### Abstract

We investigate the existence of fixed points of self-mappings via simulation functions and measure of noncompactness. We use different classes of additional functions to get some general contractive inequalities. As an application of our main conclusions, we survey the existence of a solution for a class of integral equations under some new conditions. An example will be given to support our results.


Mathematics Subject Classification (2010). Primary 47H08; Secondary 54H25.
Keywords. Fixed point, measure of noncompactness, simulation function, integral equation.

## 1. Introduction and Preliminaries

The research in fixed point theory is one of the most investigated topics in metric spaces' theory. Indeed, the method of proofs still very descendent from the original one in the contraction principle is a simple and powerful tool to approach various problems in nonlinear analysis. Here, we focus our attention on the concept of simulation function, recently introduced in Khojasteh-Shukla-Radenović [10] which is a way to unify and extend certain existing fixed point results in the literature. Based on this paper and the subsequent one of Argoubi-Samet-Vetro [4] (where a slight modification of the definition of simulation function is proposed), many authors established new existence results in generalized metric spaces and solved fixed-point problems involving integral equations, differential equations, variational inequalities and special classes of operators. Such a kind of problems were investigated in $[12,13,20,22,24]$. Here, we prove the existence of fixed points of certain mappings via simulation functions and measure of noncompactness. We shall also indicate that several results in the literature can be derived from our main
theorems. For some recent works in this direction see [1, 6, 9, 17, 19, 21]. For the best proximity point problem, see $[2,11]$.

We construct our results on the following basic concepts.
Definition 1.1 ([10]). A function $\sigma:[0, \infty) \times[0, \infty) \rightarrow \mathbb{R}$ is said to be simulation function if it fulfills:
$\left(\sigma_{1}\right) \sigma(0,0)=0$;
$\left(\sigma_{2}\right) \sigma(t, u)<u-t$ for all $t, u>0$;
$\left(\sigma_{3}\right)$ if $\left\{t_{n}\right\},\left\{u_{n}\right\}$ are sequences in $(0, \infty)$ such that $\lim _{n \rightarrow \infty} t_{n}=\lim _{n \rightarrow \infty} u_{n}>0$, then $\limsup _{n \rightarrow \infty} \sigma\left(t_{n}, u_{n}\right)<0$.

Let $\Sigma^{s}$ be the collection of all simulation functions $\sigma:[0, \infty) \times[0, \infty) \rightarrow$ $\mathbb{R}$. On account of the property $\left(\sigma_{2}\right)$, we conclude that

$$
\sigma(t, t)<0 \text { for all } t>0
$$

Example. Let $\sigma:[0, \infty) \times[0, \infty) \rightarrow \mathbb{R}$ be a mapping such that $\sigma(t, u)=\frac{u}{2}-t$ for all $t, u \in[0, \infty)$. It is obvious that $\sigma$ is a simulation function. For more examples of simulation functions see [10].

Suppose $(X, d)$ is a metric space, $T$ is a self-mapping on $X$ and $\sigma \in \Sigma^{s}$. We say that $T$ is a $\Sigma^{s}$-contraction with respect to $\sigma$ (see [10]), if

$$
\sigma(d(T x, T y), d(x, y)) \geq 0, \quad \text { for all } x, y \in X
$$

For all distinct $x, y \in X$, by $\left(\sigma_{2}\right)$, we have $d(T x, T y) \neq d(x, y)$. Thus, we conclude that whenever a $\Sigma^{s}$-contraction $T$ (in a metric space) has a fixed point, then it is necessarily unique.

Theorem 1.2. Every $\Sigma^{s}$-contraction on a complete metric space has a unique fixed point.

We also need the following class of operators given in [3] by Altun and Turkoglu.

Definition 1.3. Let $F([0, \infty))$ be the class of all functions $f:[0, \infty) \rightarrow[0, \infty]$. Then by $\Theta$ we denote the class of all operators

$$
O(\bullet ; \cdot): F([0, \infty)) \rightarrow F([0, \infty)), \quad \text { by } \quad f \mapsto O(f ; \cdot)
$$

satisfying the following conditions:
(i) $O(f ; t)>0$ for $t>0$ and $O(f ; 0)=0$;
(ii) $O(f ; t) \leq O(f, s)$ for $t \leq s$;
(iii) $\lim _{n \rightarrow \infty} O\left(f ; t_{n}\right)=O\left(f ; \lim _{n \rightarrow \infty} t_{n}\right)$;
(iv) $O(f ; \max \{t, s\})=\max \{O(f ; t), O(f ; s)\}$ for some $f \in F([0, \infty))$.

Definition 1.4. Let $X$ and $Y$ be normed linear spaces and $K$ be a subset of $X$. A mapping $T: K \rightarrow Y$ is said to be a compact operator if $T$ is continuous and maps bounded sets into relatively compact sets.

Here, we recall the well-known generalization of Schauder's fixed point theorem.

Theorem 1.5. Let $K$ be a nonempty, bounded, closed and convex subset of a Banach space $X$ and $T: K \rightarrow K$ be a compact operator. Then $T$ has a fixed point.

An improved version of Theorem 1.5 was presented by Darbo [8] using a notion of measure of noncompactness.

Definition 1.6 (Kuratowski, 1930). Let $(X, d)$ be a metric space and $\Sigma^{b}$ be the family of all nonempty and bounded subsets of $X$. The function $\alpha: \Sigma^{b} \rightarrow$ $[0, \infty)$ defined as
$\alpha(B)=\inf \{\varepsilon>0: B$ can be covered by finitely many sets with diameter $\leq \varepsilon\}$, for every $B \in \Sigma^{b}$, is called the Kuratowski measure of noncompactness.

We also mention that if we define $\chi: \Sigma^{b} \rightarrow[0, \infty)$ by $\chi(B)=\inf \{\varepsilon>0: B$ can be covered by finitely many balls with radius $\leq \varepsilon\}$, for every $B \in \Sigma^{b}$, then $\chi$ is said to be a Hausdorff measure of noncompactness which was firstly introduced in Gohberg-Goldenštein-Markus[14]; clearly it is an extension of Kuratowski measure of noncompactness. We refer to Ayerbe Toledano-Dominguez Benavides-López-Acedo[5] for more interesting information related to measures of noncompactness.

We collect some interesting properties of Kuratowski and Hausdorff measures of noncompactness as follows.

Definition 1.7. Let $(X, d)$ be a complete metric space and $\Sigma^{b}$ be the family of all bounded subsets of $X$. A function $\mu: \Sigma^{b} \rightarrow[0, \infty)$ is called a measure of noncompactness (MNC, for short) if it satisfies the following conditions:
(i) $\mu(A)=0$ iff $A$ is relatively compact;
(ii) $\mu(A)=\mu(\bar{A})$ for all $A \in \Sigma^{b}$;
(iii) $\mu(A \cup B)=\max \{\mu(A), \mu(B)\}$ for all $A, B \in \Sigma^{b}$.

If $\mu$ is an MNC on $\Sigma^{b}$, then the following properties can be concluded immediately (see Ayerbe Toledano-Dominguez Benavides-López-Acedo [5]):
$\left(p_{1}\right)$ if $A \subseteq B$, then $\mu(A) \leq \mu(B)$;
$\left(p_{2}\right) \mu(A \cap B) \leq \min \{\mu(A), \mu(B)\}$ for all $A, B \in \Sigma^{b}$;
$\left(p_{3}\right)$ if $A$ is a finite set, then $\mu(A)=0$;
$\left(p_{4}\right)$ if $\left\{A_{n}\right\}$ is a decreasing sequence of nonempty, bounded and closed subsets of $X$ such that $\lim _{n \rightarrow \infty} \mu\left(A_{n}\right)=0$, then $A_{\infty}:=\cap_{n \geq 1} A_{n}$ is nonempty and compact.
Also, if $X$ is a Banach space and we denote by $\operatorname{co}(A)$ the closed and convex hull of a set $A$, then
$\left(p_{5}\right) \mu(\operatorname{co}(A))=\mu(A)$ for all $A \in \Sigma^{b}$;
$\left(p_{6}\right) \mu(t A)=|t| \mu(A)$, for any number $t$ and $A \in \Sigma^{b}$;
$\left(p_{7}\right) \mu(A+B) \leq \mu(A)+\mu(B)$, for all $A, B \in \Sigma^{b}$.

## 2. Main results

We establish the existence of at least one fixed point for self-mappings under suitable hypotheses. So, to obtain our first theorem, we use the following class of functions.

Definition 2.1. Let $\Psi$ denote the class of all functions $\psi:[0, \infty) \rightarrow[0, \infty)$ which satisfy the following conditions:
(i) $\psi$ is non-decreasing;
(ii) $\psi$ is continuous;
(iii) $\psi^{-1}(0)=0$;
(iv) $\psi(t)<t$ for $t>0$;
(iv) $\lim _{n \rightarrow \infty} \psi^{n}(t)=0$ for each $t \geq 0$.

Theorem 2.2. Let $C$ be a nonempty, bounded, closed and convex subset of a Banach space $X$ and let $T: C \rightarrow C$ be a continuous operator satisfying

$$
\begin{equation*}
\sigma(O(f ; \mu(T(X))+\varphi(\mu(T(X)))), \psi(O(f ; \mu(X)+\varphi(\mu(X))))) \geq 0 \tag{2.1}
\end{equation*}
$$

for any $\emptyset \neq C \subseteq X$, where $\mu$ is an arbitrary MNC, $f \in F([0, \infty)), O(\bullet ; \cdot) \in$ $\Theta, \psi \in \Psi, \varphi:[0, \infty) \rightarrow[0, \infty)$ is a continuous function. Then $T$ has at least one fixed point in $C$.
Proof. We construct a sequence $\left\{C_{n}\right\}_{n=0}^{\infty}$ by

$$
C_{0}:=C, \quad C_{n}:=\operatorname{co}\left(T\left(C_{n-1}\right)\right), \quad \text { for all } n=1,2, \ldots
$$

Now, let us prove that

$$
\begin{equation*}
C_{n+1} \subseteq C_{n}, \quad T\left(C_{n}\right) \subseteq C_{n}, \quad \text { for all } n=1,2, \ldots \tag{2.2}
\end{equation*}
$$

The first inclusion will be proved via mathematical induction method. Let $n=0$. Since $C_{0}=C, C$ is convex and closed, then we have $C_{1}=$ $\operatorname{co}\left(T\left(C_{0}\right)\right) \subset C_{0}$. Now assume that $C_{n} \subset C_{n-1}$. Then $\operatorname{co}\left(T\left(C_{n}\right)\right) \subset \operatorname{co}\left(T\left(C_{n-1}\right)\right)$. So we obtain that $C_{n+1} \subset C_{n}$. The second inclusion follows immediately from the first one

$$
T\left(C_{n}\right) \subset \operatorname{co}\left(T\left(C_{n}\right)\right)=C_{n+1} \subset C_{n}
$$

If there exists $N \in \mathbb{N}$ such that $\mu\left(C_{N}\right)+\varphi\left(\mu\left(C_{N}\right)\right)=0$ then $\mu\left(C_{N}\right)=$ $\varphi\left(\mu\left(C_{N}\right)\right)=0$ so $C_{N}$ is compact and the Schauder's fixed point theorem ensures that $T$ has a fixed point in $C_{N}$ where $C_{N} \subset C$.

Suppose $A_{n}:=\mu\left(C_{n}\right)+\varphi\left(\mu\left(C_{n}\right)\right)>0$ for each $n \in \mathbb{N}$. Now, by (2.1), we have

$$
\begin{aligned}
B_{n} & \left.:=\sigma\left(O\left(f ; \mu\left(C_{n+1}\right)\right)+\varphi\left(\mu\left(C_{n+1}\right)\right)\right), \psi\left(O\left(f ; \mu\left(C_{n}\right)+\varphi\left(\mu\left(C_{n}\right)\right)\right)\right)\right) \\
& =\sigma\left(O\left(f ; \mu\left(\operatorname{co}\left(T\left(C_{n}\right)\right)\right)+\varphi\left(\mu\left(\operatorname{co}\left(T\left(C_{n}\right)\right)\right)\right)\right), \psi\left(O\left(f ; \mu\left(C_{n}\right)+\varphi\left(\mu\left(C_{n}\right)\right)\right)\right)\right) \\
& =\sigma\left(O\left(f ; \mu\left(T\left(C_{n}\right)\right)+\varphi\left(\mu\left(T\left(C_{n}\right)\right)\right)\right), \psi\left(O\left(f ; \mu\left(C_{n}\right)+\varphi\left(\mu\left(C_{n}\right)\right)\right)\right)\right) \\
& =\sigma\left(O\left(f ; A_{n+1}\right), \psi\left(O\left(f ; A_{n}\right)\right)\right) \\
& \leq \psi\left(O\left(f ; A_{n}\right)\right)-O\left(f ; A_{n+1}\right) .
\end{aligned}
$$

So, we get

$$
\begin{equation*}
0<O\left(f ; A_{n+1}\right) \leq \psi\left(O\left(f ; A_{n}\right)\right)<O\left(f ; A_{n}\right) \tag{2.3}
\end{equation*}
$$

and also $0<A_{n+1} \leq A_{n}$. Thus $\lim _{n \rightarrow \infty} A_{n}=s$ for some $s \geq 0$. If $s>0$, by using the properties (ii) and (iii) of $\psi$ and the property (iii) of $O(\bullet ; \cdot)$, we must have

$$
\lim _{n \rightarrow \infty} \psi\left(O\left(f ; A_{n}\right)\right)=\psi\left(O\left(f ; \lim _{n \rightarrow \infty} A_{n}\right)\right)=\psi(O(f ; s))
$$

By (2.3), we obtain

$$
\lim _{n \rightarrow \infty} O\left(f ; A_{n}\right)=\lim _{n \rightarrow \infty} \psi\left(O\left(f ; A_{n}\right)\right)=r .
$$

Now, by $\left(\sigma_{3}\right)$, we get

$$
0 \leq \limsup _{n \rightarrow \infty} \sigma\left(O\left(f ; A_{n}\right), \psi\left(O\left(f ; A_{n}\right)\right)\right)<0
$$

which is a contradiction. This ensures that $r=0$. Hence, by the property (iii) of $O(\bullet ; \cdot)$ and the continuity of $\varphi$, we conclude that

$$
\begin{aligned}
\lim _{n \rightarrow \infty} O\left(f ; A_{n}\right) & =\lim _{n \rightarrow \infty} O\left(f ; \mu\left(C_{n}\right)+\varphi\left(\mu\left(C_{n}\right)\right)\right) \\
& =O\left(f ; \lim _{n \rightarrow \infty} \mu\left(C_{n}\right)+\varphi\left(\lim _{n \rightarrow \infty} \mu\left(C_{n}\right)\right)\right) .
\end{aligned}
$$

It now follows from the property $(i)$ of $O(\bullet ; \cdot)$ that $\lim _{n \rightarrow \infty} \mu\left(C_{n}\right)=0$. Now the conclusion follows by (2.2) and ( $p_{4}$ ).

In the next theorem, we use the following class of Geraghty's functions in [15] (see also [7]).

Definition 2.3. Let $\triangle$ denote the class of all functions $\beta:[0, \infty) \rightarrow[0,1)$ which satisfy the condition

$$
t_{n} \rightarrow 0 \quad \text { whenever } \quad \beta\left(t_{n}\right) \rightarrow 1
$$

Theorem 2.4. Let $C$ be a nonempty, bounded, closed and convex subset of a Banach space $X$ and let $T: C \rightarrow C$ be a continuous operator satisfying

$$
\begin{align*}
& \sigma(\psi(O(f ; \mu(T(X))+\varphi(\mu(T(X))))) \\
& \quad \beta(O(f ; \psi(\mu(X)))) \psi(O(f ; \mu(X)+\varphi(\mu(X))))) \geq 0 \tag{2.4}
\end{align*}
$$

for any $\emptyset \neq C \subseteq X$, where $\mu$ is an arbitrary $M N C, f \in F([0, \infty)), O(\bullet ; \cdot) \in \Theta$, $\varphi:[0, \infty) \rightarrow[0, \infty)$ is a continuous function, $\beta \in \triangle$ and $\psi \in \Psi$. Then $T$ has at least one fixed point in $C$.

Proof. According to the notation used in Theorem 2.2 and by (2.4), we have

$$
\begin{aligned}
& B_{n}:=\sigma\left(\psi\left(O\left(f ; \mu\left(C_{n+1}\right)+\varphi\left(\mu\left(C_{n+1}\right)\right)\right)\right),\right. \\
&\left.\beta\left(O\left(f ; \psi\left(\mu\left(C_{n}\right)\right)\right)\right) \psi\left(O\left(f ; \mu\left(C_{n}\right)+\varphi\left(\mu\left(C_{n}\right)\right)\right)\right)\right) \\
&= \sigma\left(O\left(f ; \mu\left(T\left(C_{n}\right)\right)+\varphi\left(\mu\left(T\left(C_{n}\right)\right)\right)\right),\right. \\
&\left.\beta\left(O\left(f ; \psi\left(\mu\left(C_{n}\right)\right)\right)\right) \psi\left(O\left(f ; \mu\left(C_{n}\right)+\varphi\left(\mu\left(C_{n}\right)\right)\right)\right)\right) \\
&= \sigma\left(\psi\left(O\left(f ; A_{n+1}\right)\right), \beta\left(O\left(f ; \psi\left(\mu\left(C_{n}\right)\right)\right)\right) \psi\left(O\left(f ; A_{n}\right)\right)\right) \\
& \leq \beta\left(O\left(f ; \psi\left(\mu\left(C_{n}\right)\right)\right)\right) \psi\left(O\left(f ; A_{n}\right)\right)-\psi\left(O\left(f ; A_{n+1}\right)\right) .
\end{aligned}
$$

So, we obtain

$$
\begin{align*}
0 & <\psi\left(O\left(f ; A_{n+1}\right)\right) \leq \beta\left(O\left(f ; \psi\left(\mu\left(C_{n}\right)\right)\right)\right) \psi\left(O\left(f ; A_{n}\right)\right) \\
& <\psi\left(O\left(f ; A_{n}\right)\right)<O\left(f ; A_{n}\right) . \tag{2.5}
\end{align*}
$$

Therefore,

$$
0<O\left(f ; A_{n+1}\right) \leq O\left(f ; A_{n}\right)
$$

and so

$$
0<A_{n+1} \leq A_{n}
$$

Assume that $\lim _{n \rightarrow \infty} O\left(f ; A_{n}\right)=r$ for some $r \geq 0$ and $\lim _{n \rightarrow \infty} A_{n}=s$ for some $s \geq 0$. If $s>0$, then by (2.5) we have

$$
0<\frac{\psi\left(O\left(f ; A_{n+1}\right)\right)}{\psi\left(O\left(f ; A_{n}\right)\right)} \leq \beta\left(O\left(f ; \psi\left(\mu\left(C_{n}\right)\right)\right)\right)<1
$$

Using the property of $\beta \in \triangle$ and the property (iii) of $O(\bullet ; \cdot)$ we get

$$
\lim _{n \rightarrow \infty} \beta\left(O\left(f ; \psi\left(\mu\left(C_{n}\right)\right)\right)\right)=1
$$

which implies

$$
\lim _{n \rightarrow \infty} O\left(f ; \psi\left(\mu\left(C_{n}\right)\right)\right)=0
$$

Since

$$
\lim _{n \rightarrow \infty} O\left(f ; \psi\left(\mu\left(C_{n}\right)\right)\right)=O\left(f ; \psi\left(\lim _{n \rightarrow \infty} \mu\left(C_{n}\right)\right)\right)
$$

we conclude that

$$
O\left(f ; \psi\left(\lim _{n \rightarrow \infty} \mu\left(C_{n}\right)\right)\right)=0
$$

which implies

$$
\lim _{n \rightarrow \infty} \mu\left(C_{n}\right)=0
$$

and so

$$
\lim _{n \rightarrow \infty} A_{n}=0
$$

while $\lim _{n \rightarrow \infty} A_{n}=s>0$, which is impossible.
By particularizing the choice of the simulation function and setting $\beta(t)=k$ with $k \in(0,1)$, one can obtain the following result. This means that various existing results in the literature can be obtained as particular cases of our theorem.

Corollary 2.5. Let $C$ be a nonempty, bounded, closed and convex subset of a Banach space $X$ and let $T: C \rightarrow C$ be a continuous operator satisfying
$O(f ; \mu(T(X))+\varphi(\mu(T(X)))) \leq \beta(O(f ; \psi(\mu(X)))) \psi(O(f ; \mu(X)+\varphi(\mu(X))))$, for any $\emptyset \neq C \subseteq X$, where $\mu$ is an arbitrary $M N C, f \in F([0, \infty)), O(\bullet ; \cdot) \in \Theta$, $\varphi:[0, \infty) \rightarrow[0, \infty)$ is a continuous function, $\beta \in \triangle$ and $\psi \in \Psi$. Then $T$ has at least one fixed point in $C$.

In what follows, we use the following class of Mizoguchi-Takahashi's functions (MT-functions, for short) which was presented in [18].

Definition 2.6. Let $\Upsilon$ denote the class of all MT-functions $\chi:[0, \infty) \rightarrow[0,1)$ satisfying the condition

$$
\limsup _{s \rightarrow t^{+}} \chi(s)<1 \quad \text { for all } t \in[0, \infty)
$$

We note that if $\chi:[0,1) \rightarrow[0,1)$ is a non-decreasing function or a non-increasing function, then $\chi$ is an MT-function.

Definition 2.7. Let $\Omega$ denote the set of all functions $\omega:[0, \infty) \rightarrow[0, \infty)$ satisfying:
(i) $\omega$ is non-decreasing;
(ii) $\omega(t)=0$ if and only if $t=0$.

Theorem 2.8. Let $C$ be a nonempty, bounded, closed and convex subset of a Banach space $X$ and let $T: C \rightarrow C$ be a continuous operator satisfying

$$
\begin{aligned}
& \sigma(\omega(O(f ; \mu(T(X))+\varphi(\mu(T(X))))) \\
& \quad \chi(O(f ; \omega(\mu(X)))) \omega(O(f ; \mu(X)+\varphi(\mu(X))))) \geq 0
\end{aligned}
$$

for any $\emptyset \neq C \subseteq X$, where $\mu$ is an arbitrary $M N C, f \in F([0, \infty)), O(\bullet ; \cdot) \in \Theta$, $\varphi:[0, \infty) \rightarrow[0, \infty)$ is a continuous function, $\chi \in \Upsilon$ and $\omega \in \Omega$. Then $T$ has at least one fixed point in $C$.

Proof. Using again the notation in the previous theorems, we get

$$
\begin{aligned}
& B_{n}:=\sigma\left(\omega\left(O\left(f ; \mu\left(C_{n+1}\right)\right)+\varphi\left(\mu\left(C_{n+1}\right)\right)\right)\right), \\
&\left.\chi\left(O\left(f ; \omega\left(\mu\left(C_{n}\right)\right)\right)\right) \omega\left(O\left(f ; \mu\left(C_{n}\right)+\varphi\left(\mu\left(C_{n}\right)\right)\right)\right)\right) \\
&=\sigma\left(\omega \left(O\left(f ; \mu\left(\operatorname{co}\left(T\left(C_{n}\right)\right)\right)+\varphi\left(\mu\left(\operatorname{co}\left(T\left(C_{n}\right)\right)\right)\right)\right),\right.\right. \\
&\left.\chi\left(O\left(f ; \omega\left(\mu\left(C_{n}\right)\right)\right)\right) \omega\left(O\left(f ; \mu\left(C_{n}\right)+\varphi\left(\mu\left(C_{n}\right)\right)\right)\right)\right) \\
&=\sigma\left(\omega \left(O\left(f ; \mu\left(T\left(C_{n}\right)\right)+\varphi\left(\mu\left(T\left(C_{n}\right)\right)\right)\right),\right.\right. \\
&\left.\chi\left(O\left(f ; \omega\left(\mu\left(C_{n}\right)\right)\right)\right) \omega\left(O\left(f ; \mu\left(C_{n}\right)+\varphi\left(\mu\left(C_{n}\right)\right)\right)\right)\right) \\
&=\sigma\left(\omega\left(O\left(f ; A_{n+1}\right)\right), \chi\left(O\left(f ; \omega\left(\mu\left(C_{n}\right)\right)\right)\right) \omega\left(O\left(f ; A_{n}\right)\right)\right) \\
& \leq \chi\left(O\left(f ; \omega\left(\mu\left(C_{n}\right)\right)\right)\right) \omega\left(O\left(f ; A_{n}\right)\right)-\omega\left(O\left(f ; A_{n+1}\right)\right) .
\end{aligned}
$$

Therefore, we have

$$
\begin{equation*}
\omega\left(O\left(f ; A_{n+1}\right)\right) \leq \chi\left(O\left(f ; \omega\left(\mu\left(C_{n}\right)\right)\right)\right) \omega\left(O\left(f ; A_{n}\right)\right) \leq \omega\left(O\left(f ; A_{n}\right)\right) . \tag{2.6}
\end{equation*}
$$

So, we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \omega\left(O\left(f ; A_{n}\right)\right)=v \tag{2.7}
\end{equation*}
$$

for some $v \geq 0$. If $v>0$, since $\chi \in \Upsilon$, we have $\limsup _{t \rightarrow v^{+}} \chi(O(f ; t))<1$ and $\chi(O(f ; v))<1$, then there exists $\delta \in[0,1), \varepsilon>0$ such that $\chi(O(f ; t))<\delta$ for all $t \in[v, v+\varepsilon)$. By (2.7), take $N>0$ such that

$$
v \leq \omega\left(O\left(f ; A_{n}\right)\right)<v+\varepsilon \quad \text { for all } n \geq N
$$

Then, by (2.6) we have

$$
\begin{equation*}
\omega\left(O\left(f ; A_{n+1}\right)\right) \leq \chi\left(O\left(f ; \omega\left(\mu\left(C_{n}\right)\right)\right)\right) \omega\left(O\left(f ; A_{n}\right)\right) \leq \delta \omega\left(O\left(f ; A_{n}\right)\right) \tag{2.8}
\end{equation*}
$$

for all $n \geq N$. Passing to the limit in (2.8) we have $v \leq \delta v$, which means $v=0$ and so

$$
\lim _{n \rightarrow \infty} \omega\left(O\left(f ; A_{n}\right)\right)=0
$$

Since $\left\{O\left(f ; \omega\left(A_{n}\right)\right)\right\}$ is a non-increasing sequence and $\omega$ is non-decreasing, then by the property $(i i)$ of $O(\bullet ; \cdot)$, we have that $\left\{A_{n}\right\}$ is also a non-increasing sequence of positive numbers. So $\lim _{n \rightarrow \infty} A_{n}=u$ for some $u \geq 0$. Since $\omega$ is nondecreasing and by the properties $\left.{ }_{(i \rightarrow \infty}^{n \rightarrow}\right)-($ iii $)$ of $O(\bullet ; \cdot)$, we have

$$
\omega\left(O\left(f ; A_{n}\right)\right) \geq \omega(O(f ; u))
$$

and hence

$$
0=\lim _{n \rightarrow \infty} \omega\left(O\left(f ; A_{n}\right)\right) \geq \omega(O(f ; u))
$$

which implies that $u=0$. The rest of proof is similar to the proofs of previous theorems, so we omit the details.

## 3. Application to integral equations

We prove the existence of at least one solution for the integral equation

$$
\begin{equation*}
u(t)=g(t, u(t))+\int_{0}^{t} G(t, s, u(s)) d s, \quad t \in[0, \infty) \tag{3.1}
\end{equation*}
$$

where $G:[0, \infty) \times[0, \infty) \times \mathbb{R} \rightarrow \mathbb{R}$ and $g:[0, \infty) \times \mathbb{R} \rightarrow \mathbb{R}$ are continuous (see also Hussain-Kanwal-Mitrović-Radenović [16], Vetro-Vetro [23]).

By $B C([0, \infty))$ we denote the space of all bounded and continuous real functions on $[0, \infty)$. Also, we use the norm $\|u\|=\sup \{|u(t)|: t \in[0, \infty)\}$. Moreover, let $\kappa \in[0, \infty)$ and $C$ be a nonempty, bounded, closed and convex subset of $B C([0, \infty))$. For $u \in C$ and $\varepsilon>0$, let $\omega^{\kappa}(u, \varepsilon)$ the modulus of continuity of $u$ on $[0, \kappa]$, that is,

$$
\omega^{\kappa}(u, \varepsilon)=\sup \{|u(t)-u(s)|: \varepsilon \geq|t-s|, t, s \in[0, \kappa]\}
$$

Set $\omega^{\kappa}(C, \varepsilon)=\sup \left\{\omega^{\kappa}(u, \varepsilon): u \in C\right\}, \omega_{0}^{\kappa}(C)=\lim _{\varepsilon \rightarrow 0} \omega^{\kappa}(C, \varepsilon)$ and $\omega_{0}(C)=$ $\lim _{\kappa \rightarrow \infty} \omega_{0}^{\kappa}(C)$. Fixed $t \in[0, \infty)$, we get $C(t)=\{u(t): u \in C\}$ and hence we consider the measure of noncompactness $\mu$ on the family of all nonempty bounded, closed and convex subsets of $B C([0, \infty))$, say $B(B C([0, \infty)))$, as follows

$$
\begin{equation*}
\mu(C)=\omega_{0}(C)+\limsup _{t \rightarrow \infty} \operatorname{diam} C(t) \tag{3.2}
\end{equation*}
$$

where $\operatorname{diam} C(t)=\sup \{|u(t)-v(t)|: u, v \in C\}$. Next, we define the operator $T$ on $B C([0, \infty))$ by

$$
\begin{equation*}
(T u)(t)=g(t, u(t))+\int_{0}^{t} G(t, s, u(s)) d s, \text { for all } t \in[0, \infty), u \in B C([0, \infty)) \tag{3.3}
\end{equation*}
$$

So, the problem of existence of a solution to (3.1) is equivalent to the problem of existence of a fixed point to (3.3). We establish the following result.

Theorem 3.1. Let $T$ be the self-operator on $B C([0, \infty))$ in (3.3). If:
(i) the function $t \rightarrow g(t, 0)$ is a member of the space $B C([0, \infty))$;
(ii) there exists $\alpha \in[1,+\infty)$ such that, for each $t \in[0, \infty)$ and for all $u, v \in \mathbb{R}$, we have $|u-v| \geq 2 e^{\alpha}|g(t, u)-g(t, v)| ;$
(iii) there are continuous $c_{0}, c_{1}:[0, \infty) \rightarrow[0, \infty)$ with $\lim _{t \rightarrow \infty} c_{0}(t) \int_{0}^{t} c_{1}(s) d s=$ 0 and $c_{0}(t) c_{1}(s) \geq|G(t, s, u)|$ for all $t, s \in[0, \infty)$ such that $t \geq s$, and for each $u \in \mathbb{R}$;
(iv) there exists a positive $r_{0}$ such that $\left(e^{\alpha}-1\right) r_{0} \geq e^{\alpha} m$, where $m$ is given by $m=\sup _{t \geq 0}\left\{|g(t, 0)|+c_{0}(t) \int_{0}^{t} c_{1}(s) d s\right\}$,
then $T$ admits a fixed point in $B C([0, \infty))$.
Proof. We prove that $T$ is well-defined on $B\left(r_{0}\right)=\{u \in B C([0, \infty)):\|u\| \leq$ $\left.r_{0}\right\}$. From (3.3), by the assumptions on $g$ and $G$, we have immediately that $T u$ is continuous for all $u \in B C([0, \infty))$. Moreover, we get

$$
\begin{aligned}
& |(T u)(t)|=\left|g(t, u(t))-g(t, 0)+g(t, 0)+\int_{0}^{t} G(t, s, u(s)) d s\right| \\
& \leq|g(t, u(t))-g(t, 0)|+|g(t, 0)|+\left|\int_{0}^{t} G(t, s, u(s)) d s\right| \\
& \leq \frac{1}{2 e^{\alpha}}|u(t)|+|g(t, 0)|+c_{0}(t) \int_{0}^{t} c_{1}(s) d s \leq \frac{1}{2 e^{\alpha}}|u(t)|+m
\end{aligned}
$$

where $m$ is as in (iv). So, we have $2\|T u\| \leq e^{-\alpha}\|u\|+2 m$, which means that $T$ maps $B\left(r_{0}\right)$ into $B\left(r_{0}\right)$.

Now, we show that $T$ is continuous on $B\left(r_{0}\right)$. We fix $\varepsilon>0$ so that, for $u, v \in B\left(r_{0}\right)$ with $\|u-v\| \leq \varepsilon$, we have

$$
\begin{align*}
& |(T u)(t)-(T v)(t)| \leq \frac{1}{2 e^{\alpha}}|u(t)-v(t)|+\int_{0}^{t}|G(t, s, u(s))-G(t, s, v(s))| d s \\
& \leq \frac{1}{2 e^{\alpha}}|u(t)-v(t)|+\int_{0}^{t}(|G(t, s, u(s))|+|G(t, s, v(s))|) d s \\
& \leq \frac{1}{2 e^{\alpha}}|u(t)-v(t)|+2 c_{0}(t) \int_{0}^{t} c_{1}(s) d s \tag{3.4}
\end{align*}
$$

for all $t \in(0, \infty)$. So, by (iii), there is $\kappa>0$ such that

$$
\begin{equation*}
2 c_{0}(t) \int_{0}^{t} c_{1}(s) d s \leq \varepsilon \quad \text { for all } t \geq \kappa \tag{3.5}
\end{equation*}
$$

From (3.4) and (3.5), we obtain

$$
\begin{equation*}
|(T u)(t)-(T v)(t)| \leq 2 \varepsilon \quad \text { for all } t \geq \kappa \tag{3.6}
\end{equation*}
$$

For the modulus of continuity, we set $\omega^{\kappa}(G, \varepsilon)=\sup \left\{|G(t, s, u)-G(t, s, v)|: t, s \in[0, \kappa], u, v \in\left[-r_{0}, r_{0}\right],|u-v| \leq \varepsilon\right\}$.

As $G(t, s, u)$ is uniformly continuous on $[0, \kappa] \times[0, \kappa] \times\left[-r_{0}, r_{0}\right]$, we get

$$
\lim _{\varepsilon \rightarrow 0} \omega^{\kappa}(G, \varepsilon)=0
$$

By (3.4), for an arbitrarily fixed $t \in[0, \kappa]$, we deduce that

$$
|(T u)(t)-(T v)(t)| \leq \varepsilon+\int_{0}^{t} \omega^{\kappa}(G, \varepsilon) d s=\varepsilon+\kappa \omega^{\kappa}(G, \varepsilon)
$$

Consequently, from (3.6) and the above facts on $\omega^{\kappa}(G, \varepsilon)$, we conclude that $T$ is continuous on $B\left(r_{0}\right)$.

Next, we prove that $T$ has a fixed point in $B\left(r_{0}\right)$. In fact, let $C$ be an arbitrary nonempty subset of $B\left(r_{0}\right)$, fix $\varepsilon>0$ and $\kappa>0$, and choose arbitrarily $t, s \in[0, \kappa]$ such that $|t-s| \leq \varepsilon$. Without loss of generality we assume that $s<t$. So, for $u \in C$, we have

$$
\begin{align*}
\mid & (T u)(t)-(T u)(s) \mid \\
\leq & |g(t, u(t))-g(s, u(s))|+\left|\int_{0}^{t} G(t, z, u(z)) d z-\int_{0}^{s} G(s, z, u(z)) d z\right| \\
\leq & |g(t, u(t))-g(s, u(t))|+|g(s, u(t))-g(s, u(s))| \\
& +\int_{0}^{t}|G(t, z, u(z))-G(s, z, u(z))| d z+\int_{s}^{t}|G(s, z, u(z))| d z \\
\leq & \omega_{1}^{\kappa}(g, \varepsilon)+\frac{\omega^{\kappa}(u, \varepsilon)}{2 e^{\alpha}}+\int_{0}^{t} \omega_{1}^{\kappa}(G, \varepsilon) d z+c_{0}(s) \int_{s}^{t} c_{1}(z) d z \\
\leq & \omega_{1}^{\kappa}(g, \varepsilon)+\frac{\omega^{\kappa}(u, \varepsilon)}{2 e^{\alpha}}+\kappa \omega_{1}^{\kappa}(g, \varepsilon)+\varepsilon \sup \left\{c_{0}(s) c_{1}(t): t, s \in[0, \kappa]\right\}, \tag{3.7}
\end{align*}
$$

where $\omega_{1}^{\kappa}(g, \varepsilon)=\sup \left\{|g(t, u)-g(s, u)|: t, s \in[0, \kappa], u \in\left[-r_{0}, r_{0}\right],|t-s| \leq \varepsilon\right\}$ and $\omega_{1}^{\kappa}(G, \varepsilon)=\sup \left\{|G(t, z, u)-G(s, z, u)|: t, s, z \in[0, \kappa], u \in\left[-r_{0}, r_{0}\right], \mid t-\right.$ $s \mid \leq \varepsilon\}$.

From the uniform continuity of $g$ on $[0, \kappa] \times\left[-r_{0}, r_{0}\right]$ and $G$ on $[0, \kappa] \times$ $[0, \kappa] \times\left[-r_{0}, r_{0}\right]$, we infer that $\lim _{\varepsilon \rightarrow 0} \omega_{1}^{\kappa}(g, \varepsilon)=0$ and $\lim _{\varepsilon \rightarrow 0} \omega_{1}^{\kappa}(G, \varepsilon)=0$. Since $c_{0}, c_{1}$ are two continuous functions on $[0, \infty)$, by (iii) we deduce $\sup \left\{c_{0}(s) c_{1}(t)\right.$ : $t, s \in[0, \kappa]\}$ is finite. All these remarks and (3.7) imply that $\omega_{0}^{\kappa}(T(C)) \leq$ $\lim _{\varepsilon \rightarrow 0} \frac{\omega^{\kappa}(C, \varepsilon)}{2 e^{\alpha}}$. So, $\omega_{0}^{\kappa}(T(C)) \leq \frac{\omega_{0}^{\kappa}(C)}{2 e^{\alpha}}$ and hence

$$
\begin{equation*}
\omega_{0}(T(C)) \leq \frac{\omega_{0}(C)}{2 e^{\alpha}} \tag{3.8}
\end{equation*}
$$

Next we choose two arbitrary functions $u, v \in C$ so that, for $t \in[0, \infty)$, we have

$$
\begin{aligned}
& |(T u)(t)-(T v)(t)| \\
& \leq|g(t, u(t))-g(t, v(t))|+\int_{0}^{t}|G(t, s, u(s))| d s+\int_{0}^{t}|G(t, s, v(s))| d s \\
& \leq \frac{1}{2 e^{\alpha}}|u(t)-v(t)|+2 c_{0}(t) \int_{0}^{t} c_{1}(s) d s
\end{aligned}
$$

Starting from the above inequality, using the notion of diameter of a set, we deduce that $\operatorname{diam}(T(C))(t) \leq \frac{1}{2 e^{\alpha}} \operatorname{diam} C(t)+2 c_{0}(t) \int_{0}^{t} c_{1}(s) d s$, and
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so we get

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \operatorname{diam}(T(C))(t) \leq \frac{1}{2 e^{\alpha}} \limsup _{t \rightarrow \infty} \operatorname{diam}(C)(t) \tag{3.9}
\end{equation*}
$$

By (3.2), (3.8) and (3.9), we deduce that

$$
\mu(T(C)) \leq \frac{1}{2 e^{\alpha}} \mu(C)
$$

which means that (2.1) is satisfied with $\sigma:[0, \infty) \times[0, \infty) \rightarrow \mathbb{R}$ given as $\sigma(v, s)=\frac{s}{2}-v$ for all $s, v \in[0, \infty), \psi:[0, \infty) \rightarrow[0, \infty)$ given as $\psi(s)=e^{-\alpha} s$ for all $s \in[0, \infty)$ and $\alpha \in[1, \infty), \varphi:[0, \infty) \rightarrow[0, \infty)$ given as $\varphi(s)=0$ for all $s \in[0, \infty)$, and $O(f ; \cdot):[0, \infty) \rightarrow[0, \infty)$ given as the identity function on $[0, \infty)$.

So, all the assumptions of Theorem 2.2 hold true and hence $T$ has a fixed point in $B\left(r_{0}\right)$, which is a solution to (3.1) in $B C([0, \infty))$.

Finally, we give an illustrative example.

Example. Consider the following functional integral equation
$u(t)=\frac{1+t^{2}}{2+t^{2}} \frac{\ln (1+|u(t)|)}{2 \sqrt{e^{\alpha}}+\ln (1+|u(t)|}+2 e^{-t}+\int_{0}^{t} \frac{\cos u(t)}{1+t^{2}} e^{-t} e^{s / 2} d s \quad t \in[0, \infty)$,
in the space $B C([0, \infty))$.
Clearly, $g:[0, \infty) \times \mathbb{R} \rightarrow \mathbb{R}$, given by

$$
g(t, u(t))=\frac{1+t^{2}}{2+t^{2}} \frac{\ln (1+|u(t)|)}{2 \sqrt{e^{\alpha}}+\ln (1+|u(t)|}+2 e^{-t}, \quad \alpha \in[1, \infty),
$$

is continuous and such that the function $t \rightarrow g(t, 0)$ is an element of $B C([0, \infty))$.
So, condition (i) of Theorem 3.1 holds.

Moreover, we have

$$
\begin{aligned}
0 & \leq|g(t, u)-g(t, v)| \\
& =\frac{1+t^{2}}{2+t^{2}}\left|\frac{\ln (1+|u(t)|)}{2 \sqrt{e^{\alpha}}+\ln (1+|u(t)|)}-\frac{\ln (1+|v(t)|)}{2 \sqrt{e^{\alpha}}+\ln (1+|v(t)|)}\right| \\
& \leq 2\left|\frac{\ln (1+|u(t)|)-\ln (1+|v(t)|)}{\left(2 \sqrt{e^{\alpha}}+\ln (1+|u(t)|)\right)\left(2 \sqrt{e^{\alpha}}+\ln (1+|v(t)|)\right)}\right| \\
& \leq \frac{1}{\sqrt{e^{\alpha}}}\left|\frac{\ln \frac{(1+|u(t)|)}{(1+|v(t)|)}}{\left(2 \sqrt{e^{\alpha}}+\ln (1+|u(t)|)+\ln (1+|v(t)|)\right)}\right| \\
& \leq \frac{1}{\sqrt{e^{\alpha}}}\left|\frac{\ln \left(1+\frac{(1+|u(t)|-1-|v(t)|)}{(1+|v(t)|)}\right)}{\left(2 \sqrt{e^{\alpha}}+\ln (1+|u(t)|)+\ln (1+|v(t)|)\right)}\right| \\
& \leq \frac{1}{\sqrt{e^{\alpha}}}\left|\frac{\ln (1+|u(t)-|v(t)|)}{\left(2 \sqrt{e^{\alpha}}+\ln (1+|u(t)|+|v(t)|)\right)}\right| \\
& \leq \frac{1}{\sqrt{e^{\alpha}}}\left|\frac{\ln (1+|u(t)-|v(t)|)}{\left(2 \sqrt{e^{\alpha}}+\ln (1+|u(t)-v(t)|)\right)}\right| \\
& =\frac{1}{\sqrt{e^{\alpha}}} \frac{\ln (1+|u(t)-v(t)|)}{2 \sqrt{e^{\alpha}}+\ln (1+|u(t)-v(t)|)} \\
& \leq \frac{1}{2 e^{\alpha}}|u(t)-v(t)| \quad \text { for all } \alpha \in[1, \infty),
\end{aligned}
$$

which means that condition (ii) of Theorem 3.1 holds.
Let $c_{1}, c_{2}:[0, \infty) \rightarrow[0, \infty)$ be defined by

$$
c_{1}(t)=e^{-t}, \quad c_{2}(s)=e^{s / 2} \quad \text { for all } t, s \in[0, \infty)
$$

Now,

$$
\left\lvert\,\left(G(t, s, u) \left\lvert\, \leq \frac{\cos u(t)}{1+t^{2}} e^{-t} e^{s / 2} \leq e^{-t} e^{s / 2} \quad\right. \text { for all } t, s \in[0, \infty)\right.\right.
$$

Clearly,

$$
\lim _{t \rightarrow \infty} e^{-t} \int_{0}^{t} e^{s / 2} d s=\lim _{t \rightarrow \infty} 2 e^{-t}\left(e^{t / 2}-1\right)=0
$$

and hence the condition (iii) of Theorem 3.1 is also true.
Next,

$$
\begin{aligned}
m & =\sup _{t \geq 0}\left\{|g(t, 0)|+c_{0}(t) \int_{0}^{t} c_{1}(s) d s\right\}, \\
& =\sup _{t \geq 0}\left\{2 e^{-t}+2 e^{-t}\left(2 e^{t / 2}-1\right)\right\} \\
& =2 .
\end{aligned}
$$
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So, if we put $r_{0}=3$, the condition (iv) of Theorem 3.1 is satisfied. Thus, all the hypotheses of Theorem 3.1 hold, which means that the operator

$$
T(u(t))=g(t, u(t))+\int_{0}^{t} G(t, s, u(s)) d s, \quad t \in[0, \infty)
$$

has a fixed point, that is a solution to (3.1).

## Acknowledgment

The authors wish to thank the expert referee for his/her corrections and remarks.

## References

[1] S. Aleksić, Z. Kadelburg Z. D. Mitrović, S. Radenović, A new survey: Cone metric spaces, J. Inter. Math. Virtual Inst. 9 (2019), 93-121.
[2] M. A. Alghamdi, N. Shahzad, F. Vetro, Best proximity points for some classes of proximal contractions, Abstr. Appl. Anal. 2013:713252 (2013), 1-10, http://dx.doi.org/10.1155/2013/713252
[3] I. Altun, D. Turkoglu, A fixed point theorem for mappings satisfying a general contractive condition of operator type, J. Comput. Anal. Appl. 9 (2007), 9-14.
[4] H. Argoubi, B. Samet, C. Vetro, Nonlinear contractions involving simulation functions in a metric space with a partial order, J. Nonlinear Sci. Appl. 8 (2015), 1082-1094.
[5] J. M. Ayerbe Toledano, T. Dominguez Benavides, G. López-Acedo, Measures of Noncompactness in Metric Fixed Point Theory, Operator Theory: Advances and Applications, 99, Birkhäuser, Basel, 1997.
[6] A. Chanda, L. K. Dey, S. Radenović, Simulation functions: A Survey of recent results, Rev. R. Acad. Cienc. Exactas Fis. Nat. Ser. A Mat. RACSAM (2018), https://doi.org/10.1007/s13398-018-0580-2
[7] S. Chandok, A. Chanda, L. K. Dey, M. Pavlović, S.Radenović, Simulations functions and Geraghty type results, Bol. Soc. Parana. Mat. (3), to appear, (2018).
[8] G. Darbo, Punti uniti in trasformazioni a codominio non compatto, Rend. Semin. Mat. Univ. Padova 24 (1955), 84-92.
[9] G. Deng, H. Huang, M. Cvetković, S. Radenović, Cone valued measure of noncompactness and related fixed point theorems, Bull. Inter. Math. Virtual Inst. 8 (2018), 233-243.
[10] F. Khojasteh, S. Shukla, S. Radenović, A new approach to the study of fixed point theorem s via simulation functions, Filomat 29 (2015), 1189-1194.
[11] A. Kostić, V. Rakočević, S. Radenović, Best proximity points involving simulation functions with $w_{0}$-distance, Rev. R. Acad. Cienc. Exactas Fis. Nat. Ser. A Mat. RACSAM (2018), https://doi.org/10.1007/s13398-018-0512-1
[12] M. Gabeleh, J. Markin, Optimum solutions for a system of differential equations via measure of noncompactness, Indag. Math. (N.S.) 29 (2018), 895-906.
[13] M. Gabeleh, C. Vetro, A new extension of Darbo's fixed point theorem using relatively Meir-Keeler condensing operators, Bull. Aust. Math. Soc. 98 (2018), 286-297.
[14] I. Gohberg, L. S. Goldenštein, A. S. Markus, Investigation of some properties of bounded linear operators in connection with their $q$-norms, Učen. Zap. Kishinevsk. Un-ta 29 (1957), 29-36.
[15] M. Geraghty, On contractive mappings, Proc. Amer. Math. Soc. 40 (1973), 604-608.
[16] A. Hussain, T. Kanwal, Z. D. Mitrović, S. Radenović, Optimal solutions and applications to nonlinear matrix and integral equations via simulation function, Filomat 32 (2018), 6087-6106.
[17] X.-L. Liu, A. H. Ansari, S. Chandok, S. Radenović, On some results in metric spaces using auxiliary simulation functions via new functions, J. Comput. Anal. Appl. 24 (2018), 1103-1114.
[18] N. Mizoguchi, W. Takahashi, Fixed point theorems for multivalued mappings on complete metric spaces, J. Math. Anal. Appl. 141 (1989), 177-188.
[19] S. Radenović, S. Chandok, Simulation type functions and coincidence point results, Filomat 32 (2018), 141-147.
[20] S. Radenović, F. Vetro, J. Vujaković, An alternative and easy approach to fixed point results via simulation functions, Demonstratio Math. 50 (2017), 223-230.
[21] G. Soleimani Rad, S. Radenović, D. Dolićanin-Dekić, A shorter and simple approach to study fixed point results via b-simulation functions, Iran. J. Math. Sci. Inform. 13 (2018), 97-102.
[22] C. Vetro, F. Vetro, On the existence of at least a solution for functional integral equations via measure of noncompactness, Banach J. Math. Anal. 11 (2017), 497-512.
[23] C. Vetro, F. Vetro, The class of F-contraction mappings with a measure of noncompactness, Advances in Nonlinear Analysis via the Concept of Measure of Noncompactness, 297-331, Springer, Singapore, 2017.
[24] F. Vetro, Fixed point results for ordered $S$ - $G$-contractions in ordered metric spaces, Nonlinear Anal. Model. Control 23 (2018), 269-283.

Mehdi Asadi
Department of Mathematics, Zanjan Branch, Islamic Azad University, Zanjan, Iran
e-mail: masadi.azu@gmail.com
Moosa Gabeleh
Department of Mathematics, Ayatollah Boroujerdi University, Boroujerd, Institute for Research in Fundamental Sciences (IPM), P.O. Box 19395-5746, Tehran, Iran
e-mail: gab.moo@gmail.com; Gabeleh@abru.ac.ir
Calogero Vetro
University of Palermo, Department of Mathematics and Computer Science, Via Archirafi 34, 90123, Palermo, Italy
e-mail: calogero.vetro@unipa.it

