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Simple Summary: Large language models (LLMs) are revolutionizing the field of medicine, particu-
larly in Gastroenterology, by improving access to information, diagnostics, treatment customization,
and medical education. They analyze extensive medical data to enhance decision-making, patient out-
comes, and educational tasks. While LLMs face challenges such as incomplete data, varying response
accuracy, and reliance on specific input wording, they have shown promising results. However,
their full integration into medical practice requires further research and regulation. Moreover, the
successful integration of LLMs into medical practice necessitates customization to specific medical
contexts and adherence to guidelines. This review focuses on the current evidence supporting the
use of LLMs in Gastroenterology, emphasizing their potential and limitations.

Abstract: Large language models (LLMs) are transforming the medical landscape by enhancing access
to information, diagnostics, treatment customization, and medical education, especially in areas like
Gastroenterology. LLMs utilize extensive medical data to improve decision-making, leading to better
patient outcomes and personalized medicine. These models are instrumental in interpreting medical
literature and synthesizing patient data, facilitating real-time knowledge for physicians and support-
ing educational pursuits in medicine. Despite their potential, the complete integration of LLMs in
real-life remains ongoing, particularly requiring further study and regulation. This review highlights
the existing evidence supporting LLMs’ use in Gastroenterology, addressing both their potential
and limitations. Recent studies demonstrate LLMs’ ability to answer questions from physicians and
patients accurately. Specific applications in this field, such as colonoscopy, screening for colorectal
cancer, and hepatobiliary and inflammatory bowel diseases, underscore LLMs’ promise in improving
the communication and understanding of complex medical scenarios. Moreover, the review discusses
LLMs’ efficacy in clinical contexts, providing guideline-based recommendations and supporting
decision-making processes. Despite these advancements, challenges such as data completeness,
reference suitability, variability in response accuracy, dependency on input phrasing, and a lack
of patient-generated questions underscore limitations in reproducibility and generalizability. The
effective integration of LLMs into medical practice demands refinement tailored to specific medical
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contexts and guidelines. Overall, while LLMs hold significant potential in transforming medical
practice, ongoing development and contextual training are essential to fully realize their benefits.

Keywords: large language models; artificial intelligence; gastroenterology; endoscopy

1. Introduction

Large language models (LLMs), such as ChatGPT (Chat Generative Pretrained Trans-
former, OpenAI Foundation) [1], are arising as powerful tools in the field of medicine,
revolutionizing the way healthcare professionals access information, diagnose conditions,
tailor treatments, and improve medical education.

These advanced artificial intelligence (AI) systems leverage vast amounts of medical
data to provide evidence-based insights, promote clinical decision-making, and streamline
administrative tasks.

By interpreting complex medical literature and synthesizing patient data, LLMs
could enhance the accuracy and efficiency of diagnostic processes, facilitate personalized
medicine, and improve patient outcomes.

Their integration into healthcare settings not only empowers physicians with real-time
knowledge but also augments educational initiatives, ensuring that medical professionals
remain updated with the latest advancements in the fast-evolving medical landscape.

In Gastroenterology, LLMs, especially ChatGPT, have demonstrated promising results
with various applications.

These tools have the potential to educate patients by providing medical information
and addressing general concerns. Furthermore, they may assist physicians in decision-
making processes based on the literature data and the recommendations of guidelines.
Additionally, there is growing interest in using these systems to aid scientific research.
Moreover, LLMs are valuable educational tools for continuous learning and professional
development, enabling healthcare providers to stay updated with the latest advancements
in their field.

Nevertheless, the transition of these applications from theory to real-life is still in
progress, and many aspects still require further evaluation. Furthermore, there are sev-
eral concerns regarding the reliability of LLMs, the reproducibility of their outputs, data
protection, and the need for regulatory systems.

This review aims to summarize the current evidence regarding the use of LLMs
in Gastroenterology and to assess the drawbacks, limitations, and concerns regarding
their use.

In the article, we will discuss the following topics: (1) the general aspects and charac-
teristics of LLMs; (2) the application of LLMs in Gastroenterology for patient education;
(3) the effectiveness of LLMs in assisting gastroenterologists for clinical guidance; (4) the
application of LLMs in scientific research and the education of healthcare professionals;
and (5) the challenges and limitations of LLMs in Gastroenterology.

2. Definition and Key Characteristics of LLMs
2.1. Fundamental Concepts

LLMs are based on deep-learning architectures that process and generate natural
language. These architectures are characterized by deep learning for natural language
processing and generation. The intention is to enable a model to predict each subsequent
term after analyzing all preceding words. They are trained using large amounts of text data
to learn about the statistical functioning of languages upon which this type of prediction is
based. Most modern LLMs utilize transformer—an architectural framework introduced
first by Vaswani et al., enabling long-range dependency handling within texts through
self-attention techniques [2].
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LLMs are characterized by wide parameterization and training on large datasets. They
normally have billions of parameters, which are tunable elements within the model that
can be adjusted during training to minimize the prediction error. The key parameters are
represented by the learning rate (i.e., the speed of weight updates), batch size (i.e., the
number of examples processed simultaneously), number of layers and hidden units (that
refers to model capacity), and context window (i.e., input sequence length). This multitude
of parameters enables LLMs to pick up complex language structures, allowing them to
carry out tasks such as text completion, translation, summarization, and even generating
human-like text [3]. The key characteristics of LLMs include the following:

• Scalability: LLMs can scale up to billions of parameters, improving performance with
increased size [4];

• Pre-training and Fine-tuning: LLMs are trained on extensive text datasets and can be
further fine-tuned for particular tasks or fields to enhance their effectiveness [5];

• Transfer Learning: Knowledge acquired during pre-training can be transferred to new
tasks with little additional training data, hence increasing efficiency and adaptabil-
ity [6].

2.2. Historical Development and Advancements

The development of LLMs has been a progressive journey marked by several key ad-
vancements. The journey began with the pioneering work of Hochreiter and Schmidhuber
in 1997, who explored the intricacies of recurrent neural networks and long short-term
memory networks [7]. These models, while innovative, were constrained by their sequen-
tial structure and struggled with capturing long-term dependencies effectively. Then, in
2014, Bahdanau and colleagues introduced the attention mechanism, a revolutionary ap-
proach that allowed models to selectively focus on relevant segments of the input sequence,
greatly enhancing performance [8].

The landscape of natural language processing experienced a seismic shift in 2017 when
Vaswani and his team unveiled the transformer architecture [2]. This model revolution-
ized natural language processing (NLP) by enabling the parallel processing of sequences,
vastly improving training efficiency and effectiveness. The transformer’s self-attention
mechanism empowered models to assess the importance of different words within a se-
quence, significantly enhancing contextual understanding. Building on this foundation,
Devlin and his team introduced BERT in 2019, which stands for Bidirectional Encoder
Representations from Transformers [5]. BERT marked a major advancement by employing
bidirectional training, allowing models to consider both preceding and succeeding words
when interpreting text. This innovation was pivotal in grasping the subtleties of language.

The transformation of NLP continued with Raffel and colleagues in 2020 through
the introduction of the T5 model [6]. By unifying various NLP tasks under a text-to-text
framework, they simplified the model architecture and training process, further refining
the field of natural language processing.

To date, LLMs have become effective tools for comprehending and generating human
language, using humongous datasets and architectures like transformers.

In medical applications, LLMs operate through phases including data collection and
anonymization, model training with domain-specific data, input processing, inference and
response generation, and integration into healthcare systems, with ongoing refinement
based on feedback (Figure 1).

These models are continuously evolving over time through research that is aimed at
enhancing their efficiency and scalability, as well as their applicability in different domains
such as critical medical research and practice.



Cancers 2024, 16, 3328 4 of 20Cancers 2024, 16, 3328 4 of 22 
 

 

 
Figure 1. Flow diagram of LLMs operation phases for applications in medicine. 

These models are continuously evolving over time through research that is aimed at 
enhancing their efficiency and scalability, as well as their applicability in different do-
mains such as critical medical research and practice. 

2.3. Commonly Used LLMs in Medical and Non-Medical Settings 
Currently, several LLMs, crafted for medical and non-medical purposes, are availa-

ble. Some of the most common are listed below. 
Medical LLMs: 

• MedPaLM—Developed by Google and specifically designed for medical applications. 
• ClinicalBERT—An adaptation of BERT fine-tuned for clinical and biomedical texts. 
• BioGPT—Microsoft’s specialized language model for the biomedical domain, de-

signed to process and understand medical literature. 
• GatorTron—Developed by the University of Florida and NVIDIA, this model is tai-

lored for processing clinical data. 
Non-Medical LLMs: 

• GPT 3.5—An earlier version of OpenAI’s language models, known for its perfor-
mance in natural language tasks and applications. 

• GPT 4—Developed by OpenAI, this is one of the latest models in the GPT family, 
known for its versatility and broad applicability. 

• Claude—Created by Anthropic, it is designed to be helpful, harmless, and honest for 
communication and interaction tasks. 

• LLaMA (Large Language Model Meta AI)—Created by Meta (formerly Facebook), 
LLaMA focuses on efficiency and effectiveness across various general-purpose tasks. 

• PaLM (Pathways Language Model)—Google’s large model designed for diverse NLP 
tasks, showcasing advanced capabilities in language understanding and generation. 

3. Application of LLMs in Gastroenterology 
Several studies have been conducted thus far to assess the effectiveness of LLMs in 

Gastroenterology across different fields, including answering patients’ common ques-
tions, assisting healthcare personnel in clinical decision-making, supporting scholars in 
research activities, and others (Figure 2). 

Figure 1. Flow diagram of LLMs operation phases for applications in medicine.

2.3. Commonly Used LLMs in Medical and Non-Medical Settings

Currently, several LLMs, crafted for medical and non-medical purposes, are available.
Some of the most common are listed below.

Medical LLMs:

• MedPaLM—Developed by Google and specifically designed for medical applications.
• ClinicalBERT—An adaptation of BERT fine-tuned for clinical and biomedical texts.
• BioGPT—Microsoft’s specialized language model for the biomedical domain, designed

to process and understand medical literature.
• GatorTron—Developed by the University of Florida and NVIDIA, this model is tailored

for processing clinical data.

Non-Medical LLMs:

• GPT 3.5—An earlier version of OpenAI’s language models, known for its performance
in natural language tasks and applications.

• GPT 4—Developed by OpenAI, this is one of the latest models in the GPT family,
known for its versatility and broad applicability.

• Claude—Created by Anthropic, it is designed to be helpful, harmless, and honest for
communication and interaction tasks.

• LLaMA (Large Language Model Meta AI)—Created by Meta (formerly Facebook),
LLaMA focuses on efficiency and effectiveness across various general-purpose tasks.

• PaLM (Pathways Language Model)—Google’s large model designed for diverse NLP
tasks, showcasing advanced capabilities in language understanding and generation.

3. Application of LLMs in Gastroenterology

Several studies have been conducted thus far to assess the effectiveness of LLMs in
Gastroenterology across different fields, including answering patients’ common questions,
assisting healthcare personnel in clinical decision-making, supporting scholars in research
activities, and others (Figure 2).

To assess the available evidence, we conducted a literature search to find studies
that evaluated the effectiveness of LLMs in Gastroenterology. The primary sources of the
search were MEDLINE, Scopus, and the Cochrane Library, which were searched through
August 2024.
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3.1. Ability of LLMs to Answer Patients’ Questions

Recently, many researchers have assessed the accuracy of LLMs, especially ChatGPT,
in responding to patients’ queries in different fields of Gastroenterology (Table 1).

3.1.1. General Gastroenterology

In the general context, one study by Lahat A et al. explored the effectiveness of
ChatGPT in responding to 110 common patient questions concerning Gastroenterology [9].

The study showed that ChatGPT was effective in delivering precise and compre-
hensive responses to patient inquiries in some instances but not in others. Regarding
treatment-related questions, the average ratings for accuracy, clarity, and efficacy (on a
scale of 1 to 5) were 3.9 ± 0.8, 3.9 ± 0.9, and 3.3 ± 0.9, respectively. For questions about
symptoms, the mean scores for accuracy, clarity, and efficacy were 3.4 ± 0.8, 3.7 ± 0.7, and
3.2 ± 0.7, respectively. For questions concerning diagnostic tests, the mean ratings for
accuracy, clarity, and efficacy were 3.7 ± 1.7, 3.7 ± 1.8, and 3.5 ± 1.7.

More recently, another study assessed the more advanced ChatGPT 4 to address
15 questions on colonoscopy and colorectal cancer (CRC) screening, 15 questions on irritable
bowel syndrome (IBS), and 20 questions on inflammatory bowel disease (IBD) [10].

The study found that 84% of the answers given were generally accurate, with complete
agreement among reviewers. When looking at the details, 48% of the answers were
completely accurate, 42% were partially inaccurate, and 10% were accurate but with some
missing information. Unsuitable references were identified for 53% of answers related to
IBS, 15% of answers related to IBD, and 27% of answers related to colonoscopy and CRC
prevention. In these cases, there were no suitable references for 13%, 50%, and 20% of the
cases, respectively.
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Table 1. Overview of studies assessing the ability of LLMs to answer patients’ questions.

Author Year Tool Setting Objectives Main Findings

Lahat [9] 2023 ChatGPT
(Version not reported)

Patients’ common
gastrointestinal
health-related

questions

To evaluate the performance of
ChatGPT in answering patients’

questions, we used a representative
sample of 110 real-life questions.

For questions about treatments, the average accuracy, clarity, and efficacy
scores (1 to 5) were 3.9 ± 0.8, 3.9 ± 0.9, and 3.3 ± 0.9, respectively.

The mean accuracy, clarity, and efficacy scores of queries concerning treatment
were 3.4 ± 0.8, 3.7 ± 0.7, and 3.2 ± 0.7, respectively.

The mean accuracy, clarity, and efficacy scores for diagnostic test queries were
3.7 ± 1.7, 3.7 ± 1.8, and 3.5 ± 1.7, respectively.

Kerbage [10] 2024 ChatGPT 4.0
Colonoscopy and

CRC screening,
IBS and IBD

To evaluate the accuracy of ChatGPT
4 in addressing frequently asked
questions by patients on irritable

bowel syndrome (IBS), inflammatory
bowel disease (IBD), and

colonoscopy and colorectal cancer
(CRC) screening.

The study found that 84% of the answers given were generally accurate, with
complete agreement among reviewers. When looking at the details, 48% of

the answers were completely accurate, 42% were partially inaccurate, and 10%
were accurate but with some missing information. Unsuitable references were
discovered for 53% of answers related to IBS, 15% of answers related to IBD,

and 27% of answers related to colonoscopy and CRC prevention.

Lee [11] 2023 ChatGPT 3.5 Colonoscopy

To examine the quality of
ChatGPT-generated answers to

common questions about
colonoscopy and to assess the text

similarity among all answers.

The LLM answers were found to be written at higher reading grade levels
compared to hospital webpages, exceeding the eighth-grade threshold

recommended for readability. The study also found that the LLM answers
were scientifically adequate and satisfactory overall. Moreover, ChatGPT

responses had a low text similarity (0–16%) compared to answers found on
hospital websites.

Tariq [12] 2024
ChatGPT 3.5
ChatGPT 4.0

Bard
Colonoscopy

To compare the performance of 3
LLMs (ChatGPT 3.5, ChatGPT 4, and
Bard) in answering common patient

inquiries related to colonoscopy.

Overall, ChatGPT 4 showed the best performance, with 91.4% of its answers
deemed fully accurate, 8.6% as correct but partial, and none were found

incorrect. In comparison, only 6.4% and 14.9% of the responses from ChatGPT
3.5 and Google’s Bard, respectively, were rated as entirely correct. While no
responses from ChatGPT 4 and ChatGPT 3.5 were viewed as unreliable, two

responses from Bard were considered unreliable.

Emile, S.H. [13] 2023 ChatGPT 3.5 Colorectal cancer

To evaluate ChatGPT’s
appropriateness in

responding to common
questions related to

CRC.

Thirty-eight questions regarding CRC were posed to ChatGPT, and the
appropriateness of the answers was rated differently by each expert, with

percentages of 78.9%, 81.6%, and 97.4%. In general, at least two out of three
experts deemed the answers appropriate for 86.8% (with a 95% confidence
interval of 71.9% to 95.6%) of the questions. The inter-rater reliability was

calculated at 79.8% (with a 95% confidence interval of 71.3% to 86.8%). Out of
the 20 questions related to the 2022 ASCRS practice parameters for colon
cancer, 19 were in agreement, amounting to a concordance rate of 95%.
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Table 1. Cont.

Author Year Tool Setting Objectives Main Findings

Maida, M. [14] 2024 ChatGPT 4.0 Colorectal cancer
screening

To evaluate ChatGPT’s
appropriateness in

responding to common
questions related to

CRC screening and its diagnostic
and therapeutic implications.

Fifteen queries about CRC screening were posed to ChatGPT 4, and answers
were rated by 20 gastroenterology experts and 20 non-experts in terms of
accuracy, completeness, and comprehensibility. Additionally, 100 patients

assessed the answers based on completeness, comprehensibility, and
trustworthiness. According to the expert rating, the mean accuracy score was
4.8 ± 1.1 on a scale of 1 to 6. The mean completeness score was 2.1 ± 0.7, and
the mean comprehensibility score was 2.8 ± 0.4 on a scale of 1 to 3. Compared
to non-experts, experts gave significantly lower scores for accuracy (4.8 ± 1.1
vs. 5.6 ± 0.7, p < 0.001) and completeness (2.1 ± 0.7 vs. 2.7 ± 0.4, p < 0.001).

Comprehensibility scores were similar between expert and non-expert groups
(2.7 ± 0.4 vs. 2.8 ± 0.3, p = 0.546). Patients rated the responses as complete,

comprehensible, and trustworthy in 97% to 100% of cases.

Atarere, J. [15] 2024
ChatGPT, YouChat,

BingChat (Version not
reported)

Colorectal cancer

To evaluate ChatGPT, YouChat, and
BingChat’s appropriateness of

responses for educating the public
about CRC screening.

The main results of the study show that ChatGPT and YouChat™ provided
more reliably appropriate responses to questions on colorectal cancer

screening compared to BingChat. There were some questions that more than
one AI model provided unreliable responses to. The study also emphasized

the necessity for more in-depth evaluation of AI models in the context of
patient–physician communication and education regarding colorectal

cancer screening.

Moazzam, Z. [16] 2023 ChatGPT
(Version not reported) Pancreatic cancer

To characterize the quality of
ChatGPT’s responses to questions

pertaining to pancreatic cancer and
its surgical care.

Thirty questions encompassing general information about pancreatic cancer,
as well as its preoperative, intraoperative, and postoperative phases, were

posed to ChatGPT. Twenty hepatopancreaticobiliary surgical oncology
experts evaluated each response. The majority of responses (80%) were rated
as “very good” or “excellent”. Overall, 35.2% of the quality ratings were rated

as “very good”, 24.5% “excellent”, and only 4.8% “poor”. Overall, 60% of
experts considered ChatGPT to be a reliable information source, with only
10% indicating that ChatGPT’s answers were not comparable to those of

experienced surgeons.

Pugliese [17] 2023 ChatGPT 3.5
Nonalcoholic fatty

liver disease
(NAFLD)

To evaluate the accuracy,
completeness, and comprehensibility

of ChatGPT’s responses to
NAFLD-related questions.

ChatGPT’s responses to 15 questions about NAFLD were highly
comprehensible, achieving an average score of 2.87 ± 0.14 on a Likert scale of
1 to 3. Seven questions received the highest score of 3, signifying they were
easy to understand. The mean Kendall’s coefficient of concordance for all
questions was 0.822, reflecting strong agreement among the key opinion

leaders (KOLs). A nonphysician also assessed comprehensibility, rating 13
questions as 3 and finding 2 questions somewhat difficult to comprehend.
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Table 1. Cont.

Author Year Tool Setting Objectives Main Findings

Yeo, Y.H. [18] 2023 ChatGPT 3.5
Liver cirrhosis and

hepatocellular
carcinoma

To assess the accuracy and
reproducibility of ChatGPT in

answering questions regarding liver
cirrhosis and hepatocellular

carcinoma.

Two transplant hepatologists independently evaluated ChatGPT’s responses
to 164 questions, with a third reviewer resolving any discrepancies.

ChatGPT demonstrated significant knowledge about cirrhosis, with a 79.1%
correctness rate, and hepatocellular carcinoma (HCC), with a 74.0%

correctness rate. However, only 47.3% of the responses on cirrhosis and 41.1%
on HCC were deemed comprehensive. In terms of quality metrics, the model
correctly answered 76.9% of the questions but lacked adequate specification
regarding decision-making cut-offs and treatment durations. Additionally,
ChatGPT demonstrated a lack of awareness about variations in guidelines,

particularly related to HCC screening criteria.

Cao, J.J. [19] 2023 ChatGPT 3.5
Liver cancer

surveillance and
diagnosis

To evaluate the performance of
ChatGPT in answering patients’

questions related to
liver cancer screening,

surveillance, and diagnosis.

Out of 60 answers, 29 (48%) were deemed accurate. The average scores
tended to be higher for questions concerning general HCC risk factors and

preventive measures. A total of 15 of 60 (25%) answers were considered
inaccurate, mostly regarding LI-RADS categories. ChatGPT often provided
inaccurate information regarding liver cancer surveillance and diagnosis. It

frequently gave contradictory, falsely reassuring, or outright incorrect
responses to questions about specific LI-RADS categories. This could
potentially influence management decisions and patient outcomes.

Endo, Y. [20] 2023 ChatGPT
(Version not reported)

Liver
transplantation

To evaluate the performance of
ChatGPT in answering patients’

questions related to
liver transplantation.

Overall, most of the 493 ratings of ChatGPT answers were classified as “very
good” (46.0%) or “excellent” (30.2%), while only a small portion (7.5%) were

rated as “poor” or “fair”. Moreover, 70.6% of the experts indicated that
ChatGPT’s answers were comparable to responses provided by practicing

liver transplant clinicians and considered it a reliable source of information.

Cankurtaran, R.E.
[21] 2023 ChatGPT 4.0 Inflammatory

bowel diseases

To evaluate the performance of
ChatGPT as a reliable and useful

resource for both patients and
healthcare professionals in the
context of inflammatory bowel

disease (IBD).

Twenty questions were created: ten pertaining to Crohn’s disease (CD) and
ten concerning ulcerative colitis (UC). The questions from patients were

derived from trends observed in Google searches using CD- and UC-related
keywords. Questions for healthcare personnel were created by a team of four

gastroenterologists. These questions focused on topics such as disease
classification, diagnosis, activity level, negative prognostic indicators, and

potential complications. The reliability and usefulness ratings were
4.70 ± 1.26 and 4.75 ± 1.06 for CD questions, and 4.40 ± 1.21 and 4.55 ± 1.31

for UC questions.
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Table 1. Cont.

Author Year Tool Setting Objectives Main Findings

Naqvi, H.A. [22] 2024 ChatGPT 3.5, BingChat,
YouChat

Inflammatory
bowel diseases

To evaluate the role of LLMs in
patient education on the dietary

management of inflammatory bowel
disease (IBD).

Six questions focusing on key concepts related to the dietary management of
IBD were presented to three different large language models (LLMs)

(ChatGPT, BingChat, and YouChat). Two physicians evaluated all responses
for appropriateness and reliability using dietary information provided by the

Crohn’s and Colitis Foundation. Overall, ChatGPT provided more reliable
responses on the dietary management of IBD compared to BingChat and
YouChat. While there were some questions where multiple LLMs gave

unreliable feedback, all of them advised seeking expert counsel. The
agreement among raters was 88.9%.

Lai [23] 2023 ChatGPT 3.5 H. pylori
To assess the potential of ChatGPT in

responding to common queries
related to H. pylori.

Two reviewers assessed the responses based on categories like basic
knowledge, treatment, diagnosis, and prevention. Although one reviewer
scored higher than the other one in basic knowledge and treatment, there

were no significant differences overall, with excellent interobserver reliability.
The average score for all responses was 3.57 ± 0.13, with prevention-related

questions receiving the highest score (3.75 ± 0.25). Basic knowledge and
diagnosis questions scored equally at 3.5 ± 0.29. Overall, the study found that
ChatGPT performed well in providing information on H. pylori management.

Zeng [24] 2024

Bing Copilot, Claude 3
Opus, Gemini Pro,

ChatGPT 4, and ERNIE
Bot 4.0

H. pylori

To assess the quality of patient
educational materials (PEMs)

generated by LLMs and compared
with physician-sourced materials.

English patient education materials (PEMs) were accurate and easy to
understand, but they fell short in completeness. PEMs created by physicians
had the highest accuracy scores, whereas LLM-generated English PEMs had a

range of scores. Both types had similar levels of completeness.
LLM-generated Chinese PEMs were less accurate and complete than the
English versions, though patients perceived them as more complete than
gastroenterologists did. Although all PEMs were understandable, they

exceeded the recommended sixth-grade reading level. LLMs show potential
in educating patients but need to enhance their completeness and adapt to

various languages and contexts to be more effective.
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3.1.2. Colonoscopy and Colorectal Cancer

Another area that requires implementation in the communication aspect is colonoscopy.
This test is essential in the diagnosis of colon diseases and plays a key role in CRC screening.
Despite this, the acceptance rate is low, mainly due to the patients’ lack of knowledge or
fear of undergoing the exam.

In this regard, Lee et al. evaluated the use of ChatGPT to generate medical information
in response to common patient questions on colonoscopy [11].

The authors retrieved eight questions and answers about colonoscopy from the pub-
licly available webpages of three randomly selected US hospitals. Thereafter, they inputted
these questions as prompts for ChatGPT, and the answers were rated by four Gastroenterol-
ogists for understanding, scientific adequacy, and satisfaction.

Overall, the answers were graded to be written at higher reading grade levels com-
pared to hospital webpages. The study also found that the answers generated by AI
were scientifically adequate and satisfactory overall. Moreover, ChatGPT responses had a
very low text similarity (0–16%) when compared to answers found on hospital websites.
However, the study was affected by the small sample size and absence of patient ratings.

Since then, LLMs have evolved, and new tools have been released, including ChatGPT 4.0.
Therefore, Tariq et al. repeated a similar study assessing LLMs’ answers to common

patient inquiries on colonoscopy, comparing the performance of three LLMs (ChatGPT 3.5,
ChatGPT 4, and Bard) [12].

Overall, ChatGPT 4 was considered the most effective, with 91.4% of responses graded
as completely correct, 8.6% as correct but incomplete, and none of them as incorrect.

For ChatGPT 3.5 and Google’s Bard, only 6.4% and 14.9% of answers were judged as
completely correct, respectively. Moreover, no responses were considered unreliable for
ChatGPT 4 and ChatGPT 3.5, while two answers were considered unreliable for Bard.

This strengthens the importance of the LLM type in making these assessments, since
effectiveness can vary widely from system to system and from version to version.

Another field of application of LLMs in Gastroenterology is to educate patients on the
relevance of CRC screening.

For this purpose, Emile et al. posed 38 questions concerning CRC to ChatGPT [13].
The proportion of answers rated as appropriate varied among the experts: 78.9%, 81.6%,
and 97.4%. Overall, at least 2 of 3 experts rated the answers as appropriate for 86.8% of
questions. The agreement between raters was 79.8%. Overall, 95% of the relevant questions,
19 out of 20, that applied to the 2022 ASCRS practice parameters for colon cancer were
in agreement.

A comprehensive study on the role of ChatGPT in increasing patients’ awareness to
CRC screening has been recently conducted by our group [14]. In contrast to the other
studies, this research involved posing 15 questions to ChatGPT 4, which were rated by
20 international experts in Gastroenterology, 20 non-experts, and 100 patients.

According to the experts’ judgment, the average accuracy score was 4.8 ± 1.1 (scale
from 1 to 6). The mean completeness and comprehensibility score were 2.1 ± 0.7 and
2.8 ± 0.4 (scale from 1 to 3), respectively. Overall, the accuracy and completeness scores
were significantly lower for experts compared to non-experts, while comprehensibility was
similar in the two groups. Patients rated all questions as complete, comprehensible, and
trustable in 97 to 100% of cases.

Concerning the comparative role of other LLMs in CRC screening, another study com-
pared the performance of LLMs across different tools (ChatGPT, YouChat, and BingChat) [15].
The study indicated that ChatGPT and YouChat provided more reliably appropriate an-
swers to CRC screening queries compared to BingChat.

3.1.3. Pancreatic Diseases

ChatGPT was also tested in the setting of pancreatic cancer. Moazzam et al. posed
30 questions to ChatGPT regarding pancreatic cancer and its preoperative, intraoperative,
and postoperative periods [16]. Each response was graded by 20 experts in hepatopan-
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creaticobiliary surgical oncology. The majority of responses (80%) were rated as “very
good” or “excellent”. Overall, 35.2% of the quality ratings were rated as “very good”,
24.5% “excellent”, and only 4.8% “poor”. Overall, 60% of experts considered ChatGPT to
be a reliable information source, with only 10% indicating that ChatGPT’s answers were
not comparable to those of experienced surgeons. Moreover, 90% believed that ChatGPT
would replace or at least coexist with traditional search engines as the preferred source of
online patient information.

3.1.4. Liver Diseases

An Italian study tested ChatGPT in providing responses for patients with nonalcoholic
fatty liver disease (NAFLD), more recently known as metabolic dysfunction-associated
steatotic liver disease (MASLD) [17]. This is a growing global health concern and is
projected to become the primary reason for liver transplant. Currently, only Resmetirom is
approved as a medical treatment by regulatory agencies, but it is not available worldwide,
and the main treatment recommendation remains lifestyle modification. As a consequence,
there is a need for innovative methods to aid the adoption and maintenance of lifestyle
changes due to the complexity of managing NAFLD. The study evaluated the ability of
ChatGPT to answer 15 questions related to NAFLD, and the key opinion leaders rated the
AI-generated responses.

All questions were highly comprehensible, with a mean score of 2.87 on a Likert scale
of 1 to 3. Seven questions received a consistent score of 3, indicating they were easy to
understand. The key opinion leaders showed a high level of agreement on the accuracy
and completeness of the responses generated by the AI.

Another study aimed to assess the performance of ChatGPT in answering queries
regarding cirrhosis and hepatocellular carcinoma (HCC) [18]. Two transplant hepatologists
independently evaluated ChatGPT’s responses to 164 questions, with a third reviewer
resolving any discrepancies.

ChatGPT demonstrated significant knowledge about cirrhosis, with a 79.1% correct-
ness rate, and HCC, with a 74.0% correctness rate. However, only 47.3% of the responses on
cirrhosis and 41.1% on HCC were deemed comprehensive. In terms of quality metrics, the
model correctly answered 76.9% of the questions. However, it fell short in clearly specifying
decision-making cut-offs and treatment durations. Additionally, ChatGPT demonstrated a
lack of awareness about variations in guidelines, particularly related to HCC screening criteria.

Similar results were raised from another study testing ChatGPT in answering questions
on liver cancer screening, surveillance, and diagnosis [19]. Overall, 48% of the answers
were considered accurate, with average scores generally higher for queries related to
general HCC risk factors and preventive measures. On the other side, 25% of the answers
were considered inaccurate, mostly regarding LI-RADS categories. The study shows that
ChatGPT often provided inaccurate information regarding the surveillance and diagnosis of
HCC. It frequently gave contradictory, falsely reassuring, or outright incorrect responses to
questions about specific LI-RADS categories. This could potentially influence management
decisions and patient outcomes.

Liver transplantation (LT) is also a topic that arouses the interest of hepatology patients,
who often inquire about their eligibility or need for LT.

Endo et al. assessed a set of 29 questions on LT that were rated by 17 abdominal
transplant surgeons [20]. Overall, the majority of the 493 ratings for ChatGPT answers were
categorized as “very good” (46.0%) or “excellent” (30.2%), while only a small portion (7.5%)
were rated as “poor” or “fair”. Moreover, 70.6% of the experts indicated that ChatGPT’s
answers were comparable to responses provided by practicing liver transplant clinicians
and considered it a reliable source of information. These findings indicate that ChatGPT
could serve as a valuable resource for educating patients about LT.
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3.1.5. Inflammatory Bowel Diseases

A recent study from Turkey assessed ChatGPT as a reliable and valuable resource for
patients and healthcare professionals dealing with IBD [21].

Overall, 20 questions were created (10 concerning Crohn’s disease—CD, and 10 ulcera-
tive colitis—UC). The questions from patients were derived from trends observed in Google
searches using CD- and UC-related keywords. Questions for healthcare professionals were
created by a team of four gastroenterologists. These questions focused on topics such as
disease classification, diagnosis, activity level, negative prognostic indicators, and potential
complications. The reliability and usefulness ratings were 4.70 ± 1.26 and 4.75 ± 1.06 for
CD questions, and 4.40 ± 1.21 and 4.55 ± 1.31 for UC questions. The reliability scores given
by professionals were significantly higher compared to those given by patients (p = 0.032).

Another common concern for patients with IBD is their diet. In this regard, Naqvi
et al. posed six questions assessing key concepts regarding the dietary management of IBD
to three LLMs (ChatGPT, BingChat, and YouChat) [22]. Two physicians reviewed all of the
responses for appropriateness and reliability, using dietary information provided by the
Crohn’s and Colitis Foundation. Overall, ChatGPT provided more reliable responses than
BingChat and YouChat. While some questions received unreliable feedback from multiple
LLMs, all of them advised seeking expert counsel. The agreement among raters was 88.9%.

3.1.6. Helicobacter pylori

This is a very common topic, and patients often immediately search for information
online before consulting their doctor.

In this study, Lai et al. assessed the quality of responses provided by ChatGPT for
questions regarding H. pylori management [23]. Two reviewers assessed the responses
based on categories like basic knowledge, treatment, diagnosis, and prevention. Although
one reviewer scored higher than the other one in basic knowledge and treatment, there
were no significant differences overall, with excellent interobserver reliability. The average
score for all responses was 3.57 ± 0.13, with prevention-related questions receiving the
highest score (3.75 ± 0.25). Basic knowledge and diagnosis questions scored equally at
3.5 ± 0.29. Overall, the study found that ChatGPT performed well in providing information
on H. pylori management.

Similar results were found by another study aimed at assessing the quality of patient
educational materials (PEMs) for H. pylori infection generated by five LLMs (Bing Copilot,
Claude 3 Opus, Gemini Pro, ChatGPT 4, and ERNIE Bot 4.0) and compared with physician-
sourced materials [24].

The study found that English PEMs were accurate and comprehensible but lacked
completeness. Physician-sourced PEMs scored highest in accuracy, while LLM-generated
English PEMs showed varied scores. Both types were similar in completeness. LLM-
generated Chinese PEMs were less accurate and complete compared to English PEMs,
but patients viewed them as more complete than gastroenterologists did. All PEMs were
comprehensible but above the recommended sixth-grade reading level. The results of this
study show that LLMs are promising resources in patient education with a need to improve
completeness and adapt to different languages and contexts.

4. Efficacy of LLMs for Clinical Guidance

The LLMs have also been tested in more specific contexts, not concerning patient
information and education, instead answering complex clinical questions based on scientific
evidence and guidelines to offer clinical support to healthcare professionals (Table 2).
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Table 2. Overview of studies assessing the efficacy of LLMs for clinical guidance.

Author Year Tool Setting Objectives Main Findings

Du [25] 2024 ChatGPT 3.5
ChatGPT 4.0 Acute pancreatitis

To evaluate and compare the
capabilities of ChatGPT 3.5 and
ChatGPT 4.0 in answering test

questions about AP, employing both
subjective and objective metrics.

ChatGPT 4.0 had a higher accuracy rate of 94% compared to ChatGPT 3.5’s
80% for subjective questions, and a 78.1% accuracy rate compared to ChatGPT

3.5’s 68.5% for objective questions. Overall, the concordance rate between
ChatGPT 4.0 and ChatGPT 3.5 was 83.6% and 80.8%,respectively. The study
highlighted the enhanced performance of ChatGPT 4.0 in answering queries

related to AP compared to its earlier version.

Gorelik [26] 2024 ChatGPT customized
version Pancreatic cysts

To assess the effectiveness of a
custom GPT in providing integrated
guideline-based recommendations

for managing pancreatic cysts.

60 clinical scenarios regarding pancreatic cysts management were evaluated
by a custom ChatGPT and experts. ChatGPT agreed with the experts’ opinion

in 87% of the cases. The study found no significant difference in accuracy
between ChatGPT and the experts.

Henson, J.B. [27] 2023 ChatGPT 3.5
Gastroesophageal

reflux disease
(GERD)

To assess ChatGPT’s performance in
responding to questions regarding

GERD diagnosis and treatment.

ChatGPT provided largely appropriate responses in 91.3% of cases, with the
majority of responses (78.3%) including at least some specific guidance. On

the other hand, patients found this tool to be useful in 100% of cases.

Gorelik, Y. [28] 2023 ChatGPT 4.0

Screening and
surveillance
intervals for
colonoscopy

To evaluate ChatGPT’s effectiveness
in improving post-colonoscopy

management by offering
recommendations based on current

guidelines.

Out of the 20 scenarios, 90% of the responses adhered to the guidelines. In
total, 85% of the responses were deemed correct by both endoscopists and

aligned with the guidelines. There was a strong agreement between the two
endoscopists and the reference guidelines (Fleiss’ kappa coefficient = 0.84,

p < 0.01). In 95% of the scenarios, the free-text clinical notes yielded similar
interpretations and recommendations to the structured endoscopic responses.

Chang, P.W. [29] 2024 ChatGPT 4.0

Screening and
surveillance
intervals for
colonoscopy

To compared the accuracy,
concordance, and reliability of

ChatGPT 4 colonoscopy
recommendations for colorectal

cancer rescreening and surveillance
with contemporary guidelines and

real-world gastroenterology practice.

Data from 505 colonoscopy patients were anonymized and inputted into
ChatGPT 4. The system provided successful follow-up recommendations in

99.2% of cases. Compared to gastroenterology practices, ChatGPT 4’s
recommendations aligned more closely with the USMSTF Panel at

85.7% (p < 0.001). Among the cases where recommendations differed between
ChatGPT 4 and the USMSTF panel (14.3% of cases), 5.1% suggested later

screenings, while 8.7% recommended earlier ones. The inter-rater reliability
between ChatGPT 4 and the USMSTF panel was strong, with a Fleiss κ of

0.786 (95% CI, 0.734–0.838; p < 0.001).
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Table 2. Cont.

Author Year Tool Setting Objectives Main Findings

Lim, D.Y.Z. [30] 2024 ChatGPT 4.0

Screening and
surveillance
intervals for
colonoscopy

To evaluate a contextualized
GPT model versus
standard GPT with

recent guidelines, to offer guidance
on the suggested screening and

surveillance intervals for
colonoscopy.

The GPT 4 model with contextualization outperformed the standard GPT 4
across all domains. It did not miss any high-risk features, and only two cases
experienced hallucinations of additional high-risk features. In the majority of

cases, it provided the correct interval for colonoscopy, and almost all cases
appropriately cited guidelines.

Kresevic, S. [31] 2024 ChatGPT 4.0 Hepatitis C

To evaluate the performance of a
novel LLM framework integrating
clinical guidelines with retrieval
augmented generation (RAG),
prompt engineering, and text
reformatting strategies for the

augmented text interpretation of
HCV guidelines.

Reformatting guidelines into a consistent structure, converting tables to
text-based lists, and using prompt engineering significantly improved the

LLM’s accuracy in answering HCV management questions, from 43% to 99%
(p < 0.001). The novel framework outperformed the baseline GPT 4 Turbo

model across different question types, including text-based, table-based, and
clinical scenarios.

Cankurtaran, R.E.
[21] 2023 ChatGPT 4.0 Inflammatory

bowel diseases

To evaluate the efficacy of ChatGPT
as a reliable and useful resource for

both patients and healthcare
professionals in the context of

inflammatory bowel disease (IBD).

Twenty questions were created (ten on Crohn’s disease—CD—and ten on
ulcerative colitis—UC). The questions from patients were derived from trends
observed in Google searches using CD- and UC-related keywords. Questions
for healthcare professionals were created by a team of four gastroenterologists.
Professional sources received the highest ratings for reliability and usefulness,

with scores of 5.00 ± 1.21 and 5.15 ± 1.08, respectively. Moreover, the
reliability scores of the responses provided by professionals were significantly

greater than those given by patients (p = 0.032).

Levartovsky, A.
[32] 2023 ChatGPT 4.0

Inflammatory
bowel diseases

(ulcerative colitis)

To assess the potential of ChatGPT as
a decision-making aid for acute

ulcerative colitis in
emergency-department (ED) settings

by assessing disease severity and
hospitalization needs.

The evaluation focused on 20 cases of acute UC presentations in the ED,
collected over a 2-year period. ChatGPT was tasked with assessing disease

severity based on the Truelove and Witts criteria for each case. The AI
assessments exhibited a match of 80% with expert gastroenterologists’

evaluations in 20 cases (correlation coefficient for absolute agreement = 0.839).
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4.1. Questions from Clinicians

For instance, a recent study was conducted to test the ability of ChatGPT to respond
to acute pancreatitis (AP)-related queries [25]. In particular, the study aimed to compare
the agreement between ChatGPT 4.0 and ChatGPT 3.5 on objective questions related to
AP. ChatGPT 4.0 had a higher accuracy rate of 94% than ChatGPT 3.5’s 80% for subjective
questions and a 78.1% accuracy rate compared to ChatGPT 3.5’s 68.5% for objective ques-
tions. Overall, the agreement rate between ChatGPT 4.0 and ChatGPT 3.5 was 83.6% and
80.8%, respectively. The study highlighted the enhanced performance of ChatGPT 4.0 in
answering queries related to AP compared to its earlier version.

Furthermore, the authors pointed out that when dealing with subjective questions,
ChatGPT often provides a mix of relevant and irrelevant information, resulting in inconsis-
tency and lower accuracy compared to objective questions. Nonetheless, ChatGPT 4.0 has
shown improvements in offering more precise, concise, and focused answers compared to
its earlier version.

In another study related to the pancreas, the performance of a customized ChatGPT
for managing pancreatic cysts was evaluated in 60 clinical scenarios, which were then
assessed by experts. ChatGPT agreed with the experts’ opinion in 87% of the cases. The
study found no significant difference in accuracy between ChatGPT and the experts [26].
This study confirms that LLMs trained according to guidelines may represent a valuable
tool for clinicians for decision-making in clinical practice.

Henson et al. assessed the performance of ChatGPT in addressing queries related to
the diagnosis and management of gastroesophageal reflux disease (GERD) [27].

Of note, the responses were rated not only by gastroenterologists, but also by patients.
The study’s main findings indicate that ChatGPT offers appropriate and specific guid-

ance for managing GERD symptoms, highlighting its potential as an interactive resource
for patients and a tool for clinicians. In detail, the chatbot provided largely appropriate
responses in 91.3% of cases, with the majority of responses (78.3%) including at least some
specific guidance. On the other hand, patients found this tool to be useful in 100% of cases.

4.2. Colonoscopy Schedule

Another field of interest concerns the follow-up schedule of Gastroenterology patients,
such as those undergoing screening or surveillance colonoscopy. The latter may be clear to
specialists but not to non-specialists.

In this context, an initial proof-of-concept study evaluated the role of ChatGPT in
enhancing post-colonoscopy management by offering recommendations based on current
guidelines [28]. In this research, ChatGPT was presented with 20 clinical scenarios related to
colonoscopy and pathology results. The aim was to obtain recommendations and provide
simple, non-medical explanations of the results to the patient. Out of the 20 scenarios, 90%
of the responses adhered to the guidelines. In total, 85% of the responses were deemed
correct by both endoscopists and aligned with the guidelines. There was a strong agreement
between the two endoscopists and the reference guidelines (Fleiss’ kappa coefficient = 0.84,
p < 0.01). In 95% of the scenarios, the free-text clinical notes yielded similar interpretations
and recommendations to the structured endoscopic responses.

Similarly, Chang et al. tested and compared ChatGPT 4’s accuracy, concordance, and
reliability in providing colonoscopy recommendations for CRC rescreening and surveillance
with current guidelines, using data from 505 colonoscopy cases [29]. Patients’ data were
anonymized and inputted into ChatGPT 4. The system provided successful follow-up
recommendations in 99.2% of cases. Compared to gastroenterology practices, ChatGPT
4’s recommendations aligned more closely with the US Multisociety Task Force (USMSTF)
panel at 85.7% (p < 0.001). Among the cases where recommendations differed between
ChatGPT 4 and the USMSTF panel (14.3% of cases), 5.1% suggested screenings on later
dates, while 8.7% recommended earlier appointments. The inter-rater reliability between
ChatGPT 4 and the USMSTF panel was strong, with a Fleiss κ of 0.786 (95% CI, 0.734–0.838;
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p < 0.001). These preliminary findings indicate that ChatGPT 4 can accurately determine
routine colonoscopy screening intervals using the direct input of clinical data.

However, the main issue in using LLMs in this context is the need for proper contextu-
alization and training according to current guidelines.

For this purpose, Lim et al. tested and compared the standard GPT 4 versus a con-
textualized model trained with relevant screening guidelines in the setting of screening
and surveillance intervals for colonoscopy [30]. The authors found that the GPT 4 model
with contextualization was superior compared to the standard GPT 4 across all domains. It
did not miss any high-risk features, with only two instances experiencing hallucinations of
additional high-risk features. In the majority of cases, it provided the correct interval for
colonoscopy, and almost all cases appropriately cited guidelines.

In the same line, Kresevic et al. developed a customized LLM framework to interpret
hepatitis C virus (HCV) clinical guidelines [31]. They found that reformatting guidelines
into a uniform format, transforming tables into text-based lists, and using prompt engineer-
ing significantly improved the LLM’s accuracy in answering HCV management questions,
from 43% to 99%. The framework outperformed the GPT 4 Turbo model across different
question types. Interestingly, few-shot learning did not lead to additional performance
improvements. These results suggest that appropriate formatting and prompting can
improve the accuracy of LLMs in interpreting clinical guidelines.

4.3. Inflammatory Bowel Disease—Decision-Making

In the above-mentioned study by Cankurtaran et al., questions on IBD were posed to
ChatGPT to evaluate the reliability and usefulness of the tool for healthcare professionals
as well [21].

Professional sources received the highest ratings for reliability and usefulness, with
scores of 5.00 ± 1.21 and 5.15 ± 1.08, respectively. Moreover, the reliability scores of the
responses provided by professionals were significantly greater than those given by patients
(p = 0.032).

Still, in the IBD setting and in the context of supporting healthcare professionals,
other authors tested ChatGPT for its potential as a decision-making aid for acute UC in
emergency settings by assessing disease severity and hospitalization needs [32]. Specifically,
the authors tested the LLM’s ability to assess the severity of acute UC and determine if
a specific presentation in the emergency department (ED) requires hospitalization for
further treatment. The evaluation focused on 20 cases of acute UC presentations in the
ED, collected over a 2-year period. ChatGPT was tasked with assessing disease severity
based on the Truelove and Witts criteria for each case. The AI assessments matched 80%
with expert gastroenterologists’ evaluations in 20 cases (correlation coefficient for absolute
agreement = 0.839). These data suggest that ChatGPT could be a reliable support tool in
clinical decision-making for UC and also in challenging clinical scenarios.

5. Other Applications of LLMs in Gastroenterology
5.1. Research Questions

One of the most interesting applications of LLMs in Gastroenterology, outside the
educational and clinical areas, is research.

A study by Lahat et al. assessed the potential of ChatGPT in formulating research ques-
tions in the field of gastroenterology [33]. ChatGPT was queried on four topics, including
IBD, microbiome, AI in Gastroenterology, and advanced endoscopy. The researchers found
that ChatGPT was able to formulate pertinent and clear research questions, but these were
not considered original. The study suggests that while LLMs can help to identify research
priorities, more efforts are needed to improve the originality of the questions produced.

5.2. Scientific Writing

LLMs are often also used to assist researchers in writing scientific papers or research
grant proposals. A survey conducted by Nature in 2023 involving 1600 researchers revealed
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that over 25% utilize AI to assist in writing manuscripts, and over 15% use the technology
to aid in writing grant proposals [34].

No studies have been conducted thus far in this context in the field of Gastroenterology.
Nevertheless, the application of LLMs for this purpose has already raised several

concerns, including the risk of inaccuracy, lack of originality, unintentional plagiarism,
etc. [35]. Moreover, they may only assist in writing, not in generating substance, and some
authors suggest that separating this task is not natural since writing and thinking are not
separate activities [36].

5.3. Medical Education

Finally, LLMs could have a potential role in the education of future healthcare profes-
sionals, even if these applications remain an open research field.

In this regard, a recent Italian study evaluated ChatGPT 3.5 and Perplexity AI’s
ability to answer queries from the 2023 Italian national gastroenterology residency entrance
exam [37]. ChatGPT 3.5 consistently outperformed Perplexity AI, reaching a greater final
score and demonstrating a strong ability to correctly answer complex questions. Both
chatbots showed promise as supplementary educational tools, but their performance varied,
highlighting the need for cautious use in complex scenarios. This research emphasizes the
importance of ongoing investigation and the development of guidelines for integrating
chatbots into medical education.

Certainly, there is currently an under-representation of LLMs’ role in research and
education in Gastroenterology, and further study on this topic is necessary for the future.

6. Current Challenges and Future Perspectives

Despite the good performance of ChatGPT in their respective domains, these studies
have some limitations that need to be discussed.

First, the results of the respective studies were limited to the tested models, input
queries, and the raters’ subjective evaluation. Therefore, they cannot be generalized to the
entire field or pathology, nor to the performances of different LLMs.

Secondly, it is essential to note that the responses generated by LLMs vary depending
on the given prompt, leading to limited reproducibility. As a consequence, a question
written in one way may generate an accurate answer compared to a slightly different
question written in another way. This may affect the objective assessment of the tools.
Moreover, in most studies, the questions were generated by physicians not patients. This is
relevant since prompts generated by patients may be less accurate, affecting the quality of
the LLM responses.

Thirdly, most of the studies were designed to evaluate the effectiveness of LLMs in
responding to patients, but most of them did not include an assessment of the patients
themselves. This is difficult to achieve because patients lack the skills necessary to rate the
correctness and accuracy of the answers properly. They can only provide feedback on the
comprehensibility, completeness, and trustworthiness of the responses.

Fourthly, not all studies indicated the language in which the interviews with ChatGPT
and raters were conducted. Translating the questions into the language used by ChatGPT or
translating the answers into the raters’ native language could result in evaluation differences.

Last but not least, one of the most concerning issues for the real-world application of
LLMs in medicine is the ethical consideration. A major concern is patient privacy, as LLMs
could potentially access sensitive patient data, risking unauthorized usage or breaches
of confidentiality.

However, many organizations are releasing “open weights” versions of LLMs, in
which the model’s weights and biases are publicly accessible. This enables users with
adequate computing resources to download and use these models on their own systems.
This has the potential to improve data protection and privacy, addressing associated
concerns [38].
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Additionally, biases inherent in the training data could lead to skewed or inequitable
recommendations, disproportionately affecting underserved communities.

The transparency of LLM decision-making processes is another critical issue, as these
models often operate as “black boxes”, making it difficult for healthcare providers to
understand or trust their outputs fully. Lastly, there is a possible risk of over-reliance on
AI, which could diminish the role of human judgment and expertise in clinical settings,
potentially leading to adverse patient outcomes if not managed correctly. Addressing these
ethical concerns is essential to harness the benefits of LLMs in medicine responsibly.

Areas for improvement include ensuring model accuracy and bias reduction, particu-
larly when dealing with diverse patient populations, and developing systems that can be
run locally and provide full transparency about their development.

Finally, regulation and guidance are necessary. To date, there are no guidelines regard-
ing the application of LLMs in gastroenterology and their routine use is not recommendable
outside research settings.

7. Conclusions

LLMs, like ChatGPT, have the potential to transform the field of Gastroenterology
by improving patient education, assisting in clinical decision-making, and advancing
medical research and education. However, there are challenges in integrating LLMs into
medical practice. While they can provide accurate answers based on current guidelines, the
quality of their responses may vary, and biases in the training data can exist. Relying too
heavily on AI poses risks, and there are ethical concerns regarding patient privacy and the
transparency of decision-making. It is important to recognize these limitations to ensure
that LLMs enhance human expertise rather than replace it, providing reliable support while
upholding patient care standards. Ongoing research and regulation are crucial to address
these challenges and effectively harness the potential of LLMs in the field of medicine.

With the proper oversight, LLMs can complement traditional methods and improve
healthcare pathways in Gastroenterology, aiming to offer a reliable, real-time, and compre-
hensive option to engage patients and medical professionals.

Key Issues

• Large language models (LLMs) are emerging as powerful tools in the field of medicine,
including Gastroenterology.

• Several studies have been conducted to evaluate the accuracy of ChatGPT in respond-
ing to patients’ questions about specific areas of Gastroenterology, demonstrating a
good performance.

• Some studies have also been carried out to assess the role of ChatGPT in assisting
physicians in clinical decision-making, showing promising results.

• Other areas of interest include the use of LLMs in research, scientific writing, and
medical education in Gastroenterology, which are currently under investigation.

• Current concerns about the use of LLMs include their reliability, reproducibility of
outputs, data protection, ethical issues, and the need for regulatory systems.

• To date, there are no guidelines regarding the application of LLMs in Gastroenterology,
and their routine use is not recommendable outside research settings.
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Acronyms and Abbreviations

Large language models LLMs
ChatGPT Chat Generative Pretrained Transformer, OpenAI Foundation
Artificial intelligence AI
Natural language processing NLP
BERT Bidirectional Encoder Representations from Transformers
Colorectal cancer CRC
Inflammatory bowel disease IBD
Irritable bowel syndrome IBS
Nonalcoholic fatty liver disease NAFLD
Metabolic dysfunction-associated
steatotic liver disease

MASLD

Hepatocellular carcinoma HCC
Liver transplantation LT
Crohn’s disease CD
Ulcerative colitis UC
Patient educational materials PEMs
Acute pancreatitis AP
Gastroesophageal reflux disease GERD
US Multisociety Task Force USMSTF
Hepatitis C virus HCV
Emergency department ED

References
1. OpenAI. ChatGPT (Mar 14 Version). 2023. Available online: https://chat.openai.com (accessed on 5 February 2024).
2. Vaswani, A.; Shazeer, N.M.; Parmar, N.; Uszkoreit, J.; Jones, L.; Gomez, A.N.; Kaiser, L.; Polosukhin, I. Attention is all you need.

In Advances in Neural Information Processing Systems; MIT Press: Cambridge, MA, USA, 2017; pp. 5998–6008.
3. Brown, T.; Mann, B.; Ryder, N.; Subbiah, M.; Kaplan, J.D.; Dhariwal, P.; Neelakantan, A.; Shyam, P.; Sastry, G.; Askell, A.; et al.

Language models are few-shot learners. arXiv 2020, arXiv:2005.14165.
4. Kaplan, J.; McCandlish, S.; Henighan, T.; Brown, T.B.; Chess, B.; Child, R.; Gray, S.; Radford, A.; Wu, J.; Amodei, D. Scaling laws

for neural language models. arXiv 2020, arXiv:2001.08361.
5. Devlin, J.; Chang, M.W.; Lee, K.; Toutanova, K. BERT: Pre-training of deep bidirectional transformers for language understanding.

In Proceedings of the NAACL-HLT 2019, Minneapolis, MN, USA, 2–7 June 2019; pp. 4171–4186.
6. Raffel, C.; Shazeer, N.; Roberts, A.; Lee, K.; Narang, S.; Matena, M.; Zhou, Y.; Li, W.; Liu, P.J. Exploring the limits of transfer

learning with a unified text-to-text transformer. J. Mach. Learn. Res. 2020, 21, 1–67.
7. Hochreiter, S.; Schmidhuber, J. Long short-term memory. Neural Comput. 1997, 9, 1735–1780. [CrossRef] [PubMed]
8. Bahdanau, D.; Cho, K.; Bengio, Y. Neural machine translation by jointly learning to align and translate. arXiv 2014, arXiv:1409.0473.
9. Lahat, A.; Shachar, E.; Avidan, B.; Glicksberg, B.; Klang, E. Evaluating the Utility of a Large Language Model in Answering

Common Patients’ Gastrointestinal Health-Related Questions: Are We There Yet? Diagnostics 2023, 13, 1950. [CrossRef]
10. Kerbage, A.; Kassab, J.; El Dahdah, J.; Burke, C.A.; Achkar, J.-P.; Rouphael, C. Accuracy of ChatGPT in Common Gastrointestinal

Diseases: Impact for Patients and Providers. Clin. Gastroenterol. Hepatol. 2024, 22, 1323–1325.e3. [CrossRef] [PubMed]
11. Lee, T.-C.; Staller, K.; Botoman, V.; Pathipati, M.P.; Varma, S.; Kuo, B. ChatGPT Answers Common Patient Questions about

Colonoscopy. Gastroenterology 2023, 165, 509–511.e7. [CrossRef] [PubMed]
12. Tariq, R.; Malik, S.; Khanna, S. Evolving Landscape of Large Language Models: An Evaluation of ChatGPT and Bard in Answering

Patient Queries on Colonoscopy. Gastroenterology 2024, 166, 220–221. [CrossRef] [PubMed]
13. Emile, S.H.; Horesh, N.; Freund, M.; Pellino, G.; Oliveira, L.; Wignakumar, A.; Wexner, S.D. How appropriate are answers of

online chat-based artificial intelligence (ChatGPT) to common questions on colon cancer? Surgery 2023, 174, 1273–1275. [CrossRef]
[PubMed]

14. Maida, M.; Ramai, D.; Mori, Y.; Dinis-Ribeiro, M.; Facciorusso, A.; Hassan, C. The role of generative language systems in
increasing patient awareness of colon cancer screening. Endoscopy 2024. [CrossRef] [PubMed]

15. Atarere, J.; Naqvi, H.; Haas, C.; Adewunmi, C.; Bandaru, S.; Allamneni, R.; Ugonabo, O.; Egbo, O.; Umoren, M.; Kanth, P.
Applicability of Online Chat-Based Artificial Intelligence Models to Colorectal Cancer Screening. Dig. Dis. Sci. 2024, 69, 791–797.
[CrossRef] [PubMed]

16. Moazzam, Z.; Cloyd, J.; Lima, H.A.; Pawlik, T.M. Quality of ChatGPT Responses to Questions Related to Pancreatic Cancer and
its Surgical Care. Ann. Surg. Oncol. 2023, 30, 6284–6286. [CrossRef] [PubMed]

https://chat.openai.com
https://doi.org/10.1162/neco.1997.9.8.1735
https://www.ncbi.nlm.nih.gov/pubmed/9377276
https://doi.org/10.3390/diagnostics13111950
https://doi.org/10.1016/j.cgh.2023.11.008
https://www.ncbi.nlm.nih.gov/pubmed/37984563
https://doi.org/10.1053/j.gastro.2023.04.033
https://www.ncbi.nlm.nih.gov/pubmed/37150470
https://doi.org/10.1053/j.gastro.2023.08.033
https://www.ncbi.nlm.nih.gov/pubmed/37634736
https://doi.org/10.1016/j.surg.2023.06.005
https://www.ncbi.nlm.nih.gov/pubmed/37482439
https://doi.org/10.1055/a-2388-6084
https://www.ncbi.nlm.nih.gov/pubmed/39142348
https://doi.org/10.1007/s10620-024-08274-3
https://www.ncbi.nlm.nih.gov/pubmed/38267726
https://doi.org/10.1245/s10434-023-13777-w
https://www.ncbi.nlm.nih.gov/pubmed/37349615


Cancers 2024, 16, 3328 20 of 20

17. Pugliese, N.; Wong, V.W.-S.; Schattenberg, J.M.; Romero-Gomez, M.; Sebastiani, G.; NAFLD Expert Chatbot Working Group;
Aghemo, A.; Castera, L.; Hassan, C.; Manousou, P.; et al. Accuracy, Reliability, and Comprehensibility of ChatGPT-Generated
Medical Responses for Patients with Nonalcoholic Fatty Liver Disease. Clin. Gastroenterol. Hepatol. 2024, 22, 886–889.e5. [CrossRef]
[PubMed]

18. Yeo, Y.H.; Samaan, J.S.; Ng, W.H.; Ting, P.-S.; Trivedi, H.; Vipani, A.; Ayoub, W.; Yang, J.D.; Liran, O.; Spiegel, B.; et al. Assessing
the performance of ChatGPT in answering questions regarding cirrhosis and hepatocellular carcinoma. Clin. Mol. Hepatol. 2023,
29, 721–732. [CrossRef] [PubMed] [PubMed Central]

19. Cao, J.J.; Kwon, D.H.; Ghaziani, T.T.; Kwo, P.; Tse, G.; Kesselman, A.; Kamaya, A.; Tse, J.R. Accuracy of Information Provided by
ChatGPT Regarding Liver Cancer Surveillance and Diagnosis. Am. J. Roentgenol. 2023, 221, 556–559. [CrossRef] [PubMed]

20. Endo, Y.; Sasaki, K.; Moazzam, Z.; Lima, H.A.; Schenk, A.; Limkemann, A.; Washburn, K.; Pawlik, T.M. Quality of ChatGPT
Responses to Questions Related to Liver Transplantation. J. Gastrointest. Surg. 2023, 27, 1716–1719. [CrossRef] [PubMed]

21. Cankurtaran, R.E.; Polat, Y.H.; Aydemir, N.G.; Umay, E.; Yurekli, O.T. Reliability and Usefulness of ChatGPT for Inflammatory
Bowel Diseases: An Analysis for Patients and Healthcare Professionals. Cureus 2023, 15, e46736. [CrossRef] [PubMed] [PubMed
Central]

22. Naqvi, H.A.; Delungahawatta, T.; Atarere, J.O.; Bandaru, S.K.; Barrow, J.B.; Mattar, M.C. Evaluation of online chat-based artificial
intelligence responses about inflammatory bowel disease and diet. Eur. J. Gastroenterol. Hepatol. 2024, 36, 1109–1112. [CrossRef]
[PubMed]

23. Lai, Y.; Liao, F.; Zhao, J.; Zhu, C.; Hu, Y.; Li, Z. Exploring the capacities of ChatGPT: A comprehensive evaluation of its accuracy
and repeatability in addressing Helicobacter pylori-related queries. Helicobacter 2024, 29, e13078. [CrossRef] [PubMed]

24. Zeng, S.; Kong, Q.; Wu, X.; Ma, T.; Wang, L.; Xu, L.; Kou, G.; Zhang, M.; Yang, X.; Zuo, X.; et al. Artificial Intelligence-Generated
Patient Education Materials for Helicobacter pylori Infection: A Comparative Analysis. Helicobacter 2024, 29, e13115. [CrossRef]
[PubMed]

25. Du, R.-C.; Liu, X.; Lai, Y.-K.; Hu, Y.-X.; Deng, H.; Zhou, H.-Q.; Lu, N.-H.; Zhu, Y.; Hu, Y. Exploring the performance of ChatGPT
on acute pancreatitis-related questions. J. Transl. Med. 2024, 22, 527. [CrossRef] [PubMed] [PubMed Central]

26. Klein, A.; Khamaysi, I.; Gorelik, Y.; Ghersin, I.; Arraf, T.; Ben-Ishay, O. Using a customized GPT to provide guideline-based
recommendations for management of pancreatic cystic lesions. Endosc. Int. Open 2024, 12, E600–E603. [CrossRef] [PubMed]
[PubMed Central]

27. Henson, J.B.; Brown, J.R.G.; Lee, J.P.; Patel, A.; Leiman, D.A. Evaluation of the Potential Utility of an Artificial Intelligence Chatbot
in Gastroesophageal Reflux Disease Management. Am. J. Gastroenterol. 2023, 118, 2276–2279. [CrossRef] [PubMed] [PubMed
Central]

28. Gorelik, Y.; Ghersin, I.; Maza, I.; Klein, A. Harnessing language models for streamlined postcolonoscopy patient management:
A novel approach. Gastrointest. Endosc. 2023, 98, 639–641.e4. [CrossRef] [PubMed]

29. Chang, P.W.; Amini, M.M.; Davis, R.O.; Nguyen, D.D.; Dodge, J.L.; Lee, H.; Sheibani, S.; Phan, J.; Buxbaum, J.L.; Sahakian, A.B.
ChatGPT4 outperforms endoscopists for determination of post-colonoscopy re-screening and surveillance recommendations.
Clin. Gastroenterol. Hepatol. 2024, 9, 1917–1925.e17. [CrossRef] [PubMed]

30. Lim, D.Y.Z.; Bin Tan, Y.; Koh, J.T.E.; Tung, J.Y.M.; Sng, G.G.R.; Tan, D.M.Y.; Tan, C. ChatGPT on guidelines: Providing contextual
knowledge to GPT allows it to provide advice on appropriate colonoscopy intervals. J. Gastroenterol. Hepatol. 2024, 39, 81–106.
[CrossRef] [PubMed]

31. Kresevic, S.; Giuffrè, M.; Ajcevic, M.; Accardo, A.; Crocè, L.S.; Shung, D.L. Optimization of hepatological clinical guidelines
interpretation by large language models: A retrieval augmented generation-based framework. NPJ Digit. Med. 2024, 7, 102.
[CrossRef]

32. Levartovsky, A.; Ben-Horin, S.; Kopylov, U.; Klang, E.; Barash, Y. Towards AI-Augmented Clinical Decision-Making: An
Examination of ChatGPT’s Utility in Acute Ulcerative Colitis Presentations. Am. J. Gastroenterol. 2023, 118, 2283–2289. [CrossRef]
[PubMed]

33. Lahat, A.; Shachar, E.; Avidan, B.; Shatz, Z.; Glicksberg, B.S.; Klang, E. Evaluating the use of large language model in identifying
top research questions in gastroenterology. Sci. Rep. 2023, 13, 4164. [CrossRef] [PubMed] [PubMed Central]

34. Van Noorden, R.; Perkel, J.M. AI and science: What 1,600 researchers think. Nature 2023, 621, 672–675. [CrossRef] [PubMed]
35. Sharma, H.; Ruikar, M. Artificial intelligence at the pen’s edge: Exploring the ethical quagmires in using artificial intelligence

models like ChatGPT for assisted writing in biomedical research. Perspect. Clin. Res. 2023, 15, 108–115. [CrossRef] [PubMed]
[PubMed Central]

36. Basgier, C.; Sharma, S. Should scientists delegate their writing to ChatGPT? Nature 2023, 624, 523. [CrossRef] [PubMed]
37. Gravina, A.G.; Pellegrino, R.; Palladino, G.; Imperio, G.; Ventura, A.; Federico, A. Charting new AI education in gastroenterology:

Cross-sectional evaluation of ChatGPT and perplexity AI in medical residency exam. Dig. Liver Dis. 2024, 56, 1304–1311.
[CrossRef] [PubMed]

38. Hutson, M. Forget ChatGPT: Why researchers now run small AIs on their laptops. Nature 2024, 633, 728–729. [CrossRef] [PubMed]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1016/j.cgh.2023.08.033
https://www.ncbi.nlm.nih.gov/pubmed/37716618
https://doi.org/10.3350/cmh.2023.0089
https://www.ncbi.nlm.nih.gov/pubmed/36946005
https://www.ncbi.nlm.nih.gov/pmc/PMC10366809
https://doi.org/10.2214/AJR.23.29493
https://www.ncbi.nlm.nih.gov/pubmed/37222278
https://doi.org/10.1007/s11605-023-05714-9
https://www.ncbi.nlm.nih.gov/pubmed/37254022
https://doi.org/10.7759/cureus.46736
https://www.ncbi.nlm.nih.gov/pubmed/38022227
https://www.ncbi.nlm.nih.gov/pmc/PMC10630704
https://www.ncbi.nlm.nih.gov/pmc/PMC10630704
https://doi.org/10.1097/MEG.0000000000002815
https://www.ncbi.nlm.nih.gov/pubmed/38973528
https://doi.org/10.1111/hel.13078
https://www.ncbi.nlm.nih.gov/pubmed/38867649
https://doi.org/10.1111/hel.13115
https://www.ncbi.nlm.nih.gov/pubmed/39097925
https://doi.org/10.1186/s12967-024-05302-8
https://www.ncbi.nlm.nih.gov/pubmed/38822323
https://www.ncbi.nlm.nih.gov/pmc/PMC11143553
https://doi.org/10.1055/a-2289-9334
https://www.ncbi.nlm.nih.gov/pubmed/38681146
https://www.ncbi.nlm.nih.gov/pmc/PMC11052646
https://doi.org/10.14309/ajg.0000000000002397
https://www.ncbi.nlm.nih.gov/pubmed/37410934
https://www.ncbi.nlm.nih.gov/pmc/PMC10834834
https://www.ncbi.nlm.nih.gov/pmc/PMC10834834
https://doi.org/10.1016/j.gie.2023.06.025
https://www.ncbi.nlm.nih.gov/pubmed/37385548
https://doi.org/10.1016/j.cgh.2024.04.022
https://www.ncbi.nlm.nih.gov/pubmed/38729387
https://doi.org/10.1111/jgh.16375
https://www.ncbi.nlm.nih.gov/pubmed/37855067
https://doi.org/10.1038/s41746-024-01091-y
https://doi.org/10.14309/ajg.0000000000002483
https://www.ncbi.nlm.nih.gov/pubmed/37611254
https://doi.org/10.1038/s41598-023-31412-2
https://www.ncbi.nlm.nih.gov/pubmed/36914821
https://www.ncbi.nlm.nih.gov/pmc/PMC10011374
https://doi.org/10.1038/d41586-023-02980-0
https://www.ncbi.nlm.nih.gov/pubmed/37758894
https://doi.org/10.4103/picr.picr_196_23
https://www.ncbi.nlm.nih.gov/pubmed/39140014
https://www.ncbi.nlm.nih.gov/pmc/PMC11318783
https://doi.org/10.1038/d41586-023-04055-6
https://www.ncbi.nlm.nih.gov/pubmed/38114679
https://doi.org/10.1016/j.dld.2024.02.019
https://www.ncbi.nlm.nih.gov/pubmed/38503659
https://doi.org/10.1038/d41586-024-02998-y
https://www.ncbi.nlm.nih.gov/pubmed/39284889

	Introduction 
	Definition and Key Characteristics of LLMs 
	Fundamental Concepts 
	Historical Development and Advancements 
	Commonly Used LLMs in Medical and Non-Medical Settings 

	Application of LLMs in Gastroenterology 
	Ability of LLMs to Answer Patients’ Questions 
	General Gastroenterology 
	Colonoscopy and Colorectal Cancer 
	Pancreatic Diseases 
	Liver Diseases 
	Inflammatory Bowel Diseases 
	Helicobacter pylori 


	Efficacy of LLMs for Clinical Guidance 
	Questions from Clinicians 
	Colonoscopy Schedule 
	Inflammatory Bowel Disease—Decision-Making 

	Other Applications of LLMs in Gastroenterology 
	Research Questions 
	Scientific Writing 
	Medical Education 

	Current Challenges and Future Perspectives 
	Conclusions 
	References

