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A nonlinear hyperbolic heat transport equation has been proposed based on the Cattaneo model without 
mechanical effects. We analyze the two-dimensional Maxwell-Cattaneo-Vernotte heat equation in a medium 
subjected to homogeneous and non-homogeneous boundary conditions and with thermal conductivity and 
relaxation time linearly dependent on temperature. Since these nonlinearities are essential from an experimental 
point of view, it is necessary to establish an effective and reliable way to solve the system of partial differential 
equations and study the behavior of temperature evolution. A numerical scheme of finite differences for the 
solution of the two-dimensional non-Fourier heat transfer equation is introduced and studied. We also investigate 
the attributes of the numerical method from the aspects of stability, dissipation and dispersive errors.

1. Introduction

In many industrial applications, most heat conduction problems are 
described and analyzed using Fourier’s law. Although Fourier’s heat 
equation applies to several engineering tasks, it also has some physi-

cal defects, such as the infinite thermal propagation speed. The classical 
Fourier law is no longer applicable when one is interested in the tran-

sient evolution of both heat flux and temperature fields for extremely 
short time intervals, nanoscale behavior, for low-temperature situa-

tions, or to describe the simultaneous presence of multiple heat transfer 
channels present, e.g., in a heterogeneous material.

Non-Fourier theories are of great interest and constitute a subject 
of intense research in the engineering field due to the use of heat 
sources in many applications such as metal melting [1], and function-

ally graded materials (FGMs) [2]. In these situations, Fourier’s classical 
law is inappropriate. Thermal effects coupled with mechanical effects 
are present in the propagation of second sound in dielectric crystals 
at low-temperature [3–5]. Several authors have conducted research on 
NaF [6–8], for instance, Jackson et al., [4,9] detected heat waves in 
solid sodium fluoride (NaF) in the range of 12 K to 15 K, and from 13
K three peaks can be distinguished, longitudinal and transverse ballis-

tic signals – thermo-mechanical waves – and second sound which can 
be interpreted as a damped temperature wave. Analogous experimental 
results have been obtained by Narayanamurti et al. [5] in Bismuth (Bi) 
in the range from 3 K to 5 K.
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Similar heat pulse experiments have been carried out in recent decades 
under various circumstances. For instance, in [10], two experimental 
setups are used to observe effects beyond Fourier’s law in a heteroge-

neous material structure. In [11], the non-Fourier type heat conduction 
experiment in heterogeneous materials (rocks) at room temperature is 
performed, and the authors have observed over-diffusion and, besides, 
the size-dependence of thermal parameters, even in Fourier’s case. Heat 
waves have also been detected in a nanoscale process [12] since the 
nanoscale characteristic length allows the heat carriers to achieve any 
point of the system before the heat flux relaxes to its equilibrium value.

Nowadays, high-frequency thermal waves cover a great interest in two-

dimensional (2D) materials, especially in graphene due to their high 
intrinsic thermal conductivity and a long relaxation time of heat flux 
[13].

Under these circumstances, a modified constitutive model for the trans-

port process, resulting in a finite speed of the thermal wave, is proposed 
by Cattaneo-Vernotte (CV) [14]. The hyperbolic heat conduction equa-

tion based on the CV model includes a relaxation mechanism to adapt 
to a change in temperature gradient gradually.

The thermal transport processes with finite velocity constitute an in-

teresting theme also in continuum thermodynamics which, in previous 
decades, has led to a new investigation of the classical rational ther-

modynamics (RT) [15] and to the formulation of extended irreversible 
thermodynamics [16–18] and rational extended thermodynamics (RET) 
[19].
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In recent years, many authors have paid particular attention to us-

ing models beyond Fourier for low-temperature problems [20–27]. For 
instance, in [28], the consequences of a nonlinearity in second-sound 
phenomenon are modeled in a particular way, using a special case of 
the Cattaneo-Vernotte equation. In their approach, the relation between 
the relaxation time and the thermal conductivity is different than what 
we investigate here.

However, by virtue of the difficulties in the analytic investigation 
of systems with complicated geometries or boundary conditions, the 
interest in identifying suitable numerical schemes for analyzing such 
problems has been increased.

In a previous paper, [29], a nonlinear model for heat conduction 
considering the temperature dependence in thermodynamic parameters 
has been introduced. It has been shown that the second law of ther-

modynamics functionally connects thermal conductivity and relaxation 
time. Therefore, the temperature dependence of one parameter influ-

ences the other. Furthermore, an explicit forward difference scheme is 
applied to a one-dimensional problem, moreover, the main aspects of 
the numerical method and its stability properties are discussed both for 
the Fourier and the Cattaneo-Vernotte equations.

In the present paper, we further improve the previous approach 
for analyzing the nonlinear hyperbolic CV equation in two spatial di-

mensions, studying the influence of spatially homogeneous and non-

homogeneous time-dependent boundary conditions. We provide in-

sights about the boundary conditions, and how the temperature depen-

dence can affect the measurable temperature history.

The structure of the paper is as follows. In Section 2, we deduce a 
nonlinear non-Fourier type model suggested by Cattaneo and Vernotte, 
analyzing the compatibility of the entropy principle on the constitu-

tive relations of the rigid conductor subject to thermal processes. Then, 
in Section 3, the crucial aspects of the numerical scheme, its stability 
properties, and the accuracy of the method are discussed. In Section 4, 
we provide a numerical solution under suitable homogeneous and non-

homogeneous boundaries and initial conditions. Finally, in Section 5, 
we discuss our results as well as possible future developments.

2. Nonlinear model of heat transfer

In classical thermodynamics, most of the heat conduction problems 
are described and analyzed by using Fourier’s law that relates the heat 
flux 𝐪 with the gradient of the local equilibrium temperature 𝑇 :

𝐪 = −𝜆∇𝑇 (1)

where the coefficient 𝜆 represents the thermal conductivity for an 
isotropic material. To describe the evolution of temperature, the con-

stitutive relation Eq. (1) is combined with the internal energy balance,

𝜌
𝜕𝑒

𝜕𝑡
+∇ ⋅ 𝐪 = 0, (2)

where 𝜌 is the mass density, 𝑒 is the specific internal energy, and ∇⋅
stands for divergence operator. We omit any internal volumetric heat 
sources, and consider a rigid material, thus we also neglect the mechan-

ical contributions. The CV equation expresses the modified constitutive 
model:

𝜏
𝜕𝐪
𝜕𝑡

+ 𝐪 = −𝜆∇𝑇 , (3)

where 𝜏 is the relaxation time, and the time derivative term represents 
the presence of memory effects, i.e., the states in earlier time instants 
are also taken into account. It is also understood as inertia or lagging 
effect, especially in the framework of the dual-phase-lag concept. From 
a phonon hydrodynamic point of view, the increase of 𝜏 expresses the 
lower number of resistive collisions among phonons, the normal pro-

cess takes place, and thus the wave nature of heat conduction becomes 
apparent.

The second law of thermodynamics represents a valuable tool for 
deriving the Fourier heat equation and generalizations of Fourier’s law. 

In many cases, only linear relations between the thermodynamic fluxes 
and forces are considered. More specifically, we focus on temperature-

dependent phenomenological coefficients and not on the role of nonlin-

ear flux or force terms (such as (∇𝑇 )3).
Indeed, the thermodynamic admissibility of thermal processes is 

guaranteed by the second law of thermodynamics, requiring non-

negative entropy production. Locally, this requirement reads

𝜎𝑠 = 𝜌
𝜕𝑠

𝜕𝑡
+∇ ⋅ 𝐉𝐬 ≥ 0, (4)

in which 𝑠 and 𝐉𝑠 are the specific entropy and the local entropy flux, 
respectively. In several papers [15,17,30], the compatibility with the 
second law of both models, (1) and (3), under the assumptions of con-

stant material functions has been tested. In [29], we investigated a 
particular nonlinearity in which the thermal conductivity and the re-

laxation time are no longer constant but depend on the temperature 
linearly.

A constitutive theory requires the choice of the so-called state vari-

ables. Let us assume the state space is spanned by the variables (𝑒, 𝐪), 
[31], thus it is postulated the following form for the specific entropy:

𝑠(𝑒,𝐪) = 𝑠𝑒𝑞(𝑒) −
𝑚(𝑒)
2

𝐪 ⋅ 𝐪, (5)

where 𝑠𝑒𝑞 is the classical specific entropy representing the equilibrium 
entropy and 𝑚(𝑒) is a positive function. Taking into account the Gibbs 
relation, and the balance equation (2), after some rearrangements the 
entropy production reads:

−𝜌𝑚(𝑒)𝐪 𝜕𝐪
𝜕𝑡

− 1
2
𝜌
𝜕𝑚(𝑒)
𝜕𝑒

𝜕𝑒

𝜕𝑡
𝐪 ⋅ 𝐪+ 𝐪 ⋅∇ 1

𝑇
≥ 0. (6)

We limit ourselves to the case in which 𝜕𝑒𝑚(𝑒) = 0, hence 𝑚(𝑒) = 𝑚 is a 
positive constant, thus one obtains:

𝜎𝑠 =
[
−𝜌𝑚𝜕𝑡𝐪+∇

( 1
𝑇

)]
⋅ 𝐪 ≥ 0. (7)

Following Onsager’s procedure [32], a relationship between the ther-

modynamic fluxes and forces is provided:

−𝜌𝑚
𝜕𝐪
𝜕𝑡

+∇
( 1
𝑇

)
= 𝑙𝐪, (8)

where the phenomenological coefficients 𝑚 and 𝑙 are positive functions. 
The following identifications

𝜏𝑅 = 𝜌𝑚
𝑙
, 𝜆𝑇 =

1
𝑙𝑇 2

(9)

lead to the nonlinear CV heat equation

𝜏𝑅(𝑇 )
𝜕𝐪
𝜕𝑡

+ 𝐪 = −𝜆𝑇 (𝑇 )∇𝑇 . (10)

We wish to note again that this evolution equation, and the relation 
between 𝜏 and 𝜆 are the consequence of the flux-force relation (8). A 
compatible, but different setting is studied in [28], and further possibil-

ities can exist. Let us consider a rigid heat conductor, and we suppose 
that the thermal conductivity and relaxation time are linearly related to 
the temperature as follows:

𝜆𝑇 (𝑇 ) = 𝜆0 + 𝑎(𝑇 − 𝑇0) (11a)

𝜏𝑅(𝑇 ) = 𝜏0 + 𝑏(𝑇 − 𝑇0) (11b)

where 𝜆0, 𝜏0 are the thermal conductivity and the relaxation time at 
the initial (or reference) temperature, respectively, 𝑎 and 𝑏 are the co-

efficients that depend on the material and could be both positive and 
negative, which, if they are not zero determine the nonlinearity of the 
material parameters.

After taking into account the identifications (9), in order to get these 
linear expressions for 𝜆𝑇 and 𝜏𝑅, (11a) and (11b), the following con-

straints arise, [29]:

𝑙(𝑇 ) = 1[
𝜆0 + 𝑎(𝑇 − 𝑇0)

]
𝑇 2
, 𝜌𝑚 =

𝜏0 + 𝑏(𝑇 − 𝑇0)[
𝜆0 + 𝑎(𝑇 − 𝑇0)

]
𝑇 2
. (12)
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Since 𝑚 is a constant, it is necessary to consider a temperature-

dependent mass density (𝜌 = 𝜌(𝑇 )) that refers to the presence of mechan-

ical effects. Therefore, while it would contradict our basic assumption 
of dealing with rigid material, we still find it necessary to study that 
particular subsystem without mechanics. We wish to focus on the char-

acteristics of temperature evolution and the properties of the solution 
method with respect to its stability and dispersion error. Thus we ana-

lyze the nonlinear CV heat equation in the hypothesis in which the mass 
density 𝜌 remains constant.

2.1. Two-dimensional formulation

Let us consider the set of equations (2) and (10) in a two-

dimensional rectangular domain Ω = [0, 𝐿1] × [0, 𝐿2] with lengths of 
𝐿1 and 𝐿2,

𝜌(𝑇 )𝑐 𝜕𝑇
𝜕𝑡

+
𝜕𝑞𝑥

𝜕𝑥
+
𝜕𝑞𝑦

𝜕𝑦
= 0, (13a)

𝜏𝑅(𝑇 )
𝜕𝑞𝑥

𝜕𝑡
+ 𝑞𝑥 = −𝜆𝑇 (𝑇 )

𝜕𝑇

𝜕𝑥
, (13b)

𝜏𝑅(𝑇 )
𝜕𝑞𝑦

𝜕𝑡
+ 𝑞𝑦 = −𝜆𝑇 (𝑇 )

𝜕𝑇

𝜕𝑦
, (13c)

where 𝑐 is the specific heat, 𝑒 = 𝑐 𝑇 , and 𝑞𝑥, 𝑞𝑦 are the components of 
the heat flux 𝐪 = (𝑞𝑥, 𝑞𝑦). The specific heat capacity 𝑐 is assumed to be 
constant. Initially, in a heat pulse experiment, it is required to have ho-

mogeneous temperature distribution and that the sample is in thermal 
equilibrium with its environment. Thus both heat flux fields are zero 
at the initial time instant. Regarding the boundary conditions, the heat 
pulse excites the lower side of the sample in the y-axis direction, the 
other sides of the domain are considered to be adiabatic. Hence, we 
assign the following initial conditions,

𝑇 (𝑥, 𝑦,0) = 𝑇0, 𝑞𝑥(𝑥, 𝑦,0) = 0, 𝑞𝑦(𝑥, 𝑦,0) = 0, (14)

and boundary conditions only for heat flux field,

𝑞𝑥(0, 𝑦, 𝑡) = 0, 𝑞𝑥(𝐿1, 𝑦, 𝑡) = 0, 𝑞𝑦(𝑥,0, 𝑡) = 0. (15)

Subsequently, on one of its sides, is applied a homogeneous heat flux

𝑞𝑦(𝑥,𝐿2, 𝑡) = 𝑞0𝑦 (𝑡) =

⎧⎪⎪⎨⎪⎪⎩
𝑞𝑚𝑎𝑥

2

[
1 − cos

(
2𝜋𝑡
𝑡𝑝

)]
if 0 < 𝑡 ≤ 𝑡𝑝,

0 if 𝑡 > 𝑡𝑝,

(16)

or a spatially non-homogeneous one

𝑞𝑦(𝑥,𝐿2, 𝑡) = 𝑞0𝑦 (𝑡) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

𝑞𝑚𝑎𝑥

4

[
1 − cos

(
2𝜋𝑡
𝑡𝑝

)]
⋅
[
1 − cos

(
2𝜋𝑥
𝑤𝑥

)]
if 0 < 𝑡 ≤ 𝑡𝑝,

and
𝐿1−𝑤𝑥

2
≤ 𝑥 ≤

𝐿1+𝑤𝑥
2

0 if 𝑡 > 𝑡𝑝,

(17)

where 𝑡𝑝 is the duration of the pulse, 𝑞𝑚𝑎𝑥 is its amplitude, 𝑤𝑥 is its 
spatial width.

The system (13a)-(13c) may contain coefficients with several orders 
of magnitude difference, this is unfavorable from a numerical point of 
view. Thus it is convenient to introduce dimensionless variables,

�̂� = 𝑥
𝐿1
, �̂� = 𝑦

𝐿2
, 𝑡 =

𝛼0𝑡

𝐿1𝐿2
, 𝑞𝑥 =

𝑞𝑥

𝑞0
, 𝑞𝑦 =

𝑞𝑦

𝑞0
, �̂� =

𝑇 − 𝑇0
𝑇𝑒𝑛𝑑 − 𝑇0

,

(18)

where

𝛼0 =
𝜆𝑇 (𝑇0)
𝜌0𝑐

, 𝑇𝑒𝑛𝑑 = 𝑇0 +
𝑡𝑝𝑞0

𝜌0𝑐𝐿2
, 𝜌0 = 𝜌(𝑇0)

with

𝑞0 =
𝑞𝑚𝑎𝑥

2
for spatially homogeneous boundary heat flux, or

𝑞0 =
𝑞𝑚𝑎𝑥

4
for spatially hon-homogeneous boundary heat flux,

and thus, the dimensionless parameters are

𝜏
𝑞𝑥
𝑝1

=
𝛼0𝑡𝑝

𝐿1𝐿2
= 𝜏𝑑 , 𝜏

𝑞𝑦
𝑝1

=
𝛼0𝑡𝑝

(𝐿2)2
, 𝜏

𝑞𝑥
𝑝2

=
𝑎(𝑇𝑒𝑛𝑑 − 𝑇0)𝑡𝑝
𝜌0𝑐𝐿1𝐿2

,

𝜏
𝑞𝑦
𝑝2

=
𝑎(𝑇𝑒𝑛𝑑 − 𝑇0)𝑡𝑝
𝜌0𝑐(𝐿2)2

, 𝜏𝑞1
=
𝛼0𝜏0
𝐿1𝐿2

, 𝜏𝑞2
=
𝛼0 𝑏(𝑇𝑒𝑛𝑑 − 𝑇0)
𝐿1𝐿2

, 𝜏𝑑 =
𝛼0𝑡𝑝

𝐿1𝐿2
.

Under these assumptions, the two-dimensional version of the dimen-

sionless system of equations becomes:

𝜏𝑑

(
1 +
𝜏𝑞2

𝜏𝑞1

�̂�

)
𝜕�̂�

𝜕𝑡
+
𝐿2
𝐿1

𝜕𝑞𝑥

𝜕�̂�
+
𝜕𝑞𝑦

𝜕�̂�
= 0, (19a)

(
𝜏𝑞1

+ 𝜏𝑞2 �̂�
) 𝜕𝑞𝑥
𝜕𝑡

= −𝑞𝑥 −
(
𝜏
𝑞𝑥
𝑝1

+ 𝜏𝑞𝑥𝑝2 �̂�
) 𝜕�̂�
𝜕�̂�
, (19b)(

𝜏𝑞1
+ 𝜏𝑞2 �̂�

) 𝜕𝑞𝑦
𝜕𝑡

= −𝑞𝑦 −
(
𝜏
𝑞𝑦
𝑝1

+ 𝜏𝑞𝑦𝑝2 �̂�
)
𝜕�̂�

𝜕�̂�
, (19c)

in which, from now on, the ‘hat’ is omitted in order to simplify the 
notation.

Furthermore, the dimensionless initial data are given:

�̂� (�̂�, �̂�,0) = 0, 𝑞𝑥(�̂�, �̂�,0) = 0, 𝑞𝑦(�̂�, �̂�,0) = 0, (20)

and the dimensionless form of boundary conditions for heat flux with 
the heat pulse with 𝑡𝑝 duration read:

𝑞𝑥(0, �̂�, 𝑡) = 0, 𝑞𝑥(1, �̂�, 𝑡) = 0, 𝑞𝑦(�̂�,0, 𝑡) = 0. (21)

Additionally, the heat pulse in the homogeneous case is

𝑞𝑦(�̂�,1, 𝑡) =
⎧⎪⎨⎪⎩
1 − cos

(
2𝜋𝑡
𝜏𝑑

)
if 0 < 𝑡 ≤ 𝜏𝑑 ,

0 if 𝑡 > 𝜏𝑑 .

, (22)

and in the non-homogeneous situation it reads

𝑞𝑦(�̂�,1, 𝑡) =

⎧⎪⎪⎨⎪⎪⎩

[
1 − cos

(
2𝜋𝑡
𝜏𝑑

)]
⋅ [1 − cos (2𝜋�̂�)] if 0 < 𝑡 ≤ 𝜏𝑑 ,

and 0 ≤ �̂� ≤ 1

0 if 𝑡 > 𝜏𝑑 .

(23)

Remark 1. If we choose 𝜏𝑞2 = 𝜏
𝑞𝑥
𝑝2

= 𝜏𝑞𝑦𝑝2 = 0, it yields the linear case:

𝜏𝑑
𝜕�̂�

𝜕𝑡
+
𝐿2
𝐿1

𝜕𝑞𝑥

𝜕�̂�
+
𝜕𝑞𝑦

𝜕�̂�
= 0, (24a)

𝜏𝑞1

𝜕𝑞𝑥

𝜕𝑡
= −𝑞𝑥 − 𝜏

𝑞𝑥
𝑝1
𝜕�̂�

𝜕�̂�
, (24b)

𝜏𝑞1

𝜕𝑞𝑦

𝜕𝑡
= −𝑞𝑦 − 𝜏

𝑞𝑦
𝑝1
𝜕�̂�

𝜕�̂�
. (24c)

As in [33,34], we apply a numerical scheme to solve the system 
(19a)-(19c) with a staggered field discretization for spatial derivatives 
in which the specific extensive quantities are calculated at the center of 
the cells. At the same time, the boundary-related fluxes are computed 
on the cell boundary, as we can see in the next section.

As a result, the spatial positions of the temperature values are shifted 
by a half space step from the positions of the 𝐪 values (see Fig. 1).

3. Numerical framework

This section presents a numerical method developed for the non-

linear two-dimensions model (19a)(19c). Let us discretize the spatial 
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Fig. 1. Representation of the finite difference numerical scheme. The filled 
squares represent the temperature, and the filled triangles, which are oriented 
differently, are vector components. Empty symbols denote boundary conditions.

domain Ω = [0, 𝐿1] × [0, 𝐿2] with spatial steps Δ𝑥, Δ𝑦 and the time inter-

val [0, 𝑡𝑚𝑎𝑥] with step Δ𝑡, the following discrete space and time values 
are obtained

𝑥𝑗 = 𝑥0 + 𝑗Δ𝑥 𝑗 = 0,1,2, ...,𝑁 (25a)

𝑦𝑖 = 𝑦0 + 𝑖Δ𝑦 𝑖 = 0,1,2, ...,𝑀 (25b)

𝑡𝑛 = 𝑛Δ𝑡 𝑛 = 0,1,2, ..., 𝐽 . (25c)

An explicit forward finite difference method is used for the time deriva-

tives

𝜕𝑇

𝜕𝑡
≃
𝑇 𝑛+1
𝑖+1∕2,𝑗+1∕2 − 𝑇

𝑛
𝑖+1∕2,𝑗+1∕2

Δ𝑡
, (26a)

𝜕𝑞𝑥

𝜕𝑡
≃

(𝑞𝑥)𝑛+1𝑖+1∕2,𝑗 − (𝑞𝑥)𝑛𝑖+1∕2,𝑗
Δ𝑡

, (26b)

𝜕𝑞𝑦

𝜕𝑡
≃

(𝑞𝑦)𝑛+1𝑖,𝑗+1∕2 − (𝑞𝑦)𝑖,𝑗+1∕2
Δ𝑡

, (26c)

and for the spatial derivatives

𝜕𝑞𝑥

𝜕𝑥
≃

(𝑞𝑥)𝑛𝑖+1∕2,𝑗+1 − (𝑞𝑥)𝑛𝑖+1∕2,𝑗
Δ𝑥

=𝑥(𝑞𝑥), (27a)

𝜕𝑞𝑦

𝜕𝑦
≃

(𝑞𝑦)𝑛𝑖+1,𝑗+1∕2 − (𝑞𝑦)𝑛𝑖,𝑗+1∕2
Δ𝑦

=𝑦(𝑞𝑦), (27b)

𝜕𝑇

𝜕𝑥
≃
𝑇 𝑛
𝑖+1∕2,𝑗+1∕2 − 𝑇

𝑛
𝑖+1∕2,𝑗−1∕2

Δ𝑥
=𝑥(𝑇 ), (27c)

𝜕𝑇

𝜕𝑦
≃
𝑇 𝑛
𝑖+1∕2,𝑗+1∕2 − 𝑇

𝑛
𝑖−1∕2,𝑗+1∕2

Δ𝑦
=𝑦(𝑇 ). (27d)

In addition, for nonlinear terms, the following identifications are given(
𝜏𝑞1

+ 𝜏𝑞2𝑇
)
≃
(
𝜏𝑞1

+ 𝜏𝑞2𝑇
𝑛
𝑖+1∕2,𝑗+1∕2

)
= (28a)(

𝜏
𝑞𝑥
𝑝1

+ 𝜏𝑞𝑥𝑝2 𝑇
)
≃
(
𝜏
𝑞𝑥
𝑝1

+ 𝜏𝑞𝑥𝑝2 𝑇
𝑛
𝑖+1∕2,𝑗+1∕2

)
=𝑥 (28b)(

𝜏
𝑞𝑦
𝑝1

+ 𝜏𝑞𝑦𝑝2 𝑇
)
≃
(
𝜏
𝑞𝑦
𝑝1

+ 𝜏𝑞𝑦𝑝2 𝑇
𝑛
𝑖+1∕2,𝑗+1∕2

)
=𝑦 (28c)

As a result, the difference equations consist of an explicit forward dif-

ferencing scheme


𝜏𝑑

𝜏𝑞1

𝑇 𝑛+1
𝑖+1∕2,𝑗+1∕2 − 𝑇

𝑛
𝑖+1∕2,𝑗+1∕2

Δ𝑡
+
𝐿2
𝐿1

𝑥(𝑞𝑥) +𝑦 = 0, (29a)



(𝑞𝑥)𝑛+1𝑖+1∕2,𝑗 − (𝑞𝑥)𝑛𝑖+1∕2,𝑗
Δ𝑡

= −(𝑞𝑥)𝑛𝑖+1∕2,𝑗 −𝑥𝑥(𝑇 ), (29b)



(𝑞𝑦)𝑛+1𝑖,𝑗+1∕2 − (𝑞𝑦)𝑖,𝑗+1∕2
Δ𝑡

= −(𝑞𝑦)𝑛𝑖,𝑗+1∕2 −𝑦𝑦(𝑇 ), (29c)

Fig. 2. Concept of the discretization for the first component of heat flux 𝑞𝑥.

Fig. 3. Concept of the discretization for heat flux component 𝑞𝑦.

Accordingly, the discrete values of temperature are shifted in 𝑥 and 
𝑦 directions

𝑇 𝑛
𝑖+1∕2,𝑗+1∕2 at 𝑡𝑛, 𝑥𝑗+1∕2, 𝑦𝑖+1∕2

and the heat flux components are only shifted in the direction corre-

sponding to their Cartesian index, i.e. 𝑞𝑦 in the 𝑥 direction while 𝑞𝑥 in 
the 𝑦 direction (see Fig. 1):

(𝑞𝑥)𝑛𝑖+1∕2,𝑗 at 𝑡𝑛, 𝑥𝑗 , 𝑦𝑖+1∕2,

(𝑞𝑦)𝑛𝑖,𝑗+1∕2 at 𝑡𝑛, 𝑥𝑗+1∕2, 𝑦𝑖.

Hence, the temperature is computed [29,35] in the internal nodes. The 
two components of heat flux, 𝑞𝑥 and 𝑞𝑦, are shifted by half space step 
Δ𝑥∕2 and Δ𝑦∕2 respectively, as it is shown in Fig. 1. Furthermore, no 
boundary conditions will be prescribed for temperature as it can be 
expressed explicitly, like function of the earlier quantities. By virtue of 
the evolution equation of the heat flux component 𝑞𝑥, (29b), the term 
𝑇 𝑛
𝑖+1∕2,𝑗+1∕2 is replaced by the following average:

𝑇 𝑛
𝑖+1∕2,𝑗+1∕2 ⟼

𝑇 𝑛
𝑖+1∕2,𝑗−1∕2 + 𝑇

𝑛
𝑖+1∕2,𝑗+1∕2

2
, (30)

as shown in the Fig. 2.

By equation (29c), the term 𝑇 𝑛
𝑖+1∕2,𝑗+1∕2 is replaced by the following 

average:

𝑇 𝑛
𝑖+1∕2,𝑗+1∕2 ⟼

𝑇 𝑛
𝑖−1∕2,𝑗+1∕2 + 𝑇

𝑛
𝑖+1∕2,𝑗+1∕2

2
, (31)

as shown in the Fig. 3.

3.1. Stability analysis

Due to the fact that a finite difference scheme can lead to instability, 
a stability analysis is recommended in order to investigate the region 
of the appropriate values of Δ𝑥, Δ𝑦 and Δ𝑡 for the given scheme. To 
study the stability of the assigned numerical scheme (29a)-(29c) the 
Von-Neumann procedure is used, then suppose that the solutions of the 
difference equations are in the following form [36]:

𝑢𝑛
𝑙,𝑗

= 𝑢0 𝜉𝑛𝑒𝑖𝑘𝑥 𝑗Δ𝑥𝑒𝑖𝑘𝑦 𝑙Δ𝑦 (32)

with 𝑢 ∈ {𝑇 , 𝑞𝑥, 𝑞𝑦}, 𝑖 is the imaginary unit, 𝑘𝑥 and 𝑘𝑦 the wave numbers, 
and 𝜉 is the growth factor representing the amplitude wave and must 
be bounded from above for stability.

Substituting the equation (32) into the difference equations, the system 
of linear algebraic equations is achieved:

𝐌 ⋅ (𝑇0, 𝑞𝑥(0), 𝑞𝑦(0))𝑇 = 0 (33)
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wherein the coefficient matrix is:

𝐌 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

𝜏𝑑

Δ𝑡

(
1 +
𝜏𝑞2

𝜏𝑞1

𝑍

)
(𝜉 − 1) 1

�̂�Δ𝑥

(
𝑒𝑖𝑘𝑥Δ𝑥 − 1

) 1
Δ𝑦

(
𝑒𝑖𝑘𝑦Δ𝑦 − 1

)
𝜏
𝑞𝑥
𝑝1
+ 𝜏𝑞𝑥𝑝2𝑍
Δ𝑥

(
1 − 𝑒−𝑖 𝑘𝑥Δ𝑥

)
1 +
𝜏𝑞1 + 𝜏𝑞2𝑍

Δ𝑡
(𝜉 − 1) 0

𝜏
𝑞𝑦
𝑝1
+ 𝜏𝑞𝑦
𝑝2𝑍

Δ𝑦
(
1 − 𝑒−𝑖 𝑘𝑦Δ𝑦

)
0 1 +

𝜏𝑞1 + 𝜏𝑞2𝑍
Δ𝑡

(𝜉 − 1)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

with 𝑍 =max
𝑖,𝑗,𝑛
𝑇 𝑛
𝑖𝑗

and �̂� =
𝐿2
𝐿1

.

Remark 2. It is worth noting that the above numerical method is de-

veloped for linear heat equations. Since a nonlinearity appears in the 
right hand side of the resulting finite difference equations (29a)-(29c), 
one could assume apriori the maximum temperature and apply a linear 
stability analysis by following von Neumann’s method [36] and Jury 
conditions [37]. In the Appendix B, we also investigated the stability 
of the present scheme in a one-dimensional situation. We admit that it 
highly relies on the initial assumption of the maximum temperature. To 
partially overcome this difficult, for a first estimation, one can execute a 
linear simulation and observe the maximum value of the resulting tem-

perature field. This value can serve as a good estimate as the practically 
relevant nonlinearities do not increase the temperature remarkably, in-

stead, they more notably distort the history.

The characteristic equation for 𝜉 (det𝐌 = 0) can be expressed as

𝑝(𝜉) = 𝑎3𝜉3 + 𝑎2𝜉2 + 𝑎1𝜉 + 𝑎0 = 0, (34)

in which the coefficients are

𝑎3 =
𝜏𝑑 (𝜏𝑞1 + 𝜏𝑞2𝑍)

3

𝜏𝑞1
(Δ𝑡)3

, (35a)

𝑎2 = −3
𝜏𝑑 (𝜏𝑞1 + 𝜏𝑞2𝑍)

3

𝜏𝑞1 (Δ𝑡)
3 + 2

𝜏𝑑 (𝜏𝑞1 + 𝜏𝑞2𝑍)
2

𝜏𝑞1 (Δ𝑡)
2 , (35b)

𝑎1 = 3
𝜏𝑑 (𝜏𝑞1 + 𝜏𝑞2𝑍)

3

𝜏𝑞1 (Δ𝑡)
3 − 4

𝜏𝑑 (𝜏𝑞1 + 𝜏𝑞2𝑍)
2

𝜏𝑞1 (Δ𝑡)
2 +

𝜏𝑞1
+ 𝜏𝑞2𝑍
Δ𝑡

(
𝜏𝑑

𝜏𝑞1

− Γ

)
, (35c)

𝑎0 = −
𝜏𝑑 (𝜏𝑞1 + 𝜏𝑞2𝑍)

3

𝜏𝑞1
(Δ𝑡)3

+ 2
𝜏𝑑 (𝜏𝑞1 + 𝜏𝑞2𝑍)

2

𝜏𝑞1
(Δ𝑡)2

−
𝜏𝑞1

+ 𝜏𝑞2𝑍
Δ𝑡

(
𝜏𝑑

𝜏𝑞1

− Γ

)
− Γ,

(35d)

Γ =
𝜏
𝑞𝑦
𝑝1

+ 𝜏𝑞𝑦𝑝2𝑍

(Δ𝑦)2
[
cos (𝑘𝑦Δ𝑦) − 1

]
+
𝜏
𝑞𝑥
𝑝1

+ 𝜏𝑞𝑥𝑝2𝑍

�̂� (Δ𝑥)2
[
cos (𝑘𝑥Δ𝑥) − 1

]
(35e)

= −2𝑆2
2

𝜏
𝑞𝑦
𝑝1

+ 𝜏𝑞𝑦𝑝2𝑍

(Δ𝑦)2
− 2𝑆2

1

𝜏
𝑞𝑥
𝑝1

+ 𝜏𝑞𝑥𝑝2𝑍

�̂� (Δ𝑥)2
≤ 0,

with 𝑆1 = sin (𝑘𝑥Δ𝑥∕2), 𝑆2 = sin (𝑘𝑦Δ𝑦∕2).

Theorem 1. The numerical scheme (29a)-(29c) is stable if the following 
conditions are satisfied

1. if Γ ≤ −
𝜏𝑑

4𝜏𝑞1
then 0 <Δ𝑡 < −

𝜏𝑑 (𝜏𝑞1 + 𝜏𝑞2𝑍)
2𝜏𝑞1Γ

,

2. if −
𝜏𝑑

4𝜏𝑞1
< Γ < 0 then 0 <Δ𝑡 < 2(𝜏𝑞1 + 𝜏𝑞2𝑍).

Proof. In order to prove this result, we apply the Jury criterion [37]. 
In fact, we have that the roots of the characteristic equation (34) are 
in module all less than 1 (this guarantees that the numerical scheme is 
stable) if the following conditions are satisfied

• 𝑝(1) ≥ 0, which is trivially verified since Γ ≤ 0;

• (−1)3𝑝(−1) > 0 ⇔ 𝑝(−1) < 0, if the restriction

𝜏𝑞1
Γ(Δ𝑡)3 + 2(𝜏𝑞1 + 𝜏𝑞2𝑍)(𝜏𝑑 − 𝜏𝑞1Γ)(Δ𝑡)

2 − 8𝜏𝑑 (𝜏𝑞1 + 𝜏𝑞2𝑍)
2Δ𝑡

+ 8𝜏𝑑 (𝜏𝑞1 + 𝜏𝑞2𝑍)
3 > 0

holds;

• |𝑎3| > |𝑎0|, which is satisfied if the inequality

0 < �̃�0 < 2𝑎3,

with

�̃�0 = 2
𝜏𝑑 (𝜏𝑞1 + 𝜏𝑞2𝑍)

2

𝜏𝑞1
(Δ𝑡)2

−
𝜏𝑞1

+ 𝜏𝑞2𝑍
Δ𝑡

(
𝜏𝑑

𝜏𝑞1

− Γ

)
− Γ

is guaranteed;

• |𝑏2| < |𝑏0|, wherein:

𝑏2 =
|||||𝑎0 𝑎1
𝑎3 𝑎2

||||| , 𝑏0 =
|||||𝑎0 𝑎3
𝑎3 𝑎0

||||| .
This inequality can be rearranged into the form

|𝑎0𝑎2 − 𝑎1𝑎3| < |𝑎20 − 𝑎23|
which is fulfilled if the condition −𝑎20 − 𝑎

2
3 < 𝑎0𝑎2 − 𝑎1𝑎3 < 𝑎

2
0 + 𝑎

2
3

holds.

After some calculation, constraints 1. and 2. are obtained from the 
above restrictions. □

In order to perform the numerical solutions, since the first condition 
of the theorem includes the term Γ, without losing its generality, after 
introducing its minimum value, min(Γ) obtained with positions 𝑆1 =
𝑆2 = 1,

min(Γ) = −2

(
𝜏
𝑞𝑦
𝑝1

+ 𝜏𝑞𝑦𝑝2𝑍
(Δ𝑦)2

+
𝜏
𝑞𝑥
𝑝1

+ 𝜏𝑞𝑥𝑝2𝑍

�̂�(Δ𝑥)2

)
, (36)

we impose the following stronger constraint for the time step Δ𝑡

Δ𝑡 < −
𝜏𝑑 (𝜏𝑞1 + 𝜏𝑞2𝑍)
2𝜏𝑞1 min(Γ)

≤ −
𝜏𝑑 (𝜏𝑞1 + 𝜏𝑞2𝑍)

2𝜏𝑞1Γ
(37)

To proceed further, after substituting the value of min(Γ), expressed by 
(36), in the relation (37), after simple calculations the final form of the 
previous inequality reads

Δ𝑡 <
𝜏𝑑

4
⋅
𝜏𝑞1

+ 𝜏𝑞2𝑍
𝜏𝑞1

⋅
�̂�(Δ𝑥)2(Δ𝑦)2

�̂�(Δ𝑥)2
(
𝜏
𝑞𝑦
𝑝1

+ 𝜏𝑞𝑦𝑝2𝑍
)
+ (Δ𝑦)2

(
𝜏
𝑞𝑥
𝑝1

+ 𝜏𝑞𝑥𝑝2𝑍
) (38)

Remark 3. It can be easily recognized that if

𝜏
𝑞𝑦
𝑝1

= 𝜏𝑞𝑦𝑝1 = 0, 𝜏
𝑞𝑥
𝑝1

= 𝜏𝑝1 , 𝜏
𝑞𝑥
𝑝2

= 𝜏𝑝2 , �̂� = 1, Δ𝑥 =Δ𝑦;

then

Δ𝑡 < (Δ𝑥)2

4
⋅
𝜏𝑞1

+ 𝜏𝑞2𝑍
𝜏𝑞1

⋅
𝜏𝑑

𝜏𝑝1
+ 𝜏𝑝2𝑍

, (39)

and the one-dimensional situation of the CV heat equation is recovered, 
[29].

4. Numerical results

In this Section, we present some numerical solutions of the nonlinear 
CV heat equation, and the effects of nonlinear terms are discussed. Con-

sider a domain with 𝐿1 = 𝐿2 = 7.9 ⋅ 10−3 m. In detail, let us choose the 
present set of material parameters, such as the mass density 𝜌0 = 2866
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Fig. 4. Temperature distribution of the sample, for different time instants, using the boundary conditions homogeneous in space. (For interpretation of the colors in 
the figure(s), the reader is referred to the web version of this article.)

kg/m3, the specific heat capacity 𝑐 = 1.81 J/(kg K), the thermal conduc-

tivity 𝜆0 = 150001 W/(m K), and the relaxation time 𝜏0 = 3.8 ⋅ 10−6 s. 
Then we obtain the following dimensionless parameters,

𝜏𝑑 = 0.4659, 𝜏𝑞1
= 0.1770, 𝜏𝑞2

= 0.01, 𝜏
𝑞𝑥
𝑝1

= 0.4659,

𝜏
𝑞𝑦
𝑝1

= 0.4659, 𝜏
𝑞𝑥
𝑝2

= 0.03; 𝜏
𝑞𝑦
𝑝2

= 0.02, �̂� = 1.

Numerical integrations are performed by using the scheme (29a)-(29c)

with the spatial and time steps Δ𝑥 = Δ𝑦 = 0.02 and Δ𝑡 = 10−5 respec-

tively, where the complete time interval is 𝑡𝑚𝑎𝑥 = 2.6 s. The initial 
conditions are expressed by (20) with the initial temperature 𝑇0 = 13
K. As regards the boundary conditions are chosen in such a way that 
only one side of the square domain is non-adiabatic. In addition, these 
conditions are expressed by relations (21)-(22) in the case of spatially 
homogeneous heat pulse is assigned or by (21)-(23) in the spatially non-

homogeneous case. In both cases, the numerical results are obtained 

using the pulse duration is 𝑡𝑝 = 1.0 ⋅ 10−5 s and the maximum heat flux 
𝑞𝑚𝑎𝑥 = 1.0 ⋅ 104 W/m2.

The values of the temperature distribution have been represented by a 
color scale ranging from yellow (maximum value) to blue (minimum 
value).

Figs. 4 and 5 display the temperature distribution in the points of 
the domain in several time instants.

It can be observed that the heat pulse assigned to the edge leads to the 
same value at every point of the non-adiabatic edge. In case it has a 
higher intensity in the center, there is a gradual decrease going towards 
the boundary propagating in the 𝑦 direction. A damping follows this 
until it reaches the opposite side, which, being adiabatic, provides a re-

flection of the thermal pulse. These rebounds continue until the thermal 
perturbation is entirely damped and the system reaches its equilibrium 
value, which, in the dimensionless case is equal to 1 (see Figs. 6(a) and 
6(b)).



International Journal of Heat and Mass Transfer 219 (2024) 124847C.F. Munafò, P. Rogolino and R. Kovács
7

Fig. 5. Temperature distribution of the sample, for different time instants, using the boundary conditions non-homogeneous in space.
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Fig. 6. Comparison between linear and nonlinear solution, with (a) boundary conditions homogeneous in space, (b) boundary conditions non-homogeneous in space.

Fig. 7. The temperature history when increasing the nonlinear parameter 𝜏𝑞2 ∈ {0, 0.01, 0.02, 0.03, 0.04, 0.05} in (a) homogeneous boundary conditions and (b) non-

homogeneous boundary conditions). Other parameters are: 𝜏𝑑 = 0.4659, 𝜏𝑞1 = 0.1770, 𝜏𝑞𝑥𝑝1 = 0.4659, 𝜏𝑞𝑥𝑝2 = 0.3, 𝜏𝑞𝑦𝑝1 = 0.4659, 𝜏𝑞𝑦𝑝2 = 0.2 and �̂� = 1.

Comparing the linear problem (24a)-(24c) with the nonlinear one 
(19a)-(19c), we can deduce that the presence of nonlinearities in ther-

mal conductivity and relaxation time (11a) and (11b) involves a delay 
in the propagation of the thermal signal.

The effects of nonlinear terms have been studied in more detail. Seem-

ingly, the parameters, 𝜏𝑞2 and 𝜏𝑞𝑦𝑝2 , act oppositely. In particular, their 
increase affects the slope when the temperature increases, implying a 
signal significantly shifted to the right or left. In fact, it is observed that 
increasing the value of the parameter 𝜏𝑞2 , the wave signal is shifted to 
the right, this occurs independently of the type of boundary conditions 
assigned (either in the homogeneous case (see Fig. 7(a)) or in the non-

homogeneous case (see Fig. 7(b)). An opposite behavior is observed if 
the value of the parameter 𝜏𝑞𝑦𝑝2 is increased, as it is emphasized in the 
Figs. 8(a) and 8(b).

It is worth pointing out the absence of variations in the signal varying 
another nonlinear parameter, 𝜏𝑞𝑥𝑝2 , (see Figs. 9(a) and 9(b)). However, 
in both situations, the solution remains stable, and the dispersive error 
can be reduced by increasing the resolution of the discretization.

Numerical stability, dissipative and dispersive errors are analyzed in 
detail in the Appendix A

5. Conclusions

In the present paper, we studied the two-dimensional CV equation’s 
linear and nonlinear versions. We considered the linear temperature 
dependence of the thermal conductivity and relaxation time, with a 
simplification that we neglect the mechanical effects at this stage of re-

search. We used a staggered numerical scheme for discretization, for 
which we proved its stability and convergence properties. We note 
that the method to estimate the stability limit by reducing the origi-

nal nonlinear problem to a linear one can be helpful but still lacks the 
mathematical rigor to provide a more reliable a-priori estimation for the 
maximum value of the temperature field. Despite this, it helped us to 
run efficient simulations. Regarding the solutions, we studied temper-

ature histories which could be measured in a heat pulse experiment. 
We found that changing both 𝑇 -dependent material parameters can 
significantly modify the measurable temperature history. On the one 
hand, they affect the steepness of the wavefront, therefore, from an 
experimental point of view, that could be an immediate indicator of 
any nonlinearities. On the other hand, the parameters can result in op-

posite effects, making it more challenging to uniquely determine the 
exact nonlinearities observed in the measurement. Interestingly, in a 
two-dimensional situation with spatially non-homogeneous boundary 
conditions, there is a remarkable delay in the second rear-side reflec-

tion compared to the linear case. Stronger oscillations are present, too. 
These oscillations are not artificial, as we excluded that possibility by 
investigating the dispersion properties of the scheme. These attributes 
together can be helpful for future experimental studies.

It is also worth pointing out that, since the real heat transfer sit-
uations are associated with complex geometries, in future researches 
the analysis of nonlinear heat conduction could be extended to situ-

ations with irregular domains. Although the solution method is not 
restricted to the present case, it is indeed difficult to implement that 
method for complicated geometries. More complex geometries can also 
be solved by other numerical methods such as the finite element or fi-

nite volume method, [38]. However, it is also useful to mention that the 
finite element discretization of such problems is not straightforward. 
Previous analyses performed with COMSOL showed that even in a one-

dimensional case, [35], COMSOL can lead to false solutions. Therefore, 
our aim is to first study the behavior of such nonlinear heat equation 
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Fig. 8. The temperature history for increasing the nonlinear parameter 𝜏𝑞𝑦𝑝2 ∈ {0, 0.01, 0.05, 0.1, 0.2, 0.3} in (a) homogeneous boundary conditions and (b) non-

homogeneous boundary conditions). Other parameters are: 𝜏𝑑 = 0.4659, 𝜏𝑞1 = 0.1770, 𝜏𝑞2 = 0.01, 𝜏𝑞𝑥𝑝1 = 0.4659, 𝜏𝑞𝑥𝑝2 = 0.3, 𝜏𝑞𝑦𝑝1 = 0.4659 and �̂� = 1.

Fig. 9. The temperature history when increasing the nonlinear parameter 𝜏𝑞𝑥𝑝2 ∈ {0, 0.01, 0.05, 0.1, 0.2, 0.3} in (a) homogeneous boundary conditions and (b) non-

homogeneous boundary conditions). Other parameters are: 𝜏𝑑 = 0.4659, 𝜏𝑞1 = 0.1770, 𝜏𝑞2 = 0.01, 𝜏𝑞𝑥𝑝1 = 0.4659, 𝜏𝑞𝑦𝑝1 = 0.4659, 𝜏𝑞𝑦𝑝2 = 0.2 and �̂� = 1.

with a thorough numerical analyses, and it is our future plan to extend 
our results to more complicated problems.
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Appendix A. Dissipation and dispersion errors of 
two-dimensional nonlinear CV model

The investigation of the dissipation (artificial decrease of the ampli-

tude) and dispersion errors (artificial oscillations) is an important task 
as the simulation outcomes can be significantly distorted by these er-

rors.

As it is possible to see from the Fig. A.11, using non-homogeneous 
boundary conditions the solution is affected by more evident oscilla-

tions. In both situations the significant oscillations highlighted in the 
Figs. A.10 (c)-(d) and A.11 (c)-(d) leading to the instability of the so-

lution are the consequence of the fact that the time step is higher than 
the threshold value of time step that guarantees the stability of the so-

lution.

More insight is provided by Figs. A.12, A.13, A.14 and A.15.
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Fig. A.10. Homogeneous boundary conditions in space, Δ𝑥 =Δ𝑦 = 0.02, Δ𝑡𝑚𝑖𝑛 = 5.0367 ⋅10−5 (a) Δ𝑡 = 10−5 , (b) Δ𝑡 =Δ𝑡𝑚𝑖𝑛, (c)-(d) Δ𝑡 = 1.2 ⋅10−4 and (e)-(f) Δ𝑡 = 1.5 ⋅10−4 .
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Fig. A.11. Non-homogeneous boundary conditions in space, Δ𝑥 = Δ𝑦 = 0.02, Δ𝑡𝑚𝑖𝑛 = 5.0367 ⋅ 10−5 (a) Δ𝑡 = 10−5 , (b) Δ𝑡 = Δ𝑡𝑚𝑖𝑛, (c)-(d) Δ𝑡 = 1.2 ⋅ 10−4 and (e) Δ𝑡 =
11

1.5 ⋅ 10−4 .
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Fig. A.12. (a)-(b) The roots of 𝑝(𝜉) and (c) their argument, with Δ𝑥 =Δ𝑦 = 0.02, Δ𝑡 = 10−5 ≤Δ𝑡𝑚𝑖𝑛 = 5.0367 ⋅ 10−5 . The maximum is chosen 𝑍 = 3. The maximum of the 
12

modulus of each roots is: max |𝜉1| = 1.00000, max |𝜉2| = 0.99998, max |𝜉3| = 0.99998.
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Fig. A.13. (a)-(b) The roots of 𝑝(𝜉) and (c) their argument, with Δ𝑥 =Δ𝑦 = 0.02, Δ𝑡 = 10−6 ≤Δ𝑡𝑚𝑖𝑛 = 5.0367 ⋅ 10−5 . The maximum is chosen 𝑍 = 3. The maximum of the 
modulus of each roots is: max |𝜉1| = 1.00000, max |𝜉2| = 1.00000, max |𝜉3| = 1.00000.

Fig. A.14. The roots of 𝑝(𝜉) with Δ𝑥 =Δ𝑦 = 0.02, Δ𝑡 = 1.5 ⋅ 10−4 ≥Δ𝑡𝑚𝑖𝑛 = 5.0367 ⋅ 10−5 . The maximum is chosen 𝑍 = 3. The maximum of the modulus of each roots is: 
13

max |𝜉1| = 1.0000, max |𝜉2| = 1.00018, max |𝜉3| = 1.00018.
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Fig. A.15. The roots of 𝑝(𝜉) with Δ𝑥 = Δ𝑦 = 0.02, Δ𝑡 = 10−3 ≥ Δ𝑡𝑚𝑖𝑛 = 5.0367 ⋅ 10−5 . The maximum is chosen 𝑍 = 3. The maximum of the modulus of each roots is: 
max |𝜉1| = 1.0000, max |𝜉2| = 1.02131, max |𝜉3| = 1.02131.

Appendix B. Stability, dissipation and dispersion errors of the 
one-dimensional nonlinear CV model

Here we recall some results presented in [29] with the aim of in-

vestigating the dispersion and dissipation errors in the case of the one-

dimensional nonlinear CV heat equation. The characteristic equation 
for 𝜉 (det𝐌 = 0) can be expressed as

𝑝(𝜉) = 𝑎2𝜉2 + 𝑎1𝜉 + 𝑎0 = 0, (B.1)

for which the coefficients are the following:

𝑎2 =
𝜏𝑝1

(𝜏𝑞1 + 𝜏𝑞2𝑍)
2

𝜏𝑞1
(Δ𝑡)2

, (B.2a)

𝑎1 = −2
𝜏𝑝1

(𝜏𝑞1 + 𝜏𝑞2𝑍)
2

𝜏𝑞1 (Δ𝑡)
2 +

𝜏𝑝1
(𝜏𝑞1 + 𝜏𝑞2𝑍)

Δ𝑡
, (B.2b)

𝑎0 =
𝜏𝑝1

(𝜏𝑞1 + 𝜏𝑞2𝑍)
2

𝜏𝑞1 (Δ𝑡)
2 −

𝜏𝑝1
(𝜏𝑞1 + 𝜏𝑞2𝑍)

Δ𝑡
+

2(𝜏𝑝1 + 𝜏𝑝2𝑍)

(Δ𝑥)2
[
cos (𝑘𝑥Δ𝑥) − 1

]
=
𝜏𝑝1

(𝜏𝑞1 + 𝜏𝑞2𝑍)
2

𝜏𝑞1
(Δ𝑡)2

−
𝜏𝑝1

(𝜏𝑞1 + 𝜏𝑞2𝑍)
Δ𝑡

−
2(𝜏𝑝1 + 𝜏𝑝2𝑍)

(Δ𝑥)2
𝑆2, (B.2c)

with 𝑆 = sin (𝑘Δ𝑥∕2).

Theorem 2. The numerical scheme is stable if the following conditions are 
satisfied

1. Δ𝑡 < 2(𝜏𝑞1 + 𝜏𝑞2𝑍),

2. Δ𝑡 < (Δ𝑥)2

4
⋅
𝜏𝑞1

+ 𝜏𝑞2𝑍
𝜏𝑞1

⋅
𝜏𝑝1

𝜏𝑝1
+ 𝜏𝑝2𝑍

.

Proof. For details, see [29]. □

Similarly to the two-dimensional case, the analysis of the dissipation 
and dispersion errors is shown in the Figs. B.16, B.17, B.18, B.19.
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Fig. B.16. BC homogeneous in space, Δ𝑥 = 0.02,Δ𝑡𝑚𝑖𝑛 = 9.8015 ⋅ 10−5 (a) Δ𝑡 = 10−6 , (b) Δ𝑡 = 10−5 , (c)-(d) Δ𝑡 =Δ𝑡𝑚𝑖𝑛 and (e)-(f) Δ𝑡 = 1.2 ⋅ 10−4 .
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Fig. B.17. (a)-(b) The roots of 𝑝(𝜉) and (c) the argument, with Δ𝑥 = 0.02, Δ𝑡 = 10−5 ≤ Δ𝑡𝑚𝑖𝑛 = 9.8015 ⋅ 10−5 . The maximum is chosen 𝑍 = 3. The maximum of the 
16

modulus of each roots is: max |𝜉1| = 1.00000, max |𝜉2| = 1.00000.
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Fig. B.18. (a)-(b) The roots of 𝑝(𝜉) and (c) the argument, with Δ𝑥 = 0.02, Δ𝑡 = 10−6 ≤ Δ𝑡𝑚𝑖𝑛 = 9.8015 ⋅ 10−5 . The maximum is chosen 𝑍 = 3. The maximum of the 
modulus of each roots is: max |𝜉1| = 1.00000, max |𝜉2| = 1.00000.

Fig. B.19. (a)-(b) The roots of 𝑝(𝜉) and (c) the argument, with Δ𝑥 = 0.02, Δ𝑡 = 1.5 ⋅ 10−4 ≥ Δ𝑡𝑚𝑖𝑛 = 9.8015 ⋅ 10−5 . The maximum is chosen 𝑍 = 3. The maximum of the 
17

modulus of each roots is: max |𝜉1| = 1.00019, max |𝜉2| = 1.00019.
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Appendix C. Accuracy order of nonlinear model

It is possible to estimate the accuracy order of the numerical scheme 
(in powers of Δ𝑥, Δ𝑦 and Δ𝑡). The error of the prediction for (𝑞𝑥)𝑛+1𝑖+1∕2,𝑗
reads

(𝑞𝑥)𝑛+1𝑖+1∕2,𝑗 − 𝑞𝑥(𝑥𝑗 , 𝑦𝑖+1∕2, 𝑡𝑛+1) =

(
Δ𝑡

𝜏𝑞1
+ 𝜏𝑞2𝑇

𝑛
𝑖+1∕2,𝑗+1∕2

− 1

)
(𝑞𝑥)𝑛𝑖+1∕2,𝑗

−

(
𝜏
𝑞𝑥
𝑝1

+ 𝜏𝑞𝑥𝑝2 𝑇
𝑛
𝑖+1∕2,𝑗+1∕2

)
(
𝜏𝑞1

+ 𝜏𝑞2𝑇
𝑛
𝑖+1∕2,𝑗+1∕2

) ⋅
Δ𝑡
Δ𝑥

⋅
(
𝑇 𝑛
𝑖+1∕2,𝑗+1∕2 − 𝑇

𝑛
𝑖+1∕2,𝑗−1∕2

)
− 𝑞𝑥(𝑥𝑗 , 𝑦𝑖+1∕2, 𝑡𝑛+1)

≃

(
Δ𝑡

𝜏𝑞1
+ 𝜏𝑞2𝑇 (𝑥𝑗+1∕2, 𝑥𝑖+1∕2, 𝑡𝑛)

− 1

)
𝑞𝑥(𝑥𝑗 , 𝑦𝑖+1∕2, 𝑡𝑛)

− 𝑞𝑥(𝑥𝑗 , 𝑦𝑖+1∕2, 𝑡𝑛+1) −

(
𝜏
𝑞𝑥
𝑝1

+ 𝜏𝑞𝑥𝑝2 𝑇
𝑛
𝑖+1∕2,𝑗+1∕2

)
(
𝜏𝑞1

+ 𝜏𝑞2𝑇 (𝑥𝑗+1∕2, 𝑥𝑖+1∕2, 𝑡𝑛)
)

⋅
Δ𝑡
Δ𝑥

⋅
[
𝑇 (𝑥𝑗+1∕2, 𝑦𝑖+1∕2, 𝑡𝑛) − 𝑇 (𝑥𝑗−1∕2, 𝑥𝑖+1∕2, 𝑡𝑛)

]
= −

[
𝑞𝑥(𝑥𝑗 , 𝑦𝑖+1∕2, 𝑡𝑛+1) − 𝑞𝑥(𝑥𝑗 , 𝑦𝑖+1∕2, 𝑡𝑛)

]
+Δ𝑡 ⋅

𝑞𝑥(𝑥𝑗 , 𝑦𝑖+1∕2, 𝑡𝑛)
𝜏𝑞1

+ 𝜏𝑞2𝑇 (𝑥𝑗+1∕2, 𝑥𝑖+1∕2, 𝑡𝑛)
−

(
𝜏
𝑞𝑥
𝑝1

+ 𝜏𝑞𝑥𝑝2 𝑇
𝑛
𝑖+1∕2,𝑗+1∕2

)
(
𝜏𝑞1

+ 𝜏𝑞2𝑇 (𝑥𝑗+1∕2, 𝑥𝑖+1∕2, 𝑡𝑛)
)

⋅
Δ𝑡
Δ𝑥

⋅
[
𝑇 (𝑥𝑗+1∕2, 𝑦𝑖+1∕2, 𝑡𝑛) − 𝑇 (𝑥𝑗−1∕2, 𝑥𝑖+1∕2, 𝑡𝑛)

]
= −Δ𝑡 ⋅

𝜕𝑞𝑥

𝜕𝑡
(𝑥𝑗 , 𝑦𝑖+1∕2, 𝑡𝑛) + 𝑜(Δ𝑡2) + Δ𝑡 ⋅

𝑞𝑥(𝑥𝑗 , 𝑦𝑖+1∕2, 𝑡𝑛)
𝜏𝑞1

+ 𝜏𝑞2𝑇 (𝑥𝑗+1∕2, 𝑥𝑖+1∕2, 𝑡𝑛)

−

(
𝜏
𝑞𝑥
𝑝1

+ 𝜏𝑞𝑥𝑝2 𝑇
𝑛
𝑖+1∕2,𝑗+1∕2

)
(
𝜏𝑞1

+ 𝜏𝑞2𝑇 (𝑥𝑗+1∕2, 𝑥𝑖+1∕2, 𝑡𝑛)
) ⋅

Δ𝑡
Δ𝑥

⋅
[
Δ𝑥 ⋅ 𝜕𝑇

𝜕𝑥
(𝑥𝑗 , 𝑥𝑖+1∕2, 𝑡𝑛) + 𝑜(Δ𝑥3)

]
= 𝑜(Δ𝑡2) + 𝑜(Δ𝑥2),

after Taylor series expansion, simplification, and use of equation (19b).

Analogously, after executing the same calculations, for the second com-

ponent of heat flux we obtain

(𝑞𝑦)𝑛+1𝑖,𝑗+1∕2 − 𝑞𝑦(𝑥𝑗+1∕2, 𝑦𝑖, 𝑡𝑛+1) = 𝑜(Δ𝑡
2) + 𝑜(Δ𝑦2).

The error of the prediction for 𝑇 𝑛+1
𝑖+1∕2,𝑗+1∕2 is expressed as

𝑇 𝑛+1
𝑖+1∕2,𝑗+1∕2 − 𝑇 (𝑥𝑗+1∕2, 𝑦𝑖+1∕2, 𝑡𝑛+1) = 𝑇

𝑛
𝑖+1∕2,𝑗+1∕2

− �̂�

[
(𝑞𝑥)𝑛𝑖+1∕2,𝑗+1 − (𝑞𝑥)𝑛𝑖+1∕2,𝑗

]
𝜏𝑑

(
1 +
𝜏𝑞2

𝜏𝑞1

𝑇 𝑛
𝑖+1∕2,𝑗+1∕2

) ⋅
Δ𝑡
Δ𝑥

−

[
(𝑞𝑦)𝑛𝑖+1,𝑗+1∕2 − (𝑞𝑦)𝑛𝑖,𝑗+1∕2

]
𝜏𝑑

(
1 +
𝜏𝑞2

𝜏𝑞1

𝑇 𝑛
𝑖+1∕2,𝑗+1∕2

) ⋅
Δ𝑡
Δ𝑦

− 𝑇 (𝑥𝑗+1∕2, 𝑦𝑖+1∕2, 𝑡𝑛+1)

≃ −
[
𝑇 (𝑥𝑗+1∕2, 𝑦𝑖+1∕2, 𝑡𝑛+1) − 𝑇 (𝑥𝑗+1∕2, 𝑦𝑖+1∕2, 𝑡𝑛)

]
− �̂�

[
𝑞𝑥(𝑥𝑗+1, 𝑦𝑖+1∕2, 𝑡𝑛) − 𝑞𝑥(𝑥𝑗 , 𝑦𝑖+1∕2, 𝑡𝑛)

]
𝜏𝑑

(
1 +
𝜏𝑞2

𝜏𝑞1

(𝑥𝑗+1∕2, 𝑦𝑖+1∕2, 𝑡𝑛)

) ⋅
Δ𝑡
Δ𝑥

−

[
𝑞𝑦(𝑥𝑗+1∕2, 𝑦𝑖+1, 𝑡𝑛) − 𝑞𝑦(𝑥𝑗+1∕2, 𝑦𝑖, 𝑡𝑛)

]
𝜏𝑑

(
1 +
𝜏𝑞2

𝜏𝑞1

𝑇 (𝑥𝑗+1∕2, 𝑦𝑖+1∕2, 𝑡𝑛)

) ⋅
Δ𝑡
Δ𝑦

= −Δ𝑡 ⋅ 𝜕𝑇
𝜕𝑡

(𝑥𝑗+1∕2, 𝑦𝑖+1∕2, 𝑡𝑛) + 𝑜(Δ𝑡2)

− �̂�

𝜏𝑑

(
1 +
𝜏𝑞2

𝜏𝑞1

𝑇 𝑛
𝑖+1∕2,𝑗+1∕2

) ⋅
Δ𝑡
Δ𝑥

⋅
[
𝜕𝑞𝑥

𝜕𝑥
(𝑥𝑗 , 𝑦𝑖+1∕2, 𝑡𝑛)Δ𝑥+ 𝑜(Δ𝑥2)

]

− 1

𝜏𝑑

(
1 +
𝜏𝑞2

𝜏𝑞1

𝑇 𝑛
𝑖+1∕2,𝑗+1∕2

) ⋅
Δ𝑡
Δ𝑦

⋅
[
𝜕𝑞𝑦

𝜕𝑦
(𝑥𝑗+1∕2, 𝑦𝑖, 𝑡𝑛)Δ𝑦+ 𝑜(Δ𝑦2)

]

= 𝑜(Δ𝑡2) + 𝑜(Δ𝑥) + 𝑜(Δ𝑦),

after Taylor series expansion, cancellation and use of equation (19a).

Finally

𝑇 𝑛+1
𝑖+1∕2,𝑗+1∕2 − 𝑇 (𝑥𝑗+1∕2, 𝑦𝑖+1∕2, 𝑡𝑛+1) = 𝑜(Δ𝑡

2) + 𝑜(Δ𝑥) + 𝑜(Δ𝑦),

(𝑞𝑥)𝑛+1𝑖+1∕2,𝑗 − 𝑞𝑥(𝑥𝑗 , 𝑦𝑖+1∕2, 𝑡𝑛+1) = 𝑜(Δ𝑡
2) + 𝑜(Δ𝑥2),

(𝑞𝑦)𝑛+1𝑖,𝑗+1∕2 − 𝑞𝑦(𝑥𝑗+1∕2, 𝑦𝑖, 𝑡𝑛+1) = 𝑜(Δ𝑡
2) + 𝑜(Δ𝑦2),

(C.1)

hence is proved the numerical scheme is second order accurate in time 
and first order in space, globally it is of order one.
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