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ABSTRACT

Coronal loops are known to host Alfvén waves propagating in the corona from the lower layers of the solar atmosphere and
because of their internal structure, phase mixing is likely to occur. The structure of the coronal loop could be significantly affected
by the thermodynamic feedback of the heating generated by phase mixing. However, this phenomenon can be sensitive to the
period of the propagating Alfvén waves due to how short period waves can be easily dissipated and the way long-period waves
may accumulate considerable energy in resonating coronal loops. Using the LARE2D code, a coronal loop model of a field-aligned
thermodynamic equilibrium and a cross-field background heating profile is created, with an additional forcing term added to
drive Alfvén waves with coronal amplitudes between 5-30kms~!. We show that high-frequency waves can generate heating
corresponding to a ~10 per cent increase of the initial coronal shell temperature, chromospheric upflows of up to 0.6kms™!
and a coronal shell mass increase of ~15 per cent. These changes are sufficient to alter and maintain a new coronal loop density
structure, broadening the region where efficient phase mixing (and therefore heating) occurs. In contrast, low-frequency waves
are unable to be effectively dissipated, resulting in minimal changes to the loop structure. We see little evidence of wave energy
accumulation in the corona and are unable to conclude that the dissipation of low-frequency Alfvén waves can be an effective

heating mechanism in coronal loops in the setup used in this study.
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1 INTRODUCTION

The coronal heating problem is a longstanding question, with
the heating by magnetohydrodynamic (MHD) wave energy one
suggested mechanism to address the problem (see reviews by e.g.
Parnell & De Moortel 2012; Arregui 2015; Klimchuk 2015; Van
Doorsselaere et al. 2020; Srivastava et al. 2021). Observational
data indicates that a wide spectrum of MHD waves is present in
the corona, carrying a significant amount of wave energy (e.g. De
Moortel & Nakariakov 2012; Jess et al. 2016; Hinode Review Team
et al. 2019). The presence of waves does not necessarily imply that
the energy contained in these waves is dissipated on time and/or
length-scales that address the coronal heating problem (see e.g.
Arregui 2015). However, Okamoto et al. (2015) presented direct
observational evidence of the dissipation process of MHD waves
and subsequent heating, supported by numerical simulations in an
accompanying paper by Antolin et al. (2015).

Classical dissipation of wave energy has long been known to
be too inefficient in coronal plasma due to the large associated
length-scales, with phase mixing suggested as one mechanism to
address this problem (Heyvaerts & Priest 1983). Phase mixing occurs
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when Alfvén waves propagate along neighbouring field lines with
different Alfvén speeds, becoming increasingly out of phase, creating
smaller length-scales which increase the efficiency of dissipation.
Heyvaerts & Priest (1983) also postulated that the efficiency of wave
energy dissipation can be enhanced if waves become trapped and
phase mix in time. Such conditions can occur in coronal loops,
where for example reflection off the transition regions (TR) could
effectively trap low-frequency waves in the corona, allowing for the
build up of wave energy over time and creating the conditions for
temporal phase mixing. In contrast, the dissipation of phase mixed
high frequency waves is known to be highly efficient, but the energy
of these waves is more easily lost through transmission through
the TRs downwards into the chromosphere (see e.g. Hollweg 1984;
Berghmans & de Bruyne 1995; De Pontieu, Martens & Hudson
2001). Hence, it is still unclear whether the dissipation of high or low-
frequency waves is more likely to contribute effectively to coronal
heating.

When impulse heating events occur in the corona, the increased
conductive flux drives material from the chromosphere upwards into
the corona through evaporation, increasing coronal density. Unless
the heating is maintained, the enhanced radiation and thermal con-
duction cool the corona, draining mass from the loop. Observational
evidence of chromospheric upflows and downflows has been found
in multiple studies (e.g. Winebarger et al. 2013), and 3D modelling
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Loop evolution from Alfvén wave phase mixing

has suggested that chromospheric flows and waves may result from
the same impulsive events (Ofman, Wang & Davila 2012).

Computational modelling of Alfvén wave phase mixing is chal-
lenging as high resolution is required to fully resolve the small
length-scales of the phase mixed waves. The complex physics of
the chromosphere presents additional computational challenges and
therefore is often neglected, but recent work by McMurdo et al.
(2023) studied the phase mixing of Alfvén waves in a partially ionized
plasma. For high frequency waves, they showed that depending
on the ionization degree of the plasma, Cowling diffusion may be
sufficiently large to balance radiative losses of the chromosphere.
For our study, where our main focus is on the coronal aspects
of the model, we simplify the latter problem by considering the
chromosphere as a simple isothermal mass reservoir at both ends of
the loop (e.g Cargill, Warren & Bradshaw 2015). The importance of
numerical resolution in the TR has been a point of considerable study,
with Bradshaw & Cargill (2013) finding that an underresolved loop
TR can underestimate the peak density by at least a factor of two.
To address this problem whilst avoiding unworkable computational
costs, Lionello, Linker & Miki¢ (2009) and Miki¢ et al. (2013)
proposed modifying the thermal conductivity and optically thin
radiation below a fixed temperature value, leading to a broadening of
the TR without significantly changing the coronal properties of the
loop. An alternative method was developed by Johnston et al. (2017)
who treated the TR as a discontinuity, conserving energy through
the implementation of a jump condition. This approach has been
expanded into the Transition Region Adaptive Conduction (TRAC)
method, which removes the influence of numerical resolution on the
coronal density response to heating (see e.g Johnston & Bradshaw
2019; Johnston et al. 2021; Zhou et al. 2021, for examples of TRAC
implementation).

Most computational models used to study phase mixing in coronal
loops start from a pre-existing Alfvén speed profile, often by
imposing a gradient in the density and temperature to maintain
pressure balance. Cargill, De Moortel & Kiddie (2016) investigated
the self-consistency of such models, showing that phase mixing
can increase the efficiency of wave energy dissipation, but that
the heating was not sufficient to maintain any imposed density
gradients required to phase mix. They also analysed whether the
chromospheric evaporation generated by heating would be sufficient
to modify the local density profiles, concluding that the density
remained largely unmodified within the cooling and draining time-
scales (see also Ofman, Klimchuk & Davila 1998). Van Damme
et al. (2020) self-consistently explored the feedback process through
evaporation associated with Alfvén wave phase mixing, using an
imposed background heating profile to create a loop profile with shell
(boundary) regions with strong Alfvén speed gradients. Although
the high frequency waves were efficiently dissipated, only modest
heating occurred inside the shell regions, which did not generate
a sufficient mass increase through evaporation to affect the local
density profile. Furthermore, the background heating profile was
multiple orders of magnitude larger than the wave heating, signifying
that wave heating alone may be unable to maintain the density
structure required for phase mixing.

Observational studies have mostly shown coronal wave oscilla-
tions with periods of a few minutes (e.g. De Moortel & Nakariakov
2012), which in this paper we will consider to be low-frequency
waves. Low-frequency waves are of particular interest to the coronal
heating question as they are thought to be efficient carriers of energy.
In addition, if some of the wave energy carried by the low-frequency
waves can reach the corona, the steep TRs at both ends of a coronal
loop may act as a barrier, effectively trapping the wave energy in the
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coronal part of the loop. In situ generation would be an alternative
possibility to lead to low-frequency wave energy in the coronal part
of the loop. Although phase mixing would be slower (and would
possibly be temporal rather than spatial phase mixing), if the wave
energy is largely trapped in the coronal part, it would still lead to
efficient dissipation.

In this paper, we expand upon the model used in Van Damme
et al. (2020), increasing the amplitude of the coronal waves to
match amplitudes suggested by observational data and extending
the study to lower frequency waves. A 2D coronal loop model is
presented, containing a transverse density profile and continuous
Alfvén wave driver. We investigate the heating generated from the
viscous dissipation of phase mixed Alfvén waves, subsequent field-
aligned flows, evolution of the density profile, and impact on the
phase mixing process. The results are presented in three sections.
First, a comparison between a viscous and ideal high frequency
(period, P = 10 s) driver is performed. Second, a parameter study on
the period of the high frequency driver, to examine the sensitivity of
the system. Third, a comparison between the high frequency driver
examined in part one and a low-frequency driver (P = 100s) is
presented.

2 METHOD

2.1 Model

To study the phase mixing of Alfvén waves, a 2D numerical model of
a coronal loop is created using the LARE2D code (Arber et al. 2001).
We solve the set of normalized MHD equations:

0
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Here, p is the mass density, v is the velocity, D/ Dt is the convec-
tive derivative, P is the gas pressure, j is the current density, B is the
P

magnetic field, » is the number density, and € = 0D the specific

internal energy. The viscous force is given by: Fyic = pvV2v, where
w = pv is the dynamic viscosity coefficient and Qi = pvVuv :
Vo is the corresponding heating term. A semicircular field-aligned

gravitational acceleration g;(y) = g cos (2;;'?”) is included. The

conductive flux is given by ¢ = —x BYDE and the optically thin
radiative loss function A(T) = xT“ (Klimchuk, Patsourakos &
Cargill 2008).

To obtain a 2D coronal loop model, a 1D thermodynamic equi-
librium in the field-aligned direction is combined with a transverse
heating profile. The coordinate system used defines y as the field-
aligned direction, x as the cross-field direction, and z as the
invariant direction. The field-aligned equilibrium comprises an 8Mm
isothermal (T = 2.0 x 10* K) chromosphere at each end of the loop,
with a TR separating the chromospheric and coronal parts of the
domain. A simplistic chromosphere that does not contain optically
thick radiation or other appropriate chromospheric physics is used
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Figure 1. Contour plots of the initial temperature (left) and density (right) profiles after numerical relaxation. The horizontal black lines represent the TR

boundaries.

as an isothermal mass reservoir (Cargill et al. 2015). The transverse
background heating profile is given by

H,+H H, — H
Hig(x) = 2 L,

5 5 ! tanh a(—|x| + b), (7

where a = SMm™" and b = 1 Mm are parameters that determine
the steepness and width of the heating function respectively, and
H, =4H, and H; = 3.6 x 10°°Jm™3 s~ ! are the background heat-
ing parameters used to obtain the 1D thermodynamic equilibrium in
the interior.

Periodic boundary conditions are implemented in the x-direction
and zero gradient boundary conditions are applied in y. The numeri-
cal domain is 4 Mm x 120 Mm, with a grid resolution of 256 x 4096.
A temperature floor is set at T = 2.0 x 10* K. We adopt the widely
used approach of Lionello et al. (2009) and Miki¢ et al. (2013) to
model a broader TR in order to improve the spatial resolution of the
TR with this grid:

T3 T>T,
K (T) = 5 (8)
KkoTe T <T,
A(T) T>T.
A(T) = 3
=9 a) (Tl) T <T. 2

By increasing the thermal conduction and decreasing the optically
thin radiation below a cutoff temperature 7, the temperature length-
scale Lt =T/| a%' is increased to above the size of the grid resolu-
tion, numerically resolving the TR. For all simulations presented, 7.
is set to 5.0 x 10°K.

Using an initially uniform magnetic field B, = 10 G, the system is
numerically relaxed until the field-aligned and cross-field velocities
v, and v, are sufficiently small. After numerical relaxation, the cross-
field heating profile creates a density ratio between the interior and
exterior of p;/p. = 2.5 at the loop apex. Between the interior and
exterior regions, there is a density gradient present where phase
mixing can occur (see Fig. 1). We will refer to these regions as the
‘shell’ regions. The internal and external coronal domains are 90 Mm
and 84 Mm in length, respectively.

MNRAS 535, 1640-1651 (2024)

2.2 Driver

A sinusoidal driver is applied to 10 gridpoints centred around y=10
Mm (i.e. inside the 1st TR) and uniformly across the x domain. The
driver is implemented as an additional force in the z-component of
the momentum equation:

F, = —pVow cos(wt), (10)

where w = 27” is the angular frequency, P is the period of the driver
and Vy = 24.5kms~! is a constant based on the local Alfvén speed.
This additional force term generates Alfvén waves in the field-aligned
direction, which propagate upwards into the corona and downwards
into the chromosphere. The downwards waves will at some point
reflect back upwards towards the corona, due to the large density
gradients in the chromosphere. The location of reflection will differ
depending on the numerical resolution, location of the driven region,
and period of the driven waves.

For the high frequency cases presented in this paper, the chro-
mospheric reflection will interact with the driven region after 700—
900, whereas for the low-frequency simulations, the interactions
occur after 2400s. This is shown in Fig. 2, where the 10s driver
steps once after 700 s before oscillating around a constant value, and
the 100 s driver steps every 2400s. After reflections, both the 10s
and 100s drivers generate Alfvén waves with coronal amplitudes
of 5-30kms~!, which is consistent with observational values (e.g.
Mclntosh et al. 2011; Weberg, Morton & McLaughlin 2018).

3 RESULTS

The results of this paper are split into three sections. First, a detailed
analysis is presented of a single simulation with a high-frequency
driver (period P=10 s). Next, a parameter study of high-frequency
drivers (P=10 - 12.5 s) is performed, to investigate the sensitivity
of the system. Finally, the study is expanded to lower frequency
drivers, with periods of P= 100, 300, 600 s and compared to a 10s
driver. For all non-ideal simulations, we use a dynamic viscosity
pv =5 x 10~*kgm™'s~!, with zero resistivity to avoid diffusion of
the background magnetic field. To distinguish between evaporative
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Figure 2. Plot of the maximum |v;| in the exterior (black), shell (blue), and
interior (red) regions for the viscous P = 10s (solid) and P = 100 s (dashed)
simulations.
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Figure 3. Contour plot of v, at t=1900 s for the viscous P=10 s simulation.

upflows resulting from coronal heating and other field-aligned flows,
ideal versions of the P=10 s and P=100 s drivers were also run.

3.1 P = 10ssimulations

Initially, we consider the case of a high frequency driver, generating
Alfvén waves with a period of P = 10s. For the 10s driver, the
chromospheric reflection interacts with the driven region at 700s,
after which the amplitude of the waves propagating into the corona
remains roughly constant. The amplitude of the coronal Alfvén waves
increases to between 12-27 kms~! (solid lines in Fig. 2), with the
highest amplitudes occurring in the less dense external region.

Fig. 3 shows a contour plot of v, for the P=10 s simulation at a time
after the amplitude has increased. In the shell regions, efficient phase
mixing creates fine scale structuring, leading to full dissipation of
the waves. The wavelength of the waves in the corona is sufficiently
small such that the TR does not act as a barrier, allowing almost all of
the Alfvén waves in the interior and exterior regions to be transmitted
out of the corona.

Fig. 4 shows the field-aligned component of the Poynting flux
passing through the 1st (solid line) and 2nd (dashed line) TR-coronal
boundaries, volume and time integrated inside the left shell region,
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Figure 4. Plot of the time integrated Poynting flux, f; [S[E x Bl dSdr,
where S is the TR-coronal boundary inside the left shell region. The solid
lines represent the Poynting flux passing through the 1st TR-coronal boundary
(black viscous, red ideal), and the dashed lines the 2nd TR-coronal boundary.

fot JSLE x B], dS dr. The rate of flux injection (gradient of the solid
line) changes once at the reflection time, before remaining constant,
implying that a near constant amount of flux is injected into the
system by the driver. As expected, the flux passing into and out of
the coronal domain for the ideal simulation (red) is approximately
equal. In the viscous simulation, nearly all the flux (93 percent) is
dissipated across the full width of shell region, indicating that even
at the edges of the shell where the Alfvén speed gradient is weaker,
phase mixing is still sufficiently efficient to dissipate the majority of
the flux.

Viscous dissipation of the flux in the shell regions causes signif-
icant heating, generating evaporative upflows into the corona and
hence increasing the coronal mass. Fig. 5 shows the relative change
in temperature (T;OTU — top row) and density (bottom row), and the
field-aligned flow (v, — middle row) in the first half of the loop,
at five different times in the simulation. From the temperature at
early times (first 2 panels), it is clear that the initial heating occurs
inside the coronal region, with the temperature change travelling
downwards into the TR at later times (f = 1000s panel). The top
and bottom panel of Fig. 6 display the evolution of temperature
and density at the apex of the loop in the centre of the left shell
region (x = —1.1 Mm, y = 60 Mm). Limited heating occurs until
the reflection time (first vertical dashed line in Fig. 6), after which the
larger Poynting flux brings more wave energy into the corona, leading
to stronger heating and the subsequent chromospheric evaporation
begins to increase coronal density.

After 1900 s, there is a narrow band of heating at the centre of the
shell regions, strong enough to generate evaporative upflows from
the chromosphere. These upflows are visible in the middle panel at
t = 19005 in Fig. 5, with a positive v, in the first half of the loop
correlating to upflows from the 1st chromosphere into the corona.
Panel 2 of Fig. 6 shows the field-aligned velocity, averaged over the
Ist TR-coronal boundary in the left-hand shell region as a function
of time for both the viscous (black line) and ideal (red) simulations.
Field-aligned flows such as slow waves and ponderomotive upflows
are present in both simulations whereas evaporative upflows will
only be present in the viscous simulation as a result of the heating.
The difference between the black (viscous) and red (ideal) lines is a
lower bound for the size of the evaporative upflows, as any flow in
the non-ideal simulation will be damped by the viscosity. After the
coronal v, increases at 700 s, evaporative upflows of up to 0.6 km s™!

MNRAS 535, 1640-1651 (2024)
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Figure 5. Contour plots of (T — Tp)/Tp (top), vy (middle) and (o — po)/ 0o (bottom) for the P=10's viscous simulation at 5 different times. A quarter of the
TR-coronal domain is presented (—2Mm < x < 0Mm, 8 Mm < y < 60 Mm). The horizontal black line represents the TR-coronal boundary, and the dashed
line corresponds to the centre of the shell region (x = —1.1 Mm, same value as taken in the upper and lower panels of Fig. 6).

occur at the 1st TR-boundary (second dashed line in Fig. 6), with
similarly sized flows also occurring at the 2nd TR-boundary. At this
early stage of the simulation, only a small amount of plasma has been
moved into the corona, thus the coronal density increase shown in
the first three panels of Fig. 5 is modest.

After 4500 s, the heating in the shell region has resulted in a coronal
temperature increase of 15 percent and the width of the heated
region has broadened outwards towards the exterior of the domain.
Partly, this is due to the weaker density gradients, phase mixing and
dissipation in this region, generating a less efficient and therefore
slower heating mechanism towards the exterior. The temperature
change enhances evaporative upflows, generating a density change
and altering the phase mixing profile. In regions of initially weak
dissipation, this accelerates the heating mechanism. This evolution

MNRAS 535, 16401651 (2024)

in time of the cross-field Alfvén gradient is shown in Fig. 7, where
the gradients in the exterior significantly increase as the simulation
evolves. By 4000 s, the shell region has expanded almost to the edge
of the domain, with enhanced heating, upflows and coronal mass
increase visible in the 4500s column of Fig. 5. Thus, the initial
heating generated by the driver causes sufficient thermodynamic
feedback to broaden the initial transverse density profile, in such a
way that the phase mixing process is enhanced. These increases only
occur towards the exterior due to the larger amplitude and higher
frequency waves providing more energy compared to the interior
region, as well as the lower radiation (density) levels. A decrease in
the size of the Alfvén gradients also occurs as the simulation evolves,
from an initial 44 = +1.5s7" to 44 = +1.1s7! (Fig. 7). This is
due to the enhanced coronal density from the evaporative upflows,
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1st TR-coronal boundary in the left-hand shell region as a function of time.
Bottom: repeat of top panel but for the density.

1SR I I T T T T T T T T T T[T T T T T T T T T[T T T T 7T TH
F [---0s 5-‘“\: 2
- — 2000s ‘f\é -]
- 4000s qﬁ“"--‘\\ -]
1.0 — | —— 6o00s /AN —
— —— 8200s \ —
05 -

V, gradient (s”)

*I\I\l\llllllll

\}
-1.5’—|’\II\II\HI\IE\IEII\!I\II\I\\I‘\I\\I\II
-2 -1 0 1

X (Mm)

Figure 7. Plot of the evolution of the cross-field derivative of the Alfvén
speed profile at the loop apex (y = 60 Mm), at different times in the P=10 s
simulation.

reducing the difference in density between the shell and interior
regions. Despite this decrease in the efficiency of the phase mixing,
it remains sufficient to completely dissipate the Poynting flux by the
loop apex at all times in the simulation.

Evaporative upflows steadily decrease in size after 1900, as the
heating at the centre of the shell becomes weaker and the corona
becomes saturated with mass from the chromosphere. After 6400 s
(third dashed line in Fig. 6), flows in the ideal and viscous simulations
become indistinguishable, with the coronal density maintained at
18 percent higher than the initial value in the viscous case. At the
end of the simulation (8200 s), the coronal temperature at the apex in
the shell region has increased to 1.2 MK (Fig. 6), although this is less
than the maximum temperature of 1.25 MK reached at 2500 s. This
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simulations. The solid lines represent the Poynting flux passing through the
Ist TR-coronal boundary and the dashed lines the 2nd TR-coronal boundary.

is due to the lag time between heating and coronal mass increase,
thus as the density continues to increase until 6400 s the radiation
also increases until this time. The driver is unable to provide enough
energy to support a coronal temperature of 1.25 MK, therefore the
energetic losses of radiation and thermal conduction gradually cool
the corona down to &1.2 MK. The system approaches a new steady
state, where the driver continually provides energy to support a new
hotter and denser corona against the increased energetic losses. The
imposed transverse density profile has been permanently broadened
by the heating process, enhancing regions of previously weak phase
mixing.

3.2 High frequency period parameter study

The choice of a 10 s driver in Section 3.1 was an arbitrary choice.
Driven simulations such as the ones presented in this paper are
likely to be sensitive to variables such as the period of the driver,
as the amplitude of the coronal waves is partially determined by
the interactions between driven and reflected waves. Therefore, a
parameter study was performed to explore how sensitive the system
is to the period of the Alfvén driver in the high-frequency regime of
our study. Three additional viscous high frequency driven simulations
with periods of 11, 12, and 12.5 s were run for 5200 s and compared
to the 10s driver. Note that due to the w factor in the coefficient of
the momentum equation (equation 10), the amplitude of the Alfvén
acceleration term will be different for the different frequencies.

Fig. 8 shows the time integrated Poynting flux passing through the
TR1-corona (solid lines) and TR2-corona (dashed lines) boundaries
at the centre of the shell region (x = —1.1 Mm). Initially, flux passing
into the coronal domain at the TR1 boundary varies according to the
period of the driver, with the smaller period drivers generating more
flux due to the larger acceleration. However, after the interaction be-
tween the driven region and chromospheric reflected wave (occurring
between 700-900s), the 11 s driver begins to generate less flux than
either the 12 s or 12.5 s drivers. This is due to the different interaction
between the driven and chromospheric reflected waves, resulting in
relatively lower amplitude waves travelling upwards into the corona
in the 11s case. In fact, the 11, 12, and 12.5 s drivers all inject less
than half of the total flux of the 10 s driver after 5200 s. This is due to
a combination of the smaller acceleration of the driver and the fact
that the interaction between the driven and reflected waves generates
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Figure 9. Top: evolution of the temperature at the apex of the loop in the
centre of the shell region (dashed line in Fig. 5) for the P=10 s (black), P=11
s (pink), P=12 s (green), and P=12.5 s (blue) viscous simulations. Middle:
vy, integrated over the 1st TR-coronal boundary in the left-hand shell region
as a function of time. Bottom: repeat of top panel but for the density.

the largest amplitudes for the 10 s driver. It is clear that the system is
highly sensitive to the period of the driver. However, for all 4 periods,
the Poynting flux at the TR2 boundary is substantially smaller than
at TR1, indicating that phase mixing is efficient in dissipating the
waves for these high-frequency wavelengths.

The different behaviour of the 10 s driver becomes further apparent
when comparing shell temperature and density change at the loop
apex to the other high frequency drivers (Fig. 9). The 11, 12, 12.5s
waves generate little additional heating, instead plateauing after an
increase of only 0.05 MK in temperature. Only very modest upflows
are generated (middle panel of Fig. 9) with little difference between
the drivers. Note that the other v, flows generated in the system will
be larger for the smaller period drivers, due to a relatively larger force
(acceleration) created by the driver. Evaporative upflows can only be
estimated from the central panel of Fig. 9, however, it is clear that
the 10 s simulation generates larger upflows. The change in density
is similarly modest across the 11, 12, 12.5 s simulations, with only
at most a 6 per cent increase in apex coronal density in the centre of
the shell region.
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Figure 10. Plot of the cross-field derivative of the Alfvén speed profile after
5200 for the high frequency simulations. The cross-section is taken at the
loop apex (y = 60 Mm) and the red dashed line represents the initial profile.

Finally, Fig. 10 shows the cross-field density gradients for the 4
high-frequency drivers after 5200 s, compared to the initial cross-
field gradient. The 11, 12, 12.5s simulations all generate a near-
identical change in the gradient, with a limited broadening towards
the exterior. For the 10 s simulation, a sufficient level of heating is
generated such that the thermodynamic feedback is able to affect
the transverse density profile and enhance the phase mixing process.
However, the other high frequency drivers generate lower amplitude
waves which are unable to heat the corona enough to alter the
transverse density profile significantly. It is clear that the system
is highly sensitive to the period of the driver, due to the complex
interaction between the driven region and reflected wave determining
the amplitude (and therefore energy) of the coronal Alfvén waves.

3.3 Low-frequency driver

Low-frequency Alfvén waves are of particular interest in the context
of coronal heating. It has been suggested that low-frequency waves
could become trapped inside the coronal domain as longer wave-
lengths are expected to be reflected by the strong density gradients
present in the TR, hence allowing a build up of wave energy.
Simulations of a driver with P=100, 300, 600 s were performed.
To offset the decrease in the magnitude of the acceleration caused
by the w factor (equation 10), V,, was increased by a factor of 5, 15,
and 30 respectively, resulting in all of the low-frequencies drivers
having the same magnitude of acceleration. The acceleration was
not normalized to the same value as the P=10 s driver to avoid
non-linearities in the chromosphere. For the 100 s simulation, only
1 full wavelength fits inside the coronal domain at any time, with
between 1.2—1.4 X in the corona. In the P = 300, 600 s cases, a full
wavelength is never present in the coronal part of the loop. Note that
in Heyvaerts & Priest (1983), the presence of several wavelengths is
implied in their assumption of the strong phase mixing limit and weak
damping approximation. Hence, spatial phase mixing is expected to
be much less efficient in all low-frequency cases, as there are never
multiple wavelengths present in the coronal domain.

As discussed in Section 2.2, the amplitude of the Alfvén wave
will continually evolve for all of the low-frequency drivers. Fig. 2
shows that in the 100s simulation steps in wave amplitude occur
every 2400s, with similar amplitude waves occurring in the shell
region in the 10 and 100 s cases after 4800 s. Before the interaction
between the driver and the waves reflected at the chromosphere,
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Figure 11. Plot of the time integrated Poynting flux, [; [S[E x B, dSdt,
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the injected shell Poynting flux is substantially smaller in the 100 s
simulation than in the 10s simulation. This is partially due to the
initial acceleration of the driver being half the size, which would
result in a four-fold difference (Poynting flux, [PF], = B, B.v,).
However the initial gradient of the 100 s shell Poynting flux is less
than one fourth of the 10s, indicating that the low-frequency driver
is less able to transmit flux into the corona as the steep TR allows
less transmission of the longer wavelength waves. The injection rate
of the Poynting flux of the 100 s driver increases after the first and
second reflection, but always remains below the rate of the 10 s driver.
The dissipation rate (difference between solid and dashed lines in
Fig. 11) is significantly lower in the 100s simulation with only
one third of the flux being dissipated, confirming that phase mixing
is indeed much less efficient in comparison to the high-frequency
simulations.

The combination of less flux injected and a less efficient dissipation
mechanism results in significantly less heating. After 8200s, the
100s driver has generated only a modest amount of heating, an
order of magnitude smaller than the 10 s driver. Moreover, Fig. 12
shows that the region of temperature increase is restricted to only the
very centre of the shell regions, i.e. the region where the strongest
phase mixing occurs. The coronal density increase is also an order of
magnitude smaller and similarly is restricted to the centre of the shell.
Due to this restriction and the modest heating, there is no change to
the initial transverse density gradient. The upflows generated by the
100 s driver are too small to distinguish from the other field-aligned
flows (Fig. 13, middle panel).

To understand the efficiency of energy conversion, we consider
the cumulative increase in coronal shell internal energy (solid lines
in Fig. 14) and the instantaneous coronal shell wave energy (dashed
lines). Initially, the 10 s case generates three times more wave energy,
but after two reflections have occurred in the 100 s simulation, both
simulations generate a comparable amount of wave energy. The 10s
case experiences a rapid increase in internal energy, before plateauing
after 4000 s. This corresponds to when the temperature in the centre
of the shell is no longer increasing (and begins to cool due to radiation
continually increasing as the density increases), with some heating
still occurring towards the exterior. The total internal energy of the
system is maintained by the continual efficient dissipation of the
wave energy. In comparison, the rate of internal energy increase
in the 100 s simulation is much more gradual, and it takes about
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4800 s before the available wave energy is similar between the two
simulations. The system heats much slower due to the relatively
inefficient conversion of wave energy to heating and the internal
energy of the system continues to increase for the whole 8200s
duration of the simulation. The instantaneous wave energy of the
100s case remains near constant in between the 2400 s reflection
times, implying that there is no build of energy inside the coronal
domain.

Fig. 14 also shows results for simulations with a 300 and
600s driver, with V) normalized so that all of the low-frequency
drivers have the same acceleration (equation 10). The wavelengths
associated with these periods are larger than the coronal domain,
therefore the driver cannot establish a resonant wave. Due to this,
the coronal amplitude of the Alfvén waves generated for the 300 and
600 s cases are always small (less than 4 kms~!) and the associated
wave energy is an order of magnitude smaller than the 100 s case.
The larger wavelengths should be associated with more trapping
of wave energy in the corona, however similar to the 100s case,
the wave energy remains approximately constant between reflection
times. We are unable to find evidence that wave trapping leads to a
noticeable build of wave energy inside the coronal domain, therefore
the conditions required for phase mixing in time do not occur for any
of the low-frequency cases. As such, the dissipation mechanism is
limited to only spatial phase mixing, which is not sufficiently efficient
to dissipate the low-frequency wave fully in this setup. Thus, all low-
frequency waves tested result in insignificant heating and density
changes, with no notable evolution of the Alfvén speed profile.

4 DISCUSSION AND CONCLUSIONS

In this paper, a 2.5D atmospheric model of a coronal loop is
presented, containing an isothermal chromosphere (acting as a mass
reservoir) and an artificially broadened TR (following the method
proposed by Lionello et al. 2009; Miki¢ et al. 2013). A cross-field
heating profile is imposed to establish a transverse density profile,
creating a shell region where phase mixing can occur. An Alfvén
wave driver is applied to the system as an additional forcing term
in the momentum equation, which through the interaction of driven
and reflected waves generates coronal Alfvén waves at the upper
end of observed amplitudes for either high or low-frequency waves
(Fig. 2).

The simulations presented in this study showed that spatial phase
mixing of the high frequency waves is efficient, with effective
dissipation occurring even in regions with a relatively weak Alfvén
speed gradient. Heating of up to 0.15 MK occurs inside the shell
region, and the heated region broadens to beyond the initial shell
region. Through comparison of an ideal and viscous simulation,
chromospheric evaporative upflows are isolated from other field-
aligned flows and estimated to be of the order of 0.5kms~'. These
upflows are sufficient to deform the imposed transverse Alfvén speed
gradient, reducing the size of gradients at the centre of the shell.
Notably, the profile also broadens outwards to the exterior of the
loop, enhancing weak phase mixing at the edge of the imposed shell
region. These results imply that the thermodynamic feedback of
the heating can affect the Alfvén speed profile, sometimes reducing
phase mixing and at other times expanding the region where phase
mixing can occur.

The 10s driver was able to establish and maintain a new, hotter
coronal equilibrium, where efficient dissipation of the wave energy
balanced the increased energetic losses from radiation and thermal
conduction. The mass increase was also maintained, remaining over
15 per cent higher 6000 s after the temperature increase, and after all
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Figure 12. Contour plots of (T — Tp)/Tp (top), vy (middle), and (o — po)/po (bottom) for the P=100 s viscous simulation at 3 different times. The full
TR-coronal domain is presented (—2Mm < x < 2Mm,8Mm < y < 112Mm), where the horizontal black lines represent the TR-coronal boundaries.

MNRAS 535, 1640-1651 (2024)



Loop evolution from Alfvén wave phase mixing

1.30
1.25
1.20

T (MK)

HlHII‘IIH‘IIIIl

1.10 S ———————

:.ﬁ]m.. ot

!

L 1 " L L
4000 6000
Time (s)

T
n
[=]
8

1.05

]
8

o
©

Vy (kms")
o
n
o T 1."'

o
=

o
»

o
=]

o
[N

Time (s)

o
'S
(=]

P=10s VD
P=10sID

P=100s VD
P=100s ID

o
w
@

p x 10 (kg m™)
o
8

o
g

e ITI}\IW[I\IITIW

0.32

L 1 L L L L L L L L
2000 4000 6000 8000
Time (s)

Figure 13. Top: evolution of the temperature at the apex of the loop in the
centre of the shell region (dashed line in Fig. 5) for the P=10 s and P=100 s
viscous (VD — black, green) and ideal (ID — red, blue) simulations. Middle:
vy, integrated over the 1st TR-coronal boundary in the left-hand shell region
as a function of time. Bottom: repeat of top panel but for the density.

12 — P=10s

— P=100s
- P=300s
P=600s

11

10

TTITTTTITTTTT IIIHHIIII

Shell energy (log,,)

w0
1
1
1
1
1
1
1
‘i

é;

|
1

1)
I
!
!
]
[l

1

]
"
[
]
]

I\HIIIH‘HiIIIIH‘:ﬂllll\HIlIIIIIHH[IIIHHII"T

1 1 1
0 2000 4000 6000
Time (s)

@
=3
=3
S

Figure 14. Plot of the change in internal energy in the left coronal shell (solid)
for the P=10 s (black), P=100 s (green), P=300 s (pink), and P=600 s (teal)
simulations, and instantaneous coronal wave energy (% pv? + BZ2 /2140) in the
left shell (dashed). A smoothing factor is applied to the wave energy.

chromospheric upflows ceased. Effectively, the high frequency driver
can be thought of as acting as a portion of a background heating to
the new equilibrium, continually injecting energy into the corona.
However, the viscous heating associated with the wave dissipation is
less than 10 per cent of the total background heating function used
to create the initial transverse density profile and is only efficient in
the shell region of the loop where phase mixing occurs. Therefore the
wave-based heating is not sufficient to maintain the imposed density
structure, which agrees with conclusions previously found in other
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wave heating studies (for example Cargill et al. 2016; Pagano, De
Moortel & Morton 2020).

In Section 3.2, the high frequency results are shown to be highly
sensitive to the period of the driver, even within the narrow period
range of 10-12.5 s. Although the efficiency of the dissipation remains
high for each of the high frequency periods used in this study, the
amount of wave energy generated by the interaction between the
driver and reflections changes significantly even for small changes
in the period of the driver. However, it is important to note that
there is nothing inherently special about the 10s driver. Larger
coronal amplitudes are generated for this driver due to the highly
constructive interaction between the reflected and driven wave. Only
due to a combination of the chosen physical values and computational
properties (e.g. loop length, chromospheric density gradient, position
of the driver, and numerical resolution) is the 10 s driver the ‘best case
scenario’ for our setup. In addition, our setup uses a monochromatic
driver whereas the spectrum of waves in coronal loops is expected
to have a broad-band nature (see e.g. Pagano & De Moortel 2019;
Howson & Breu 2023; Howson & De Moortel 2023, for examples
of broad-band drivers).

In contrast to the high frequency waves, the low-frequency waves
do not phase mix efficiently, resulting in minimal heating and
negligible upflows and density increase and, hence, no noticeable
effect on the transverse Alfvén speed profile. For the 100 s driver, the
temperature increased by only 0.01 MK after 8200 s, with upflows
so weak that they were indistinguishable from the other field-aligned
flows. After 4800 s, the interaction between driver and reflections
generated coronal Alfvén waves of similar amplitude in the 10 and
100 s drivers, with a slightly larger shell coronal wave energy in the
100s simulation (Fig. 14). Therefore the model does reach a stage
where a high and low-frequency driver generate a similar amount of
wave energy in the corona, but it is the efficiency of the dissipation
that distinguishes the thermodynamic evolution of the two systems.
This also indicates that conditions for efficient temporal phase mixing
are not being created in the simulation, i.e. the waves are not being
sufficiently trapped in the corona by the TRs. The Mikié approach
we used in our simulations decreases the size of the density gradients
in the TR and therefore the TR may act as less of a barrier to the
coronal Alfvén waves. To establish the effect of the Miki¢ approach,
an additional simulation for the P = 100s driver was run with a
lower critical temperature of T, = 2.5 x 10° K. For this value of the
cutoff temperature, the impact of the Miki¢ approach on the TR
density structure is limited. However, even in this case there was still
no clear evidence of significant wave trapping occurring, and the
overall behaviour was similar in all regards.

Moreover, even when the study was expanded to Alfvén waves
with periods of 300 and 600 s, we observed no evidence of significant
build-up of wave energy in the coronal domain (pink and teal lines in
Fig. 14). Although itis possible that further increasing the period may
lead to more energy trapping, the dissipation rate due to spatial phase
mixing will consequentially decrease. Fig. 15 shows a ratio of the
Poynting flux in the shell region passing through the first and second
TR-coronal boundaries for the first 2300 s of all viscous simulations
presented in this paper, (PF(TR1) — PF(TR2))/PF(TR1)). The high
frequency cases are shown by the warm colours, with a ratio between
0.86-0.9, i.e a coronal dissipation rate between 86-90 per cent,
indicating highly efficient phase mixing. In contrast, the dissipation
rate drops below 50 per cent for all of the low-frequency cases, with
a decrease in dissipation as the period increases from 100 to 600 s.
As the wavelength increases, the cross-field Alfvén speed gradients
decrease, reducing the ability of the system to create the fine-scale
structuring required for dissipation.
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Figure 15. Evolution of the ratio of the Poynting flux in the shell region
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P = 12.5s yellow) and low-frequency simulations (P = 100 s dark blue, P =
300 s light blue, P = 600 s green).

One important aspect of our study is the value of the viscosity we
haveused (pv = 5 x 10~*kgm~' s~ ). A similar value has been pre-
viously used for studies of coronal dynamics with the LARE code (see
e.g. Howson et al. 2019; Van Damme et al. 2020; Reid, Threlfall &
Hood 2023). Although this is about 6 orders of magnitude larger than
the predicted coronal value for the perpendicular component of the
viscosity given by classical plasma theory, the choice of a much
larger value can be motivated as follows. Due to computational
limitations, it is not possible to achieve the small length-scales
representative of the solar corona, therefore a larger viscosity value is
used to mimic the small-scale behaviour. In addition, other physical
processes such as plasma turbulence are thought to significantly
enhance viscous damping via the generation of small scales, as
suggested in Ruderman & Petrukhin (2017).

To explore if the choice of the value of viscosity significantly
altered the dissipation of low-frequency Alfvén waves, additional
simulations with an increased viscosity were run for the 100 s case.
As expected, increasing the viscosity by an order of magnitude in-
creased the proportion of Poynting flux dissipated and the subsequent
amount of heating. However the increases were limited and only in
the centre of the shell did the rate of dissipation increase significantly,
leading to a maximum temperature increase of 2.5 per cent, still four
times smaller than in the 10s case discussed in Section 3.1. Moreover,
the thermodynamic feedback remained insufficient to alter the cross-
field Alfvén speed profile, limiting all phase mixing and dissipation to
the initial shell region. Further increasing the viscosity significantly
dampened the driven Alfvén waves, decreasing the available wave
energy and therefore reducing the total coronal heating generated.

The imposed density gradients were relatively small so additional
test simulations were performed which increased the initial cross-
field density ratio between the interior and exterior from p;/pe = 2.5
to 4 and 10, strengthening the initial Alfvén gradient profile (dashed
black line in Fig. 7). As expected, the amount of heating increased
as the density gradients increased, with a maximum temperature
increase of 3 percent in the 100s case. In addition, strengthening
the initial Alfvén gradient broadened the region of strong density
gradients (| aa\;,, | < 1,Fig.7), effectively broadening the region where
efficient dissipation can occur in the 100 s case. However, despite the
increased dissipation and heating, the effect on the loop structure
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remained minimal. Moreover, it has been shown that expanding
the region where phase mixing occurs also increases the associated
radiative losses, therefore the additional energy dissipated may not
be useful for heating (see e.g. Pagano & De Moortel 2017, 2019).
These test cases indicate that the size of the dynamic viscosity and
initially imposed density gradient profile are not the limiting factors
preventing strong heating from occurring in the low-frequency cases.
Instead it is likely the relative inefficiency of the phase mixing
of low-frequency waves, in conjunction with the absence of wave
energy trapping and subsequent temporal phase mixing that prevents
the dissipation of low-frequency waves from acting as an efficient
heating mechanism in these simulations.

In conclusion, our model describes a coronal loop within a semire-
alistic 2D atmosphere where we study the heating and evaporation
caused by the dissipation of Alfvén waves. We find that high fre-
quency waves can be efficiently dissipated, and that there is sufficient
thermodynamic feedback to alter the loop structure, potentially
enhancing the phase mixing process although the loop structuring is
only maintained because of the presence of substantial background
heating. On the contrary, energy carried by low-frequency waves is
minimally retained by the corona despite the presence of the steep
TR gradients and the dissipation by phase mixing is not otherwise
efficient enough to provide significant heating.
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