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Dear Friends and Colleagues,

We warmly welcome you to London, for the Fifth International Conference on Computational and Financial
Econometrics (CFE 2011) and the Fourth International Conference of the ERCIM Working Group on Comput-
ing & Statistics (ERCIM 2011). As many of you know, this annual conference has been established as a leading
joint international meeting for the interface of computing, empirical finance, econometrics and statistics, and it is
endorsed by the journal of Computational Statistics & Data Analysis (CSDA).

The conference aims at bringing together researchers and practitioners to discuss recent developments in compu-
tational methods for economics, finance, and statistics. The CFE-ERCIM 2011 programme consists of over 175
sessions, 5 plenary talks and over 800 presentations. There are over 900 participants. Peer reviewed papers will be
considered for publication in special issues of the journal Computational Statistics & Data Analysis and the CSDA
Annals of Computational and Financial Econometrics.

The co-chairs have endeavoured to provide a balanced and stimulating programme that will appeal to the diverse
interests of the participants. The international organizing committee hopes that the conference venue will provide
the appropriate environment to enhance your contacts and to establish new ones. The conference is a collective
effort by many individuals and organizations. The Scientific Programme Committee, the Session Organizers, the
local hosting universities and many volunteers have contributed substantially to the organization of the conference.
We acknowledge their work and the support of our hosts and sponsors, and particularly Queen Mary, University of
London, Birkbeck, University of London, London School of Economics, CSDA journal and ERCIM.

Looking forward, the CFE-ERCIM 2012 will be held at the impressive new conference centre of the historic city
of Oviedo (Spain) on 1-3 December 2012. You are invited and encouraged to actively participate in these events.

We wish you a productive, stimulating conference and a memorable stay in London.

The CFE-ERCIM 2011 co-chairs and the International Organizing Committee.
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ERCIM Working Group on COMPUTING & STATISTICS
http://www.dcs.bbk.ac.uk/ercim/

AIMS AND SCOPE

The working group (WG) focuses on all computational aspects of statistics. Of particular interest
is research in important statistical application areas where both computing techniques and numerical
methods have a major impact. The aim is twofold: first, to consolidate the research in computational
statistics that is scattered throughout Europe; second, to provide researchers with a network from which
they can obtain an unrivalled source of information about the most recent developments in computational
statistics and applications.

The scope of the WG is broad enough to include members in all areas of computing that have an impact
on statistical techniques and methods of data analysis. All aspects of statistics which make use, directly or
indirectly, of computing are considered. Applications of computational statistics in diverse disciplines are
strongly represented. These areas include economics, medicine, epidemiology, biology, finance, physics,
chemistry, climatology and communication. The range of topics addressed and the depth of coverage
establish the WG as an essential research network in the interdisciplinary area of advanced computational
and numerical methods in statistics.

The WG comprises a number of tracks (subgroups, teams) in various research areas of computational
statistics. The teams act autonomously within the framework of the WG in order to promote their own
research agenda. The activities of the teams — including research proposals — are endorsed by the WG.
The teams organize sessions and workshops during the annual WG meetings.

There is a strong link between the ERCIM WG, the ERS-TASC and the Journal of Computational Statistics
& Data Analysis.

Specialized groups
Currently the ERCIM WG has approximately 300 members and the following specialized groups:

MCS: Matrix Computations and Statistics.

CFE: Computational Econometrics and Financial Time Series.
SSEF: Statistical Signal Extraction and Filtering.

RDM: Robust Analysis of Complex Data Sets.

OHEM: Optimization Heuristics in Estimation and Modelling.
FSA: Fuzzy Statistical Analysis.

AlgSoft: Statistical Algorithms and Software.

SFD: Statistics for Functional Data.

QF: Quantitative Finance.

SEM: Latent Variable and Structural Equation Models.

You are encouraged to become a member of the WG. For further information please contact the Chairs of
the specialized groups (see the WG’s web site), or by email at ercim @cfe-csda.org.
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CFE 2011

Saturday, 17th December 2011

SCHEDULE

ERCIM 2011

Saturday, 17th December 2011

08:50 - 09:00 Opening (Beveridge Hall) 09:45 - 10:05 Coffee Break

09:00 - 09:50 Plenary Session A (Beveridge Hall) 10:05 - 10:15 Opening (Beveridge Hall)

09:50 - 10:25 Coffee Break 10:15 - 11:05 Plenary Session B (Beveridge Hall)
10:25 - 12:30 Parallel Sessions C 11:15-12:30 Parallel Sessions D

12:30 - 14:00 Lunch Break 12:30 - 14:00 Lunch Break

14:00 - 16:05 Parallel Sessions E 14:00 - 16:05 Parallel Sessions E

16:05 - 16:35 Coffee Break 16:05 - 16:35 Coffee Break

16:35 - 18:40 Parallel Sessions F 16:35 - 18:40 Parallel Sessions F

20:00 - 21:30 Reception (Beveridge Hall) 20:00 - 21:30 Reception (Beveridge Hall)

Sunday, 18th December 2011

Sunday, 18th December 2011

09:45 - 10:35 Plenary Session H (Beveridge Hall) 08:55 - 10:35 Parallel Sessions G

10:35-11:05 Coffee Break 10:35 - 11:05 Coffee Break

11:05 - 12:45 Parallel Sessions I 11:05 - 12:45 Parallel Sessions I

12:45 - 14:15 Lunch Break 12:45 - 14:15 Lunch Break

14:15 - 16:20 Parallel Sessions J 14:15 - 16:20 Parallel Sessions J

16:20 - 16:50 Coffee Break 16:20 - 16:50 Coffee Break

16:50 - 18:30 Parallel Sessions K 16:50 - 18:30 Parallel Sessions K

20:30 - 23:30 Conference Dinner (Beveridge Hall) 20:30 - 23:30 Conference Dinner (Beveridge Hall)

Monday, 19th December 2011

Monday, 19th December 2011

09:05 - 10:25 Parallel Sessions L 09:35 - 10:25 Plenary Session M (Beveridge Hall)
10:25 - 10:55 Coffee Break 10:25 - 10:55 Coffee Break

10:55 - 12:35 Parallel Sessions N 10:55 - 12:35 Parallel Sessions N

12:35 - 14:05 Lunch Break 12:35 - 14:05 Lunch Break

14:05 - 15:45 Parallel Sessions O 14:05 - 15:45 Parallel Sessions O

15:45 - 16:15 Coffee Break 15:45 - 16:15 Coffee Break

16:15 - 17:35 Parallel Sessions P 16:15 - 17:35 Parallel Sessions P

17:45 - 18:35 Plenary Session Q (Beveridge Hall) 17:45 - 18:35 Plenary Session Q (Beveridge Hall)
18:35 - 18:40 Closing (Beveridge Hall) 18:35 - 18:40 Closing (Beveridge Hall)

MEETINGS AND SOCIAL EVENTS
SPECIAL MEETINGS by invitation to group members

o CSDA Editorial Board meeting, Jessel Room, Senate House, Friday 16th of December 2011, 18:00-19:00.
e CSDA Editorial Board dinner, Friday 16th of December 2011, 20:00-22:30.
o ERS-IASC BoDs meeting, Senate Room, Senate House, Saturday 17th of December 2011, 13:00 - 14:00.

SOCIAL EVENTS

o The coffee breaks will take place at the McMillan Hall and Grand Lobby of the Senate House. In addition, cold drinks will be provided for
the speakers at MAL B04, Birkbeck.

o Welcome Reception, Saturday 17th of December, 20:00-21:30. The reception is open to all registrants and accompanying persons who
have purchased a reception ticket. It will take place at the Senate House (McMillan, Beveridge, Crush and Chancellor’s Hall). Conference
registrants must bring their conference badge and any accompanying persons should bring their reception tickets in order to attend the
reception.

o Conference Dinner, Sunday 18th of December, 20:30. The Conference Dinner will take place at the Senate House, Beveridge Hall. The
conference dinner is optional and registration is required. You must have your Conference Dinner ticket in order to attend the conference
dinner.
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Addresses of venues:

e University of London, Senate House, Malet Street, London WCIE 7HU.
e Birkbeck, University of London, Malet Street, London WCI1E 7HX.

Registration, exhibitors and networking activities

The registration will be located in the MacMillan Hall of the Senate House. The exhibitors will be located in the Chancellor’s Hall of the
Senate House. The Chancellor’s Hall will be used for networking and internet access. The Room MAL B04 at Birkbeck is available for
networking.

Lecture rooms

The paper presentations will take place at the Senate House and at the main building of Birkbeck (see map in the next page). The list of
rooms and their capacity is listed below. Due to health and safety regulations the maximum capacity of the rooms should be respected. The
opening ceremony will take place at the Beveridge Hall of the Senate House. There will be no signs indicating the location of the lecture
rooms, and therefore we advise that you visit the venue in advance.

The opening, keynote and closing talks will take place at the Beveridge Hall of the Senate House. The poster sessions will take place at the
Chancellor’s Hall of the Senate House.

Room  Capacity Floor Location Room Capacity  Floor Location

Gordon 40 Ground Senate House Bloomsbury 50 Ground Senate House
Bedford 50 Ground Senate House Beveridge Hall 500 Ground Senate House
Woburn 70 Ground Senate House Torrington 50 First Senate House
Court 70 First Senate House Jessel 50 First Senate House
Senate 80 First Senate House S261 50 Second Senate House
S264 50 Second Senate House MAL B18 44 Basement  Birkbeck Malet St
MAL B20 80 Basement  Birkbeck Malet St MAL B33 133 Basement  Birkbeck Malet St
MAL B34 175 Basement  Birkbeck Malet St MAL B35 100 Basement  Birkbeck Malet St
MAL B36 100 Basement  Birkbeck Malet St MAL G16 50 Ground Birkbeck Malet St

Presentation instructions

The lecture rooms will be equipped with a PC and a computer projector. The session chairs should obtain copies of the talks on a USB
stick before the session starts (use the lecture room as the meeting place), or obtain the talks by email prior to the start of the conference.
Presenters must provide to the session chair with the files for the presentation in PDF (Acrobat) or PPT (Powerpoint) format on a USB
memory stick. This must be done ten minutes before each session. Chairs are requested to keep the sessions on schedule. Papers should be
presented in the order they are listed in the programme for the convenience of attendees who may wish to go to other rooms mid-session to
hear particular papers. In the case of a presenter not attending, please use the extra time for a break or a discussion so that the remaining
papers stay on schedule. The PC in the lecture rooms should be used for presentations. The session chairs are kindly requested to have a
laptop for backup. Please note that plugs/power outlets of the UK differ from those in the rest of Europe and beyond. We cannot provide
adapters, so please do not forget to take your adapters if needed. IT technicians will be available during the conference and should be
contacted in case of problems. The posters should be displayed only during their assigned session. The authors will be responsible for
placing the posters in the poster panel displays and removing them after the session. The maximum size of the poster is A0.

Internet

There will be wireless Internet connection in the Chancellor’s Hall. You will need to have your own laptop in order to connect to the Internet.
The daily login and password will be displayed in the announcement board by the registration desk of the MacMillan Hall at Senate House.

Information and messages

You may leave messages for each other on the bulletin board by the registration desks. General information about restaurants, useful
numbers, etc. can be obtained from the registration desk.
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Map of the venue and nearby area
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PUBLICATIONS OUTLETS

Journal of Computational Statistics & Data Analysis (CSDA)

http://www.elsevier.com/locate/csda

Selected peer-reviewed papers will be published in the CSDA Annals of Computational and Financial Econometrics. Submissions for the CSDA
Annals of CFE should contain both a computational and an econometric or financial-econometric component.

Selected papers, which will be subject to peer review, will be considered for publication in a special issue, or in a regular issue of the journal
Computational Statistics & Data Analysis. The papers should contain a strong computational statistics, or data analytic component. Theoretical
papers or papers with simulation as the main contribution are not suitable for the special issues. Authors who are uncertain about the suitability of
their papers should contact the special issue editors.

Papers will go through the usual review procedures and will be accepted or rejected based on the recommendations of the editors and referees.
However, the review process will be streamlined to facilitate the timely publication of the papers. Papers that are considered for publication must
contain original unpublished work and they must not be submitted concurrently to any other journal. Papers should be submitted using the Elsevier
Electronic Submission tool EES: http://ees.elsevier.com/csda (in the EES please choose the appropriate special issue). All manuscripts should be
double spaced or they will be returned immediately for revision.

Any questions may be directed via email to: csda@cfe-csda.org.
o CSDA has already planned special issues for 2011-2012 on the following topics:

e Bayesian Computing, Methods and Applications.

e Statistical Algorithms and Software in R.

e Imprecision in Statistical Data Analysis.

e Model Selection and High Dimensional Data Reduction.
e Advances in Mixture Models.

e Design Algorithms of Experiments.

e Robust Analysis of Complex Data.

SPONSORS

Queen Mary, University of London, UK (URL http://www.gmul.ac.uk)
Birkbeck, University of London, UK (URL http://www.bbk.ac.uk)
London School of Economics, UK (URL http://www.lse.ac.uk)
Elsevier (URL http://www.elsevier.com)

ERCIM (European Research Consortium for Informatics and Mathematics) (URL http://www.ercim.eu)

EXHIBITORS

Elsevier (URL http://www.elsevier.com)
John Wiley & Sons Ltd (URL http://www.wiley.com)
Taylor and Francis Group (URL http://www.taylorandfrancisgroup.com)

Cambridge University Press (URL http://www.cambridge.org/)

ENDORSED SOCIETIES & GROUPS

Journal of Computational Statistics & Data Analysis, Elsevier
ERCIM Working Group on Computing & Statistics
The Society for Computational Economics

International Association for Statistical Computing
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CFE-ERCIM 2011 Keynote Talks

Saturday 17.12.2011  09:00-09:50 Room: Beveridge  Chair: Herman Van Dijk Keynote talk CFE 1

Dynamic models for volatility and heavy tails
Speaker:  Andrew C. Harvey, University of Cambridge, United Kingdom

A class of nonlinear time series models designed to extract a dynamic signal from heavy-tailed observations is proposed. The signal may be the
level or a measure of scale. The dynamics are driven by the score of the conditional distribution. When modeling scale, an exponential link function
is employed, as in EGARCH. The unifying feature is that the asymptotic distribution of the maximum likelihood estimators is established by a
single theorem that delivers an explicit analytic expression for the asymptotic covariance matrix of the estimators. The properties of the models,
particularly for the volatility models which employ an exponential link function, are very general. For example, expressions for unconditional
moments, autocorrelations and the conditional moments of multi-step predictive distributions can be found for absolute values of the observations
raised to any power. The generality of the approach is further illustrated by consideration of dynamic models for non-negative variables. Such
models have been used for modeling durations, range and realized volatility in finance. Again the use of an exponential link function combined
with a dynamic equation driven by the conditional score gives a range of analytic results similar to those obtained with the new class of EGARCH
models.

Saturday 17.12.2011  10:15-11:05 Room: Beveridge Chair: Ana Colubi Keynote talk ERCIM 1

Achieving accuracy and correctness in parametric inference

Speaker:  Alastair Young, Imperial College London, United Kingdom

The two key desiderata in frequentist parametric inference are accuracy and inferential correctness. When constructing, say, a confidence set
for a parameter of interest in the presence of nuisance parameters, we desire high levels of coverage accuracy from the confidence set, as well
as inferential correctness, in particular in relation to key principles of inference involving appropriate conditioning. We contrast and compare
ways in which such accuracy and correctness can be achieved, with focus on elucidation of the relative strengths of analytic and simulation-based
approaches, but considering also objective Bayes methodologies.

Sunday 18.12.2011  09:45-10:35 Room: Beveridge  Chair: Tommaso Proietti Keynote talk CFE 2

Comparing the accuracy of copula-based multivariate density forecasts in selected regions of support
Speaker:  Dick van Dijk, Erasmus University Rotterdam, Netherlands Coauthors: Cees Diks, Valentyn Panchenko, Oleg Sokolinskiy

A testing framework for comparing the predictive accuracy of copula-based multivariate density forecasts, focusing on a specific part of the joint
distribution, is developed. The test is framed in the context of the Kullback-Leibler information criterion, and using (out-of-sample) conditional
likelihood and censored likelihood in order to restrict the evaluation to the region of interest. Monte Carlo simulations show that the resulting
test statistics have satisfactory size and power properties in small samples. In an empirical application to daily exchange rate returns we find
evidence that the dependence structure varies with the sign and magnitude of returns, such that different parametric copula models achieve superior
forecasting performance in different regions of the copula support. Our analysis highlights the importance of allowing for lower and upper tail
dependence for accurate forecasting of common extreme appreciation and depreciation of different currencies.

Monday 19.12.2011  09:35-10:25 Room: Beveridge  Chair: Christophe Croux Keynote talk ERCIM 2

Bayesian analysis for a stationary and transition density function
Speaker:  Stephen Walker, University of Kent, United Kingdom

Bayesian nonparametric models using mixtures can construct both arbitrary transition and stationary density functions. Stationary models have
often been seen as too restrictive but this assumption can be challenged when the stationary density function and the transition density function can
take an arbitrary shape. Under this set up we can see no restrictions in using a stationary model. How to construct and analyse such models will be
demonstrated. An analysis on “non-stationary” looking data will also be considered.

Monday 19.12.2011  18:05-18:55 Room: Beveridge  Chair: Stephen Pollock Keynote talk CFE-ERCIM

Parametric inference on strong dependence
Speaker:  Peter M. Robinson, London School of Economics, United Kingdom

Fractional models are considered for time series which can be non-stationary or stationary, and in the latter case can be invertible with short or long
memory, or non-invertible. It is not assumed a priori which of these possibilities obtain, in which case the unknown memory parameter can lie in
an arbitrarily large interval, and a proof of consistency of parameter estimates (a prerequisite for proving their asymptotic normality) is especially
challenging. We establish these properties for Gaussian pseudo-maximum likelihood estimates. Monte Carlo evidence on finite sample properties
and empirical examples are described.
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Saturday 17.12.2011 10:25 - 12:30 CFE-ERCIM 2011 Parallel Session C — CFE

Saturday 17.12.2011 10:25 - 12:30 Parallel Session C — CFE

CSI01 Room Woburn TIME SERIES ECONOMETRICS Chair: Andrew Harvey

C493: Alternative methods of seasonal adjustment
Presenter:  Stephen Pollock, University of Leicester, United Kingdom
Co-authors: Emi Mise

Alternative methods for the seasonal adjustment of economic data are described that operate in the time domain and in the frequency domain. The
time-domain method, which employs a classical comb filter, mimics the effects of the model-based procedures of the SEATS-TRAMO and STAMP
programs. The frequency-domain method eliminates the sinusoidal elements of which, in the judgement of the user, the seasonal component is
composed. It is proposed that, in some circumstances, seasonal adjustment is best achieved by eliminating all elements in excess of the frequency
that marks the upper limit of the trend-cycle component of the data. It is argued that the choice of the method for seasonal adjustment is liable to
affect the determination of the turning points of the business cycle.

C175: On the issue of how many variables to use when estimating common factors using the Kalman filter
Presenter:  Esther Ruiz, Universidad Carlos III de Madrid, Spain
Co-authors: Pilar Poncela

In the context of dynamic factor models, we analyze the properties of the common factors estimated by using the Kalman filter with finite cross-
sectional and time dimensions. It is already known that, when the parameters are known, the Kalman filter generates consistent filtered and
smoothed estimates of the factors as the cross-sectional dimension increases. We analyse how the uncertainty associated with the estimated factors
decreases with the number of variables in the system. We show that, regardless of the dynamic dependence of the factor, if the number of variables
is beyond a relativelly small number, the uncertainty only decreases marginally.

C787: Exponential models for the spectrum of a time series
Presenter: Tommaso Proietti, University of Sydney, Australia
Co-authors: Alessandra Luati

The exponential model for the spectral density of a stationary process is based on the truncated Fourier series approximation of the logarithm of
the spectral density function. The approximation yields a trigonometric regression model for the log-periodogram, with log-Gamma errors. We
address the issue of selecting the order and the trigonometric terms to retain by Bayesian stochastic specification search. Moreover, we consider
using the logarithm of the averaged periodogram as dependant variable. We illustrate the methodology with respect to the estimation of cycles and
the long memory parameter.

CS08 Room Torrington ENERGY MARKETS, CLIMATE CHANGE AND WEATHER DERIVATIVES Chair: M. Dolores Furio

C457: Allocating allowances for free in emissions markets: Implications for new industrial installations
Presenter:  Morgan Herve-Mignucci, Climate Policy Initiative, Italy
Co-authors: Barbara Buchner, Valerio Micale

Over 2005-2012, most existing installations covered by the European Union Emissions Trading Scheme (EU ETS), EU flagship cap-and-trade
climate policy, were allocated allowances for free based on grandfathering (historical CO2 emissions) and new entrants were to some extent
allocated allowances for free based on benchmarks. Starting 2013, various product benchmarks will be used for industrial installations requiring
a certain portion of allowances allocated for free (exposure to international competitiveness, carbon leakage, etc.). Similar rules are in discussion
or will be in emerging emissions markets (emissions intensity product benchmarks in the AB 32 legislation in California for instance). Allocation
rules have important implications for both installations’ profitability and government resources. We will explore to what extent various allocation
rules impact industrial installations’ profitability (including potential windfall profits), technology choices and timing of investment. In order to
investigate this issue, we resort to a real options approach considering a given industrial installation (cement producer) calibrated using recent
technology and emissions data. We will elicit the timing option, technology choices and alternative locations for the industrial facility (EU,
California or China) in order to derive policy recommendations for EU phase III benchmarks implementation and other emissions markets.

C436: The link between the carbon market and the stock market: A policy evaluation of the EU-ETS
Presenter: Daniel Rittler, University of Heidelberg, Germany

The impact of European carbon prices on the market value of companies covered by the EU-ETS is empirically investigated. For this, we make
use of a comprehensive dataset considering all sectors under the EU-ETS. Furthermore, we extend the sector-specific analysis in order to capture
country-specific effects. For the first commitment period the empirical results imply the existence of a loose relationship between the carbon and the
stock market. Only energy stock returns are affected by the carbon price whereas this effect is predominantly driven within the period of the carbon
market breakdown. In sharp contrast, for the second commitment period, the results indicate the existence of a close link between the carbon and
the stock market. Most importantly, the sign and the magnitude of these effects depend on the short/long position with allowances in the individual
sectors. In particular, there is a positive (negative) effect of the carbon price on the market values of companies operating in sectors characterized
by a long (short) position. Moreover, the results indicate high relevance of country-specific stringency in allowance allocation. Finally, we reveal
that rising carbon prices affect companies’ stock returns more than decreasing prices. This result mirrors stricter allocation rules for the post Kyoto
commitment period of the EU-ETS.

C907: Forecasting spike occurrences in electricity spot prices

Presenter: Michael Eichler, Maastricht University, Netherlands

Co-authors: Dennis Turk

The problem of forecasting the occurrence of extreme prices, so-called spikes, in the Australian electricity market is considered. For this purpose,
we first discuss the role of the market structure and resulting implications for the occurrence of spikes. Taking into account the specific features of
the market under consideration, we propose a simple model for the conditional intensity of spikes. The model compares favorably in out-of-sample
forecasting to a more sophisticated competing approach based on the autoregressive conditional hazard model.

C902: Characterization and prediction of the electricity demand in the Iberian peninsula by using nonlinear time series analysis
Presenter: Vivaldo M.P. Mendes, ISCTE-IUL, Portugal
Co-authors: Diana Aldea Mendes

An accurate forecasting of the electricity load demand is essential in the operation of an electric power system, especially in deregulated electricity
markets. The worldwide electric power industry has been moving into a new scenario of market deregulation. The same has been happening in the
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Iberian Peninsula, and in 2007 the MIBEL- Iberian Electricity Market was opened to all consumers from Portugal or Spain, in a free competitive
market. Electricity is traded as a commodity, therefore load forecasting is essential for all market players, because the market is a day-ahead
process and all sale and purchase orders of electricity have to be made until 11 a.m. of the previous day of dispatch. However, forecasting
techniques applied in Electricity Markets are still in their early stages of maturity. We employ an empirical analysis of electricity loads time series
in a nonlinear framework. This is very important since nonlinear phenomena contain information about the structure of the series and provide
understanding of the process governing the underlying system, helping to distinguish between stochastic and chaotic processes and allowing an
adequate choice for the forecasting techniques.

C840: Error correction models for electricity future prices in Europe
Presenter: Muriel Renault, EDF R&D, France
Co-authors: Jeremy Froger, Isabelle Parent, Virginie Dordonnat

Cointegration is a natural modelling framework to understand the evolution of European electricity forward prices due to their nonstationarity and
the influence of other prices. We first specify a classical cointegration model and we estimate both the long-run and the short-run relationships using
the Engle and Granger methodology. The goodness of fit and precision (in sample and out sample RMSE) of this univariate model are satisfactory
but the residuals exhibit a strong ARCH effect (Conditionnal Autoregressive Heteroscedasticity). To address the issue of the non white-noise
residuals we consider a non-constant specification for the regression coefficients of the short-term equation using the linear Gaussian state-space
framework. The model is estimated using the EM algorithm. After model estimation, we investigate both the evolution of the short-term coefficients
through time as well as the forecasting accuracy using the Kalman filter and smoother. We also check the validity of the model specification. We
present models for German and British markets. In the case of the German market, explanatory variables are the future prices of coal, gas, Brent
and carbon while for the British market, only coal, gas and carbon prices are considered in the model.

CS12 Room Senate BAYESIAN NONLINEAR ECONOMETRICS Chair: Roberto Casarin

C214: Aggregating forecast probabilities for turning point detection
Presenter:  Francesco Ravazzolo, Norges Bank, Norway
Co-authors: Monica Billio, Roberto Casarin, Herman K. van Dijk

A forecast probability combination approach is proposed for predicting turning points of the European business cycle using individual country
business cycles. We consider Markov-Switching VAR models for the business cycle analysis and for the turning point prediction of the EU 12
countries. A suitable combination of the predictive probabilities is then used in order to obtain a European aggregate prediction of the turning
points. The weights of the combination scheme belong to the unit interval and can be interpreted as posterior model probabilities. A Bayesian
approach has been applied to estimate the model probabilities and to forecast the turning points. A comparison has been carried out, in terms of
statistical accuracy, between our forecasts for the turning points and other forecasts which ignores country specific information.

C233: Extending Black-Litterman: views and covariance uncertainty
Presenter: Daniele Bianchi, Bocconi University, Italy
Co-authors: Carlos M. Carvalho, Roberto E. Wessels

In the early 1990s, the Black-Litterman [BL] model became one of the most prominent portfolio management applications, addressing portfolio
weights regularization by relying on theoretical market equilibrium and Bayesian mixed estimation. The standard BL framework is extended by
fully characterizing parameter uncertainty on both expected returns and covariances. This is done through a hierarchical model where the investor’s
views and market equilibrium returns are nested in the prior scheme. A Bayesian Markov-Chain Monte Carlo (MCMC) algorithm is developed
for the hierarchical model. The latter is compared to the classical BL approach and a standard Normal-Inverse-Wishart based Bayesian portfolio
allocation. The model performances are investigated through a simulation example and an empirical analysis on a 10-sectors portfolio. We find
that fully characterizing parameters uncertainty, keeping investor’s views and market equilibrium assumptions, helps to reduce risk exposure and
increase risk-adjusted excess returns.

C344: Model selection for beta autoregressive processes

Presenter: Luciana Dalla Valle, University of Plymouth, United Kingdom

Co-authors: Roberto Casarin, Fabrizio Leisen

Bayesian model selection for beta autoregressive processes is considered. The choice of the priors with possible parameter restrictions is discussed
and a Reversible Jump Markov-Chain Monte Carlo (RIMCMC) procedure based on a Metropolis-Hastings within Gibbs algorithm is suggested.

C513: Money growth and inflation: a regime switching approach
Presenter: Gianni Amisano, European Central Bank and University of Brescia, Germany
Co-authors: Gabriel Fagan

A time-varying transition probabilities Markov Switching model, in which inflation is characterised by two regimes (high and low inflation), is
developed. Using Bayesian techniques, we apply the model to the euro area, Germany, the US, the UK and Canada for data from the 1960s up to the
present. Our estimates suggest that a smoothed measure of broad money growth, corrected for real-time estimates of trend velocity and potential
output growth, has important leading indicator properties for switches between inflation regimes. Thus money growth provides an important early
warning indicator for risks to price stability.

CS17 Room Bedford FORECASTING FINANCIAL MARKETS Chair: Ana-Maria Fuertes

C050: A nonparametric analysis of predictive hedge fund performance using stochastic dominance tests

Presenter: Marcos Sanso-Navarro, Universidad de Zaragoza, Spain

Co-authors: Jose Olmo

Predictive performance between hedge fund strategies using stochastic dominance tests of arbitrary orders is compared. This method allows
investors to compare strategies not only in terms of some risk-return trade-off measure but also in terms of the whole predictive density of returns
and for different levels of investors’ risk aversion. The choice of the bandwidth parameter through cross-validation methods for nonparametric
conditional density estimation provides an automatic procedure to derive the optimal set of predictive factors. Our results suggest that the relevant
factors differ across strategies and do not generally coincide with those selected using parametric regression methods.

CO051: Measuring the hedging effectiveness of European index futures contracts
Presenter: Enrique Salvador, Universitat Jaume I de Castello, Spain
Co-authors: Vicent Arago

Linear and non-linear GARCH models are estimated to find optimal hedge ratios with futures contracts for some of the main European stock
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indexes. By introducing non-linearities through a regime-switching model, we can obtain more efficient hedge ratios and superior hedging per-
formance in both in- and out-sample analysis compared with other methods (constant hedge ratios and linear GARCH). Moreover, the non-linear
models also reflect different patterns followed by the dynamic relationship between the volatility of spot and futures returns during low and high
volatility periods.

C283: The economic value of stock and interest rate predictability in the UK
Presenter: Kavita Sirichand, University of Leicester, United Kingdom
Co-authors: Stephen Hall, Kevin Lee

Asset return predictability is examined by comparing the out-of-sample forecasting performance of both atheoretic and theory informed models of
bond and stock returns. We evaluate forecasting performance using standard statistical criteria, together with a less frequently used decision-based
criterion. In particular, for an investor seeking to optimally allocate her portfolio between bonds and stocks, we examine the impact of parameter
uncertainty and predictability in returns on how the investor optimally allocates. We use a weekly dataset of UK Treasury Bill rates and the FTSE
All-Share Index over the period 1997 to 2007. Our results suggest that in the context of investment decision making under an economic value
criterion, the investor gains from not only assuming predictability but by modelling the bond and stock returns together.

C304: Fama French factors and US stock return predictability
Presenter:  Sotiria Plastira, University of Piraeus, Greece
Co-authors: Ekaterini Panopoulou

This paper investigates whether the HML, the SMB along with the short-term reversal, the long-term reversal and the momentum factors exhibit
both in-sample and out-of-sample forecasting ability for the US stock returns. Our findings suggest that these factors contain significantly more
information for future stock market returns than the typically employed financial variables. We also go one step further and test whether these
variables can proxy for the aforementioned factors. Our results suggest that the default spread and to a lesser extent the term spread contain
important information for the evolution of the factors examined.

C959: The impact of the recent financial crisis on Eurozone sovereign credit default swap spreads
Presenter:  Christopher Baum, Boston College, United States of America
Co-authors: Paola Zerilli

This study evaluates the effects of the recent financial crisis on an important class of debt instruments: sovereign issues of Eurozone borrowers.
Challenges to the stability of the Euro from threats of default by several Eurozone countries have raised serious concerns and led to unprecedented
policy responses. We propose to study these effects by evaluating the risk premia embedded in sovereign credit default swap (CDS) spreads during
periods of financial turmoil. These instruments provide insurance to their buyers, payable in the event of default. Their spreads over riskless
instruments and spreads within the Eurozone CDS universe provide direct indications of market participants’ valuation of risk associated with the
underlying sovereign debt. Our methodology estimates the frequency of default events in order to analyse how perceptions of default risk have
affected the demand for insurance on short-term vs. long-term debt instruments.

CS32 Room S264 BEHAVIOURAL FINANCE Chair: Robert Hudson

C035: From behavioural to emotional corporate finance: a new research direction
Presenter: Richard Fairchild, University of Bath, United Kingdom

Behavioural finance and behavioural corporate finance analyse the effects of psychological biases, heuristics, and emotions on investors’ and
managers’ decision-making and performance. A major paradigm shift has been recently established by introducing a new field of research, namely
Emotional Finance. This ground-breaking approach employs Freud’s theory of phantastic objects to analyse the effect of unconscious, infantile
emotions on investors’ decisions. That work is extended by proposing a new development, namely, emotional corporate finance. We argue that, just
as investors may view investments as phantastic objects, managers may view their projects similarly. We develop a formal approach that considers
the effects of managerial phantasy on the investment appraisal decision, project performance, and managerial entrapment in a losing project. Our
main results are as follows: a) Managerial project-phantasy may induce a manager to mistakenly invest in value-reducing projects. b) Phantasy
may lead to volatility of managerial emotions, and hence volatility of project performance. c) Phantasy may lead to project entrapment, but may
result in project abandonment if the manager’s project-phantasy turns to project hatred. We conclude by considering whether managerial phantasy
could explain management’s entrapment in the Concorde project.

C038: The price, quality and distribution of mortgage payment protection insurance: A hedonic pricing approach
Presenter:  Robert Hudson, Newcastle University, United Kingdom
Co-authors: John Ashton

Mortgage payment protection insurance (hereafter MPPI) provides varying combinations of accident, sickness and unemployment insurance and is
used to protect the mortgage payments of policyholders in the event of them losing their income. The product has been heavily criticised for pro-
viding poor value for money and for being associated with unhelpful sales techniques especially when sold jointly with a mortgage. Consequently
in 2009 the Competition Commission ruled that MPPI should not be sold jointly with lending. We investigate the price, quality and distribution of
MPPI using a hedonic pricing approach. We conclude that the prices of policies sold independently do reflect the quality of the policies in terms of
their coverage and conditions. In contrast policies sold jointly are clearly more expensive for a given set of benefits and conditions. Our study has
implications for both policy and methodology. From the point of view of policy it does lend support to eliminating the joint sale of the MPPI with
mortgages. From the methodological viewpoint the hedonic pricing approach appears very promising for future research in insurance and financial
services.

C669: Probability of attracting FDI flows
Presenter: Kristina Vasileva, Westminster Business School, United Kingdom
Co-authors: Gulnur Muradoglu, Mario Levis

The purpose is to quantify the macroeconomic, geographic, institutional and cultural factors in terms of probability of an FDI flow occurring
between two countries in order to see if countries can do something to enhance their attractiveness for FDI. Using a binary dependent variable
method set to be zero if there is not an FDI relationship between country i and j and 1 if there is a positive relationship, we show how the
aforementioned factors increase or decrease the probability of an FDI relationship occurring between two countries. We use a probit model on a
set of macroeconomic, physical, institutional and cultural factors in order to determine if they are significant predictors of the probability of one
country having an FDI relationship with another country. We find results that show that, when two countries have these factors in common, the
probability that they will have FDI between them significantly increases. Countries can use this knowledge in order to attract more FDI from
specifically targeted countries.
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C693: Optimism and portfolio choice
Presenter:  Jiayi Balasuriya, Cass Business School, United Kingdom
Co-authors: Gulnur Muradoglu, Peter Ayton

Innovative measures of financial optimism are developed by defining optimism as the overestimation of the favourable outcome in an individual’s
future financial situation. Financial optimism is found to have a significant positive effect on risk taking behaviour. Optimistic investors choose
risky portfolios over risk-free portfolios for their investments and have higher debt borrowing. We use more than 660,000 observations from the
British Household Panel Survey covering the period 1991 to 2007 in our analysis. Optimistic, pessimistic and neutral respondents have significantly
different demographic characteristics. Optimists are significantly younger, more likely to be male, have higher business ownership, borrow more
personal debt and take on a larger mortgage than non-optimists. They also have lower accumulated financial wealth and home ownership, but have
a higher average unemployment rate than people who are pessimistic or neutral towards their financial situation.

C870: Price impact of stock splits and dispersion of beliefs
Presenter: Maria Chiara Iannino, University of Vienna, Austria

This paper is an empirical investigation, around the time of stock splits, of the relation between dispersion of beliefs among investors, market
reaction and future performance of splitting companies. A 3-step analysis on a sample of US splits, occurred from 1993 to 2004, shows a change
in the distribution of the analysts’ forecasts, in mean and dispersion, after the announcement of a split. Moreover, this change helps explaining
the underreaction that these companies exhibit in the post-event period. The excess returns in the post-event window are partly explained by the
differences of opinion preceding the announcement. Finally, the results are consistent with the presence of an informational content in the event.
This is also confirmed by the correction of the average underestimation error in the analysts’ earnings forecasts for such companies. However, the
signals are noisy and not completely reliable, as the dispersion of beliefs increases consistently with an increase in the uncertainty on the value of
such firms and on the quality of the information conveyed by the event.

CS34 Room Jessel QUANTITATIVE RISK MANAGEMENT I Chair: Simon Broda

C235: A decisionmetrics approach to portfolio allocation
Presenter: Maria Putintseva, University of Zurich, Switzerland
Co-authors: Stanislav Anatolyev

Sophisticated multivariate econometric models designed to describe dependencies among many assets often fail to beat simple naive models in
portfolio optimization. A better performance may be exhibited by a more parsimonious model tailored to a particular economic problem such as
maximization of an investor’s utility. This decisionmetrics paradigm is able to eventually generate more precise portfolio weights because of fewer
parameters that need to be estimated. The decisionmetrics approach is applied to the problem of portfolio optimization and we develop a direct
model for evolution of the portfolio weights. We compare our procedure to a conventional method of using the popular Dynamic Conditional
Correlations and Dynamic Equicorrelations models with successive computations of implying portfolio weights. Using data on 30 components of
the DJIA index and 10 and 40 randomly chosen components of the S&P 500 index we show that our approach provides a substantial improvement
in portfolio characteristics. Among other things our method allows us to speed up computations because the portfolio is optimized simultaneously
with the model parameters, while the standard procedure is necessarily a many step one.

C406: MARC-MARS: Modeling asset returns via conditional multivariate asymmetric regime-switching
Presenter: Pawel Polak, Swiss Finance Institute, University of Zurich, Switzerland
Co-authors: Marc Paolella

A multivariate asymmetric regime-switching model for asset returns is motivated and studied. It allows for volatility clustering, excess kurtosis,
asymmetry, and dynamics in the dependency between assets over time. It nests several models previously proposed in the literature, and is
demonstrated to outperform them in out-of-sample exercises. A new estimation procedure is developed which is far faster than existing methods,
and thus crucial for use with a large number of assets.

C303: Augmented likelihood estimation for mixture models
Presenter:  Jochen Krause, University of Zurich, Switzerland
Co-authors: Marc Paolella

The maximum likelihood estimation of mixture models is well-known to suffer from the degeneracy of mixture components caused by singularities
in the likelihood function. We present a new and general solution to this problem based on an augmented maximum likelihood scheme dedicated
to unconditional (univariate or multivariate) mixture models. Assuming mixtures of non-degenerated components only, we derive consistent
estimators that fully eliminate the degeneracy issues and also nicely cope with the common bumpiness of mixture likelihood functions. Simulations
studies indicate the superiority of the new estimator compared to existing methods. Moreover, an extension to conditional mixture models of higher
complexity, e.g., mixture GARCH, is straightforward and also devised.

C400: Trading activity and public news arrival
Presenter:  Kerstin Kehrle, University of Zurich, Switzerland

The probability of informed trading approach is extended by introducing additional trader heterogeneity. The role of public information on the
arrival of privately informed and uninformed traders is investigated. Our results show that public information increases the arrival rate of uninformed
buyers and sellers. The arrival sensitivity of uninformed traders to public news is highly related to liquidity and return volatility. We find evidence
that an increase in the arrival of buyers due to public news increases stock returns while an increase of sellers decreases stock returns. These results
are more pronounced for privately informed traders than for uninformed traders.

C285: Tail probabilities and partial moments for quadratic forms in multivariate generalized hyperbolic random vectors
Presenter:  Simon Broda, University of Amsterdam, Netherlands

Quadratic forms in random vectors have numerous applications in econometrics, and thus received considerable attention in the literature. In
finance, they arise in the context of the delta-gamma approximation to the value of a portfolio of assets; in particular, computing the Value at Risk
requires an expression for their cdf. The numerical methods usually employed for this purpose have thus far been constrained to the case of joint
Gaussianity, a severe limitation in the heavy-tailed context of asset returns. These methods are generalized to multivariate generalized hyperbolic
(MGHyp) random vectors. The MGHyp is a very flexible distribution which nests, among others, the multivariate ¢, Laplace, and variance gamma
distributions, all of which have been used successfully for modelling financial returns data. An expression for the first partial moment is also
obtained; this can be used to evaluate the expected shortfall.
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CS52 Room Bloomsbury VAST DIMENSIONAL FINANCIAL ECONOMETRICS Chair: David Veredas

C061: Common volatility in evolutionary panels
Presenter: Matteo Barigozzi, London School of Economics and Political Science, United Kingdom
Co-authors: Giovanni Motta

Large panels of time series typically exhibit strong evidence of co-movement. A factor model for multivariate processes whose second order
structure smoothly varies over time is considered. The evolutionary filters are factorized as the product of a scalar smooth time-varying component
that captures the long run common volatility, and ARMA filters describing the short run stationary dynamics. Specific non-pervasive behaviors
of returns are left in the idiosyncratic components. The common volatility is then estimated in a fully non-parametric way and its asymptotic
properties are derived. The estimator is easy to implement and it works well even for small sample sizes. The performance of the methodology
is illustrated by means of simulation exercises. Finally, we provide an application on data of financial volatilities taken from S&P100. Empirical
results show that there is a strong evidence of a factor structure and that the estimated common volatility is an indicator of economic crisis.

C080: Modeling vast panels of volatilities with long-memory dynamic factor models
Presenter: Matteo Luciani, Universite libre de Bruxelles, Belgium
Co-authors: David Veredas

Modeling vast panels of volatilities has always been an issue of paramount importance, yet elusive. These volatilities, when observed through
time, share certain stylized facts: co-movement, clustering and long-memory. Based on Dynamic Factor Models, we propose a methodology that i)
disentangles between commonness and idiosyncrasies, ii) is suitable for large dimensions, and iii) explains the above-mentioned stylized facts. A
throughout Monte Carlo study shows the usefulness of the approach both in terms of factor identification and parameter estimation. An application
to 90 daily realized volatilities, pertaining to S&P100, from January 2001 to December 2008, evinces four findings. i) All the volatilities have
long memory, more than half of them in the nonstationary range, which increases during financial turmoil. ii) Tests and criteria point towards one
dynamic common factor driving the co-movements, which naturally qualifies as the unobservable market volatility. iii) This factor has larger long
memory that the assets volatilities, suggesting that long-memory is a market characteristic. Indeed, the idiosyncratic components show a much
smaller deal of fractional integration. v) The time-varying long-memory found in the volatilities is mainly due to the common factor, while the
degree of long-memory in the idiosyncrasies is relatively stable.

C253: TailCor: A new measure of tail correlation for vast dimensional panels of asset returns
Presenter: Lorenzo Ricci, Universite libre de Bruxelles, Belgium
Co-authors: David Veredas

A quantile-based method to measure tail correlations within the elliptical class distributions (TailCor) is proposed. It differs from tail dependence
in that TailCor is not based on tail asymptotic arguments, and hence can be applied to any probability level. The use of TailCor is straightforward:
it is a simple function and it disentangles the contribution of linear and non-linear correlation, the latter depending on the tail index. The method is
successfully tested both on simulated data and on a large panel of securities (S&P500). A Monte Carlo study reveals the goodness of the measure,
both in terms of computational time and for finite samples. An empirical illustration to a large panel of securities (the constituents of S&P500) over
the financial crisis illustrates the usefulness of TailCor.

C515: Wavelet-based realized covariation theory
Presenter:  Jozef Barunik, IES FSV UK, Czech Republic
Co-authors: Lukas Vacha

One of the most fundamental issues in finance is research of the covariance generating process between asset returns. Demand for accurate
covariance estimation is becoming more important for risk measurement and portfolio optimization than ever before. We contribute to the current
literature and provide a generalized theory for realized measures of covariance which are robust to jumps as well as noise in the underlying process.
We introduce wavelet-based realized covariance estimator which brings the covariance estimation into the time-frequency domain for the first time.
Moreover, we also present a methodology for detecting multivariate co-jumps using wavelets. The theory is supported by the small sample study
of the behavior of estimators. Finally, our estimator is used to decompose the realized covariation of the real-world data into several investment
horizon covariations, individual jumps and co-jumps. We utilize this decomposition to construct an ARFIMA-type model for forecasting, and we
show that our estimator of realized covariance carries over the highest information content for forecasting of realized covariations and correlations.
We also study the impact of co-jumps on the forecasts.

C771: Modelling high dimensional time-varying dependence using D-vine SCAR models
Presenter: Hans Manner, University of Cologne, Germany
Co-authors: Almeida Carlos, Czado Claudia

The problem of modelling the dependence of large dimensional time series data is considered. We build high dimensional time-varying copula
models by combining pair-copula constructions (PCC) for the construction of flexible copulas with stochastic autoregressive copula (SCAR) models
to capture dependence that changes over time. We show how the estimation of this highly complex model can be broken down into the estimation
of a sequence of bivariate SCAR models, which can be achieved by using the method of simulated maximum likelihood. Further, by restricting the
conditional dependence parameter on higher cascades of the PCC to be constant, we can greatly reduce the number of parameters to be estimated
without losing much flexibility. Due to this estimation framework, the model can in principle be applied in arbitrarily large dimensions. We
study the performance of our estimation method by a large scale Monte Carlo simulation. An application to a large dataset of stock returns of all
constituents of the Dax 30 illustrates the usefulness of the proposed model class.

CS68 Room Court RECENT ADVANCES IN BOND PRICING Chair: Florian Ielpo

C027: Credit and liquidity risks in euro-area sovereign yield curves
Presenter: Jean-Paul Renne, Banque de France, France
Co-authors: Alain Monfort

A model of the joint dynamics of euro-area sovereign yield curves is proposed. The arbitrage-free valuation framework involves five factors and
two regimes, one of the latter being interpreted as a crisis regime. These common factors and regimes explain most of the fluctuations in euro-area
yields and spreads. The regime-switching feature of the model turns out to be particularly relevant to capture the rise in volatility experienced
by fixed-income markets over the last years. In our reduced-form setup, each country is characterized by a hazard rate, specified as some linear
combinations of the factors and regimes. The hazard rates incorporate both liquidity and credit components, that we aim at disentangling. The
estimation suggests that a substantial share of the changes in euro-area yield differentials is liquidity-driven. Our approach is consistent with the
fact that sovereign default risk is not diversifiable, which gives rise to specific risk premia that are incorporated in spreads. Once liquidity-pricing
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effects and risk premia are filtered out of the spreads, we obtain estimates of the actual “or real-world” default probabilities. The latter turn out to
be significantly lower than their risk-neutral counterparts.

C037: Fed funds futures and the federal reserve
Presenter: Jean-Sebastien Fontaine, Bank of Canada, Canada

Predictive regressions based on federal funds futures provide the most accurate forecasts of the Fed’s target rate. Therefore, the cross-section of
futures should best characterize the Fed’s response function. This has been neglected in the term structure literature, perhaps due to technical
challenges. A novel affine dynamic term structure model estimated using daily futures, LIBOR and target rates from 1994 to 2007 is introduced.
The results uncover substantial cyclical changes in the uncertainty surrounding target changes that are induced by the Fed’s response to economic
conditions. The uncertainty is lowest (highest) in tightening (loosening) cycles, especially when the economy emerges from (enters) a recession.
This adds to risk premium variations over the impact of changes in the price of macro risk. The model correctly characterizes risk premium since
(1) it fits interest rates more accurately and (ii) it delivers unbiased target rate forecasts that match or improve upon standard benchmarks. The
marginal predictive content obtained from combining futures and LIBOR rates comes from the ability to identify hedging demands in the futures
market.

C081: An analysis of ultra long term yields
Presenter: Simon Dubecq, Banque de France / CREST, France
Co-authors: Christian Gourieroux

The discounting of very long-term cash-flows is crucial for the valuation of long-term investment projects. The market prices of US government
bonds with very long-term time-to-maturity are analyzed, and some statistical specificities of very long-term zero-coupon rates, that standard
Gaussian affine term structure models do not account for, are emphasized. In addition, we describe and estimate three Gaussian Nelson-Siegel
affine term structure models, and highlight the model characteristics, which are necessary to match the dynamics of very long-term interest rates.

C039: Fiscal policy, default risk and euro area sovereign bond spreads
Presenter:  Vladimir Borgy, Banque de France, France
Co-authors: Thomas Laubach, Jean-Stephane Mesonnier, Jean-Paul Renne

An arbitrage-free affine term structure model of potentially defaultable sovereign bonds is developed to model a cross-section of six euro area
government bond yield curves. We make use of the coexistence of a common monetary policy under European Monetary Union, which determines
the short end of the yield curve that is common to all countries, and decentralized debt policies which drive expected default probabilities and
thereby spreads at the long end. The factors of our term structure model are observable macroeconomic variables, including measures of government
solvency. When applying this model to yield curves of six EMU member countries over the period January 1999 to March 2010, we find strong
evidence for a break in the relationship between the fiscal variable and the default intensities in early 2008. Despite using no latent factors, our
model produces an excellent fit to both yield levels and spreads. For highly indebted countries, following the break the sensitivity of spreads to the
fiscal variable rises sharply.

C153: Forward rates, monetary policy and the economic cycle
Presenter:  Florian Ielpo, Lombard Odier Investment Managers, Switzerland

The short end of the yield curve incorporates most of the necessary information to forecast the next moves of Central Banks, but in a biased
manner. A new method is proposed to forecast the Fed and the ECB rates by correcting the swap rates for their cyclical premium, using an affine
term structure model. The corrected yields offer a higher forecasting power than the yields themselves, in an out-of-sample exercise. Some of them
even outperform the forecasts obtained with a well-known Factor Augmented VAR.

CS56 Room Gordon COMPUTATIONAL METHODS IN APPLIED ECONOMETRICS Chair: Christopher F. Parmeter

C082: Cross-sectional GMM estimation under a common data shock
Presenter:  Oleksandr Zhylyevskyy, lowa State University, United States of America
Co-authors: Serguey Khovansky

A GMM estimation approach is developed for a stylized cross-sectional model with a non-localized common data shock. Common shocks are often
encountered in economics and finance. Thus, their implications for estimation are of substantial interest. Other researchers investigated properties
of OLS estimator under localized and non-localized shocks and proposed a GMM estimator for cross-sectional data with localized shocks. However,
cross-sectional GMM estimation under non-localized shocks received little attention. We fill in the gap by developing an estimation framework in
this setting. We propose one- and two-step GMM estimators and prove that they are consistent and asymptotically mixed normal under specified
regularity conditions. The asymptotic mixed normality of our estimators differentiates them from usual asymptotically normal GMM estimators
and necessitates a further investigation of statistical inference and specification testing. We show that despite the estimators’ asymptotic mixed
normality, conventional Wald tests can still be employed. We also prove that the OIR test retains its usual chi-squared asymptotic distribution. We
investigate finite-sample performance of the method using Monte Carlo simulations of a financial model featuring a market-wide systematic risk.
The approach allows us to estimate instantaneous market volatility, average instantaneous idiosyncratic volatility, and idiosyncratic risk-premium
using only a cross-section of stock returns.

C760: Sociodynamic discrete choice on spatial networks: Role of utility parameters and connectivity in emergent outcomes
Presenter: Elenna Dugundji, Universiteit van Amsterdam, Netherlands
Co-authors: Laszlo Gulyas

Social interactions and generated feedback dynamics in the adoption of various transportation mode alternatives are treated. We consider a model
where a commuter’s choice is directly influenced by the percentages of neighbors and socioeconomic peers making each choice, and which ac-
counts for common unobserved attributes of the choice alternatives in the error structure. We explicitly address non-global interactions within
different social and spatial network structures, combining econometric estimation with computational techniques from multi-agent based simula-
tion, and present an empirical application of the model using pseudo-panel microdata collected by the Amsterdam Agency for Traffic, Transport
and Infrastructure. We observe that the estimated utility parameters for the different sociogeographic network scenarios can generate dramatically
different dynamics and thus cannot be ignored in any empirical application. However, in a hypothetical simulation experiment we find that swap-
ping the sociogeographic networks does not significantly change the long-run outcome of the simulation, when utility parameters are held fixed.
We conclude highlighting recommendations for future work.

C714: A comparative study of the Lasso-type and heuristic model selection methods
Presenter:  Ivan Savin, Friedrich Schiller University Jena and the Max Planck Institute of Economics, Germany

A first comparative analysis of Lasso-type (Lasso, adaptive Lasso, elastic net) and heuristic subset selection methods is presented. Although the
Lasso has shown success in many situations, it has some limitations. In particular, inconsistent results are obtained for pairwise highly correlated
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predictors. An alternative to the Lasso is constituted by model selection based on information criteria (IC), which remain consistent in the situation
mentioned. However, these criteria are hard to optimize due to a discrete search space. To overcome this problem, an optimization heuristic
(Genetic Algorithm) is applied. To this end, results of a Monte-Carlo simulation study together with an application to an actual empirical problem
are reported to illustrate the performance of the methods.

C456: Identification and estimation of social interactions through variation in equilibrium influence
Presenter: Mikko Packalen, University of Waterloo, Canada

A new, computationally intensive, method for estimating social interaction effects is presented. In our applications we solve for each considered
feasible value of the endogenous social interaction parameter 489 constrained optimization problems with over 12 million unknown interaction
structure parameters. The proposed approach is based on using network interaction structure induced variation in equilibrium influence to construct
conditionally balanced interaction structures. As equilibrium influence is determined by the known interaction structure and the unknown endoge-
nous social interaction parameter, interaction structures are constructed for different imputed values of the unknown parameter. Each constructed
interaction structure is conditionally balanced in the sense that when it is combined with observations on the outcome variable to construct a new
variable, the constructed variable is a valid instrumental variable for the endogenous social interaction regressor if the true and imputed parameter
values are the same. Comparison of each imputed value with the associated instrumental variable estimate thus yields a confidence set estimate
for the endogenous social interaction parameter as well as for other model parameters. We provide conditions for point identification and partial
identification. We apply the method to study subjective college completion and income expectations using Add Health data and provide Monte
Carlo analyses of Erdos-Renyi and small-world networks.

C187: Who benefits from financial development: new methods, new evidence

Presenter: Christopher Parmeter, University of Miami, United States of America

Co-authors: Daniel Henderson, Chris Papageorgiou

A fresh look at the impact of financial development on economic growth is taken by using recently developed generalized kernel methods that
allow for heterogeneity in partial effects, nonlinearities, and endogenous regressors. Our results suggest that while the positive impact of financial
development on growth has increased over time, it is also highly nonlinear with more developed nations benefiting while low-income countries do
not benefit at all. This finding contributes to the ongoing policy debate as to whether low-income nations should scale up financial reforms.

CP02 Room Chancellor’s POSTER SESSION II Chair: Christodoulos Louca

C634: Mean square analysis of delayed geometric Brownian motion
Presenter:  Jevgenijs Carkovs, Riga Technical University, Latvia

An algorithm for time asymptotic analysis of stochastic linear functional differential equations is proposed. The approach is based on some
developments in the space of countable additive symmetric measures. The weak infinitesimal operator of this semigroup helps to find a Lyapunov-
Krasovsky type quadratic functional that gives a necessary and sufficient asymptotic stability condition for the equation defined by the selected
deterministic part of the analyzed stochastic equation. Moreover, substituting the solution of the such an equation as an argument of this quadratic
functional, we have a stochastic process usable for Ito stochastic differential. This property permits us to derive an analogue of Ito formula for
the above mentioned stochastic process and to discuss equilibrium asymptotic stochastic stability conditions for the original stochastic functional
differential equation. As an example we have deduced necessary and sufficient condition for mean square decreasing of stochastic exponent given
by Ito type scalar equation with delay.

C631: Performance of Bayesian dynamic latent factor model in measuring pricing errors and forecasting returns
Presenter: Meltem Chadwick, Central Bank of Turkey, Turkey

A dynamic Bayesian framework is proposed in order to obtain the exact distribution of pricing errors in the bounds of arbitrage pricing theory with
the aim of observing if the usage of a dynamic model contributes to a significant reduction of the pricing errors over a static factor model. In doing
0, a dynamic latent factor model, with and without time-varying factor loadings, has been utilised for the analysis of the pricing errors and we
use this model to test out-of-sample and in-sample forecasting performance with respect to asset returns adopting the Fama-French data for US
monthly industry returns. We observe that the pricing errors increased slightly using a dynamic factor model, when compared with the static factor
model. Besides, inclusion of factors beyond the first one posed an improvement with respect to the pricing errors both for the static and the dynamic
factor model. Considering the predictive performance of the dynamic factor model, it has been observed that in-sample predictive accuracy can be
improved over a simple moving average model, however out-of-sample performance does not differ considerably.

C698: On price stochastic equilibrium of adaptive single-component market

Presenter: Karlis Sadurskis, Riga Technical University, Latvia

Co-authors: Maris Buikis, Jevgenijs Carkovs

A stochastic adaptive Samuel-Marshall type single-component market with randomly delayed supply is discussed. Our model is of the form
of quasi-linear functional differential equations with perturbations dependent on phase coordinates and frequently switched an ergodic Markov
process. The approach is based on stochastic calculus and asymptotic methods of bifurcation theory. It allows not only to advance in price
equilibrium stability analysis, but also to detect a price stochastic business cycle and to prove that time delay of supply exerts significant influence
on market price dynamics.

C719: Modelling and testing threshold moving-average processes

Presenter: Bo Guan, The University of Hong Kong, Hong Kong

Co-authors: Guo Dong Li, Wai Keung Li

Existing threshold models have been concentrated on autoregressive-type (TAR) models, and TAR models have been treated as a standard class
of models for time series analysis; while moving-average-type (TMA) models have not drawn much attention. Although much profound progress
in theoretical research has been made, there are still many significant characteristics of the TMA models which have not yet found a satisfactory
interpretation. An investigation into the TMA models is undertaken in order to have a more complete picture of threshold time series. Properties of
the Akaike information criterion (AIC and AICc) and the Bayesian information criterion are studied using numerical simulation, and results suggest
that AICc performs better than AIC and BIC. Moreover, the asymptotic distribution of residual autocorrelations for TMA models is derived. By
using sample averages in the evaluation of the asymptotic covariance matrix, it is possible to obtain standard errors of residual autocorrelations that
are closer to the actual values. Simulation results demonstrate that this methodology can be applied to facilitate model diagnostic checking.

C836: Economic trend: Identification and prediction through financial modelling
Presenter:  Satyarth Pandey, Institute of Management Technology of Ghaziabad, India
Co-authors: Veena Choudhary

The world is getting more and more averse towards shocks and surprises pertaining to the economic conditions of the respective nations. Information
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based prior preparation and readiness towards such surprises is the need of the hour. It is understood that no information can provide a hundred
percent guarantee towards such economic instabilities but still can make a nation better prepared to face them. We aim to identify and then we
make an attempt to predict the trends that appear in an economy over the years through analysis of factors such as unemployment rate, industrial
development rate which play an important role in governing the status an economy is in. The objective is to come up with a robust model that can
provide a base for future work on this line. Through this work we also aim to overlap the paths of a developed and a developing economy, trying
to find whether there exists any similarity in the economic conditions that developed countries found themselves while they were in developing
phase with the current developing economies, and thus try to predict the future economic conditions of the developing economies on the basis of
this analysis.

C899: A nonlinear factor analysis for large sets of macroeconomic time series
Presenter: Diana Aldea Mendes, ISCTE-IUL, Portugal
Co-authors: Vivaldo M.P. Mendes

Dynamic factor models are frequently used for empirical research in macroeconomics. Several papers in this area argue that the co-movements
of large panels of macroeconomic and financial data can be captured by a relatively few common unobserved (latent) factors. The main purpose
is to analyse and compare the transmission mechanism of monetary policy in the euro area based on two different approaches, in order to include
information from large data sets. The first one consists of a classical linear methodology where the factors are obtained through a principal compo-
nent analysis (FAVAR models), while the second approach employs a nonlinear manifold learning algorithm in order to obtain such factors (Kernel
PCA). In contrast to the linear dimensionality reduction techniques, manifold learning methods provide a more powerful non-linear dimensionality
reduction by preserving the local structure of the input data. We perform the dynamic inference on the nonlinear manifold by using a dynamic
Bayesian network.

C855: On moment conditions for quasi-maximum likelihood estimation of multivariate ARCH models
Presenter: Marco Avarucci, Maastricht University, Netherlands
Co-authors: Eric Beutner, Paolo Zaffaroni

It is analyzed whether it is possible to derive consistency and asymptotic normality of the Gaussian quasi-maximum likelihood estimator (QMLE)
for possibly the simplest VEC-GARCH model, namely the multivariate ARCH(1) model of the BEKK form, under weak moment conditions similar
to the univariate case. In contrast to the univariate specification, we show that the expectation of the loglikelihood function is unbounded, away
from the true parameter value, if (and only if) the observable has unbounded second moment. Despite this non-standard feature, consistency of the
Gaussian QMLE is still warranted. The same moment condition proves to be necessary and sufficient for stationarity of the score, when evaluated
at the true parameter value. This explains why high moment conditions, typically bounded sixth moment and above, have been used hitherto in the
literature to establish the asymptotic normality of the QMLE in the multivariate framework.

(C923: Statistical methods to measure the efficiency of alternative multifactor single index portfolios
Presenter: Nina Kajiji, University of Rhode Island, United States of America
Co-authors: Gordon Dash

Measuring portfolio efficiency is a process that is designed to account for possible return improvements and/or risk contractions. Recent evidence
provides a synthesis and extension of contemporary findings on the properties of distance functions for measuring portfolio efficiency. The purpose
is to augment the view of distance measures to include comparisons of alternative efficient sets. We analyze the axiomatic effects designed to
improve the performance of simple portfolio models to replicate the allocative efficiency of the traditional mean-variance portfolio model. Several
alternative versions of the Sharpe single index model are formulated. The model specifications incorporate either the factor-optimized or the
Bayesian augmented measures of systematic risk. The resultant efficient sets are compared using ANCOVA and MANOVA model specifications
based on Cartesian risk and return portfolio descriptors. Using the results from the Bonferroni multiple comparison test we have evidence of
a near equivalence between the traditional Markowitz efficient set and the allocative portfolios produced by the Bayesian single-index portfolio
optimization model. These findings are significant for model builders who wish to reduce the simplicity of nonlinear asset-liability optimization
programs that include an embedded specification of the Markowitz portfolio model.

C637: Testing the expectations hypothesis of the Czech term structure of interest rates
Presenter:  Petr Jablonsky, University of Economics, Czech Republic

The expectations hypothesis for the Czech interbank market in 2000 to 2011 are tested. The study is a continuation of a similar analysis performed
for the Czech interbank market in the late 1990’s by other authors. Even though this study was based on data for the young Czech market it proved
the EH for about 50% of the interbank rates. As the Czech interbank market has developed we expected that our analyses on 2000 to 2011 data
would prove the EH for most of the tested rates. To our surprise the results indicate a rejection of the EH at the Czech market during the tested
period. The same results were achieved even when assuming a shorter time series up to the year 2007 excluding the data for the financial crises.

CS95 Room S261 FINANCIAL ECONOMETRICS I Chair: Kameliya Filipova

C805: Estimation of an EGARCH(1,1)-AR(1)-M model
Presenter: Antonis Demos, AUEB, Greece
Co-authors: Sofia Anyfantaki

Time-varying GARCH-M models are commonly used in econometrics and financial economics. Yet the recursive nature of the conditional variance
makes exact likelihood analysis of these models computationally infeasible. We outline the issues and suggest to employ a Markov chain Monte
Carlo algorithm which allows the calculation of a classical estimator via the simulated EM algorithm or a simulated Bayesian solution in only O(T)
computational operations, where T is the sample size. Furthermore, the theoretical dynamic properties of a time-varying EGARCH(1,1)-M are
derived. We discuss them and apply the suggested Bayesian estimation to three major stock markets.

C757. Extreme value theory versus traditional GARCH approaches applied to financial data: A comparative evaluation
Presenter: M. Dolores Furio, University of Valencia, Spain
Co-authors: Francisco J. Climent

Although stock prices fluctuate, the variations are relatively small and are frequently assumed to be normal distributed on a large time scale. But
sometimes these fluctuations can become determinant, especially when unforeseen large drops in asset prices are observed that could result in
huge losses or even in market crashes. The evidence shows that these events happen far more often than would be expected under the generalized
assumption of normal distributed financial returns. Thus it is crucial to properly model the distribution tails so as to be able to predict the frequency
and magnitude of extreme stock price returns. We follow an approach suggested previously and combine the GARCH-type models with the extreme
value theory (EVT) to estimate the tails of three financial index returns DJI, FTSE 100 and NIKKEI 225 representing three important financial
areas in the world. Our results indicate that EVT-based conditional quantile estimates are much more accurate than those from conventional AR-
GARCH models assuming normal or Student’s t-distribution innovations when doing out-of-sample estimation (within the in-sample estimation,
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this is so for the right tail of the distribution of returns). The results should be useful to investors in general, since their goal is to be able to forecast
unforeseen price movements and take advantage of them by positioning themselves in the market according to these predictions.

C773: Assessing shocks to inflation expectations in a data rich environment
Presenter: Lucia Alessi, European Central Bank, Germany
Co-authors: Luca Onorante

A semi-structural analysis aiming at estimating the macroeconomic effects of shocks to inflation expectations is carried out. We estimate a Structural
Factor Model for the euro area, which includes more than 200 quarterly variables. By using such a wide information set we are able to: 1) identify
structural shocks which a small-scale VAR would not be able to retrieve; 2) avoid any variable selection bias; 3) exploit as many variables as we
need to identify the shocks, and study their responses in a unified framework. We find that the euro area economy can be well described by four
structural shocks, and assume that one of these shocks has an expectational nature. To achieve identification of this shock, we use a mix of zero
and sign restrictions. Our results confirm an important role for inflation expectations in affecting the dynamics of real and nominal variables.

C487: A spatial analysis of international stock market linkages
Presenter: Hossein Asgharian, Lund University, Sweden
Co-authors: Wolfgang Hess, Lu Liu

The severe global impacts of the recent financial crises have intensified the need to understand how country specific shocks are transmitted to other
countries. Using spatial panel econometric techniques, we analyze the impact of various linkages between countries on the interdependence of
their stock markets. To eliminate the effect of common trend in return data, we employ a panel specification with two spatial lags. This enables us
to directly compare the spatial dependencies among neighbors with those among non-neighbors. A number of different linkages are used to define
the neighborhood among countries: geographical neighborhood, similarity in industrial structure, the volume of countries’ bilateral trade, bilateral
foreign direct investment, convergence in expected inflation, and the stability of the bilateral exchange rate. We analyze returns of 41 national stock
market indexes over a period of 16 years. Our empirical results indicate similarity in industrial structure to be the most important linkage. Other
important linkages that explain stock market synchronization include geographic closeness, bilateral trade, and exchange rate stability. This is the
first in-depth analysis of the underlying economic structure of financial markets interactions that relies on spatial econometric techniques.

C707: Yield curve predictability, regimes, and macroeconomic information: An asset pricing approach
Presenter: Kameliya Filipova, University of St. Gallen, Switzerland

We develop a new multivariate dynamic term structure model, which takes into account the nonlinear (time-varying) relationship between interest
rates and the state of the economy. In contrast to the classical term structure literature, where nonlinearities are captured by increasing the number of
latent state variables, or by latent regime shifts, in our no—arbitrage framework the regimes are governed by thresholds and they are directly linked
to different economic fundamentals. Specifically, starting from a simple monetary policy model for the short rate, we introduce a parsimonious
and tractable model for the yield curve, which takes into account the possibility of regime shifts in the behavior of the Federal Reserve. In our
empirical analysis, we show the merit of our approach along four dimensions: (i) interpretable bond dynamics; (ii) superior out-of-sample short
rate forecasting performance; (iii) accurate short end yield curve pricing; (iv) bond excess return predictability.

CP01 Room Chancellor’s POSTERS SESSION I Chair: Christodoulos Louca

C490: Adaptive MCMC for non-life insurance reserving via paid-incurred claims models
Presenter:  Alice Dong, University of Sydney, Australia
Co-authors: Gareth Peters, Mario Wuthrich, Jennifer Chan

Computationally efficient adaption strategies are developed and compared for MCMC algorithms, based on adaptive Metropolis and Robbins-
Monro. These adaptive algorithms are used to facilitate estimation of important reserving quantities in non-life insurance models. This significantly
extends the range of possible reserving measures and the ability to estimate these reserves based on the predictive loss distributions in sophisticated
insurance models. In particular, a novel stochastic Paid-Incurred-Claims model for reserving, that allows us to combine claims payments and
incurred losses information, is developed and compared to a recently developed PIC model. The extensions considered remove the conjugacy prop-
erties previously developed and therefore require efficient sampling methodologies to tackle the high-dimensions and induced posterior correlation
structures from the loss reserving triangle.

C423: Asset pricing in DSGE models - comparison of different approximation methods
Presenter:  Jan Acedanski, University of Economics in Katowice, Poland

Differences between asset price properties in a standard DSGE model approximated by using different methods are investigated. Among the
discussed approaches there are perturbation, projection and value function iteration techniques as well as the methods specially designed for asset
price approximation like the loglinear-lognormal approach. We compare basic moments of stock prices and returns and risk free rates. We also
check if there are any differences between predictability of stock premium and dynamic correlations between financial variables and real economy
in the model for different approximation methods. The results show that despite significant differences between the method’s accuracy in many
areas their implications remain very similar.

C518: Study of the informational efficiency of Warsaw stock exchange during 2007-2009 with machine learning

Presenter: Marcin Ciemny, University of Bedfordshire, United Kingdom

Co-authors: Livia Jakaite, Vitaly Schetinin

An attempt to verify the hypothesis of informational efficiency of financial markets, known as “random walk”, is undertaken. The main aspects
of the hypothesis are described in relation to financial crises. The hypothesis is tested on the real data of the Warsaw Stock Exchange during the
financial crisis years 2007-2009 by predictive modeling based on Machine Learning (ML). In particular, Group Method of Data Handling (GMDH)
has been used. The results have shown that there exists a weak form of efficiency. The use of GMDH has been shown to provide selection of a near
optimal structure of predictive models that is of crucial importance for testing the informational efficiency. The GMDH has been shown capable
of automatically inducing the desired model in the absence of expert knowledge. The results obtained with the GMDH models are compared with
those achieved with the conventional ML methods. The GMDH models have been shown to provide a better accuracy of the predictions than a
random choice, that allowed us to conclude on the weak form of informational efficiency.

C558: On the estimation of exponential regression models: an integrated GMM approach

Presenter: Esmeralda Ramalho, Universidade de Evora, Portugal

Co-authors: Joaquim Ramalho

Exponential regression models are widely used in economic applications where the variable of interest can take only nonnegative values (e.g.
gravity equations for international trade, Mincerian equations for wages, production functions, Euler equations). Several estimators have been
proposed for these models, that possess optimality properties under some data generating processes (DGP), e.g. Gamma and Poisson-based quasi-
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maximum likelihood estimators for cases where regressors are exogenous and GMM estimators based on orthogonality conditions that include a
residual function from a transformed version of the model of interest for cases of endogeneity. Building on this last approach, we propose a unifying
new class of GMM estimators that nests the two lines of approach for both exogenous and endogenous regressors and, additionally, incorporates
more flexible new estimators where the orthogonality conditions use spline functions of the regressors or the instrumental variables to approximate
the optimal instruments. These estimators display a very promising performance in a Monte Carlo simulation study, being close to the optimal
choices for a variety of DGP.

C567: Hedonic functions, hedonic methods, estimation methods and Dutot and Jevons house price indexes
Presenter: Joaquim Ramalho, Universidade de Evora, Portugal
Co-authors: Esmeralda Ramalho

Hedonic methods are a prominent approach in the construction of house price indexes. It is investigated in a comprehensive way whether or not
there exists any kind of link between the type of price index to be computed (Dutot or Jevons) and the form of hedonic functions, hedonic methods
and estimation methods, with a link being defined as a specific combination of price indexes, functions and methods that: (i) simplifies substantially
the calculations required to compute hedonic price indexes, while other combinations, although possible, require additional assumptions and, in
general, the use of bias corrections; or (ii) produces estimates of unadjusted price changes that are identical to those observed in the dwelling
sample. It is found that: (i) there is a link between Dutot indexes, exponential hedonic functions and the Poisson pseudo maximum likelihood
estimator, on the one hand, and Jevons indexes log-linear hedonic functions and ordinary least squares, on the other hand; and (ii) there is no
link between the time dummy variable method and Jevons indexes. A Monte Carlo simulation study illustrates both the convenience of the links
identified and the biases that result from overlooking them or implementing bias corrections based on invalid assumptions.

C597: Customers’ satisfaction measurement via a flexible fuzzy clustering
Presenter: Mohammad Ansari, Islamic Azad University, Iran
Co-authors: Mohsen Haghighi, Mahdi Zowghi

Customer satisfaction represents a modern approach for quality in enterprises and organizations and serves the development of a truly customer-
focused management and culture. The paper proposes a fuzzy clustering model for customer satisfaction measuring. The clustering problem
consists of shaping classes from a set of objects, based on knowing some of their properties. The proposed unsupervised-supervised clustering
methodology evaluates the satisfaction class of a set of customers in different aspects of customer focus as fuzzy vectors. The main advantages
of this method are fully considering the qualitative form of customers’ judgments through fuzzy theory and evaluate customers’ satisfaction in
different aspects of customer focus.

C839: Hedging of discrete time auto-regressive stochastic volatility options

Presenter:  Juan-Pablo Ortega, CNRS/Universite de Franche Compte, France

Co-authors: Joan del Castillo

Numerous empirical proofs indicate the adequacy of the time discrete auto-regressive stochastic volatility models in the description of the log-
returns of financial assets. The pricing and hedging of contingent products that use these models for their underlying assets is a non-trivial exercise
due to the incomplete nature of the corresponding market. We apply two volatility estimation techniques available in the literature for these models,
namely Kalman filtering and the hierarchical-likelihood approach, in order to implement various pricing and dynamical hedging strategies. Our
study shows that the local risk minimization scheme developed by Follmer, Schweizer, and Sondermann is particularly appropriate in this setup,
especially for at and in the money options or for low hedging frequencies.

C850: Log-range based detection of volatility mean breaks

Presenter:  Vasiliki Chatzikonstanti, University of Patras, Greece

Co-authors: loannis Venetis

Unconditional mean volatility level breaks in the Dow Jones industrial average components is examined. Our daily data sample spans the post
dotcom bubble period covering the recent financial crisis. We use the daily log-range as a volatility proxy. Log-range based volatility estimation
can be powerful and convenient, as it curtails the impact of noise present in the absolute or squared log-return measures of volatility. Moreover,
log-range is approximately normally distributed and robust toward microstructure effects. We employ two approaches to detect, if present, and
characterize breaks. A multiple mean break model that assumes abrupt mean shifts or jumps in volatility and a smooth transition model that allows
abrupt shifts, smooth shifts or a combination . In all cases, we do not employ any upper bounds on the allowed number of breaks. We find that all
stock returns experienced significant multiple structural breaks in volatility whereas not all breaks are sudden. Some exhibit smooth transition over
time albeit the time interval is short enough to avoid counterintuitive persisting trends in variance. Volatility persistence is purged once volatility
breaks are accounted for. This result is enhanced further with the adoption of smooth transition changes at least for some of the breaks.

C910: Measuring spillovers: An application to the stock markets

Presenter:  Jilber Urbina, Universitat Rovira i Virgili, Spain

Co-authors: Nektarios Aslanidis, Oscar Martinez

Stock market contagion are tested on the basis of the 2008-2009 global financial crisis. Using Forbes and Rigobon methodology and correcting
for heteroskedasticity bias, we find strong evidence in favor of interdependence instead of contagion. Additionally, we measure volatility spread
among countries and summarize it into a volatility spillover index to provide a measurement of such interdependence. Our spillover index is based
on the forecast error variance decomposition (fevd) for a VAR model at h-step ahead forecast, and we construct it using both the orthogonalized
fevd and the generalized fevd (Gfevd); both of them provide similar results, but the generalized version is easier to handle when a data set with
more than 6 variables is involved; this is true since the Gfevd does not depend on the restrictions imposed by the Cholesky decomposition. This
fact makes it attractive when economic theory does not fit well with variables relationship. An R package to enable the calculation of Generalized
fevd functions that are not yet available neither in R nor in other software is developed.

C964: Revealing market’s animal spirits of the Euro-area sovereign debt crisis using a generalised loss function: The role of fiscal rules
and fiscal institutions.
Presenter: Emmanuel Mamatzakis, US & UNIPI, Greece

The underlying market’s preferences for Euro-zone sovereign bonds, as depicted by the difference between the spread over swaps and Credit
Default Swaps (CDS), are examined. Our sample covers those Euro-zone member states most at risk of default namely; Greece, Portugal, Ireland,
Spain and Italy. Moreover, a generalised flexible loss function is employed so as to reveal the behaviour of market participants. The results show
that market’s preferences over Euro-zone sovereign debt have shifted towards pessimism post the Emergency Financing Mechanism (EFM). Having
derived market’s preferences over the Euro-zone sovereign debt crisis, we examine the impact of fiscal policy institutions and fiscal rules on those
preferences for the period from third quarter of 2008 to second quarter of 2011. The empirical evidence shows that there is a clear relationship
between fiscal rules-institutions and market’s preferences with the direction of causality running from the former to the latter.
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ES06 Room B34 SMALL AREA ESTIMATION Chair: Domingo Morales

E217: Mean squared error estimation of cancer risk predictions using area level models in disease mapping
Presenter: Tomas Goicoa, Universidad Publica de Navarra, Spain
Co-authors: Lola Ugarte, Ana F. Militino, Jaione Etxeberria

Health agencies have promoted research on space-time evolution of cancer mortality or incidence risk to better understand the disease. However,
this information is becoming incomplete as mortality or incidence risk for future years are required for efficient planning and coordination of
public health programs and clinical services. As mortality records are only available after a few years later, predictions are necessary to supply
cancer mortality risks for years to come. Some research in disease mapping provides predictions of disease rates in small areas, however the
spatial dependence is not included in the models. A space-time P-spline model is considered to model the spatio-temporal distribution of risks and
to forecast risk values for future years. This model explicitly assumes a space-time interaction effect. The spatial and temporal dependence are
modelled through B-spline bases for space and time. Forecasting will be carried out by extending the B-spline basis in the time dimension. The
mean squared error of the forecast risks will be provided exploiting the mixed model formulation of the P-spline model. Results will be illustrated
with different cancer types in Spain from 1975 to 2008. Forecast values will be provided up to 2011.

E136: Multinomial-based small area estimation of labor force indicators
Presenter: Maria Jose Lombardia, University of Coruna, Spain
Co-authors: Esther Lopez-Vizcaino, Domingo Morales

Unemployment is nowadays a major problem. Small area estimation of labour force characteristics like totals of employed or unemployed people
and unemployment rates is considered. Small area estimators of these quantities are derived from a multinomial logit mixed model with independent
random effects on the categories of the response vector. In addition, the incorporation of the time effect to improve the predictive power of the small
area estimators is studied. The mean squared errors are estimated both by explicit formulas and by a parametric bootstrap method. Simulation
experiments designed to analyse the behaviour of the introduced estimators have been carried out. Finally, an application to real data from the
Spanish Labour Force Survey in Galicia (region in the Northwest of Spain) is given.

E182: A sensitivity analysis to the hyperprior specification in disease mapping and small area models
Presenter:  Enrico Fabrizi, Universita Cattolica del S. Cuore, Italy
Co-authors: Fedele Pasquale Greco, Carlo Trivisano

Sensitivity to prior specification for variance components is studied in a class of models widely used in spatial disease mapping accounting for both
spatially structured and unstructured heterogeneity. Notoriously, in disease mapping priors on the variance components sensibly affect inferences,
in particular when the object of inference is a functional of the ensemble of area-specific parameters. We propose to use the Generalized Inverse
Gaussian (GIG) distribution. We show that a set of conditions on the GIG parameters implies a prior distribution with finite moments on the
relative risks, a property not shared by many popular alternative priors for the variance components regardless of the parameters choice. This
property allows us to easily incorporate available prior information, to give equal a priori importance to structured and unstructured heterogeneity
and to control for the amount of shrinkage in the map. We compare inferences obtained using the GIG prior to those derived under alternatives
currently popular in the literature using a simulation exercise and the analysis of real data sets. The method may be extended to all small area
models that make use of a log transformation such as those typical of poverty mapping.

ES20 Room B33 APPLIED STATISTICS 1 Chair: Paula Camelia Trandafir

E588: Test for accuracy in ranking in moving extreme ranked set sampling
Presenter: Mohammad Al-Saleh, Yarmouk University, Jordan
Co-authors: Asma Ababneh

Ranked set sampling (RSS) is a sampling technique suitable for situations when the units can be ranked (with respect to the variable of interest)
by judgment without actual measurement. To obtain such a sample, m sets of size m each from the population of interest are drawn; the elements
within each set are ranked by judgment from smallest to largest. From the ith set, take for actual quantification the element (judgment) ranked as the
ith order statistic. The obtained sample consists of m independent order statistics. One problem with the RSS procedure is the requirement that the
ranking should be done by judgment or at a negligible extra cost. Thus, it is usually hard to believe that the ranking is perfect. Error in ranking is
usually unavoidable especially with large set size. Moving Extreme Ranked Set Sampling (MERSS) is an important variation of RSS. In MERSS,
we take for actual measurement the judgment maximum of random samples of sizes 1,2,...,m. Unlike RSS, MERSS allows for an increase of
the set size without introducing too much ranking error. Testing for error in ranking should be done before using the MERSS for inference. In
this paper, we consider the problem of testing whether judgment ranking is as good as actual ranking. Our contribution is to provide methods to
test for error in ranking in MERSS. We consider several nonparametric tests that are based on the distance between the actual and the judgment
ranking of the obtained data. The null and the alternative distributions of the test statistics are derived. Synthetic as well as real data sets are used
for illustration.

E653: Optimal target allocation proportion for correlated binary responses in a two-treatment set up

Presenter: Paula Camelia Trandafir, Universidad Publica de Navarra, India

Co-authors: Saumen Mandal, Atanu Biswas

Optimal allocation designs for the allocation proportion are obtained for a two-treatment clinical trial, in the presence of possible correlation
between the proportion of successes for two treatments. Possibility of such type of correlation is motivated by some real data. It is observed that
the optimal allocation proportions highly depend on the correlation. We also discuss completely correlated set up where the binomial assumption
cannot be made.

E494: Coherent forecasting for discrete-valued time series data with application to infant sleep status data

Presenter: Raju Maiti, Indian Statistical Institute, India

Co-authors: Atanu Biswas

A time series of discrete data which is the sleep status of an infant over two hours observed in a minute-by-minute way is considered. We develop
the theory of coherent forecasting of the discrete time series based on Pegram’s model, MTD model and logistic regression, and apply them to the
infant’s sleep status data. The properties are also studied by extensive simulation.
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ES39 Room B20 HIGH DIMENSIONAL DESIGN OF EXPERIMENTS Chair: Davide Ferrari

E575: Optimizing experiments with mixtures
Presenter: Michele Forlin, European Centre for Living Technology, Italy

Design of experiments often is used for learning the relations between experimental inputs and the system response. This task is sometimes
challenging, especially when the complexity of the system increases or when reliable a priori information is missing. From this perspective, design
of experiments overlaps with the field of stochastic search and optimization, and the related inference tasks greatly benefit from computational
methodologies to drive the experimentation. We propose a computational approach to intelligently navigate the experimental space and identify
optimal formulations when dealing with experiments with mixtures (i.e. experiments in which factors are proportions of different components). The
approach is based on a variant of genetic algorithm, which includes statistical modeling and explores efficiently the design space by a sequence of
experiment generations. Statistical models are inferred and updated at each generation of experiments and the obtained information is incorporated
into the crossover operator of the genetic algorithm. This device is shown to boost the basic genetic algorithm, so that the number of experiments
required to identify optimal solutions (i.e. best formulation of components proportions) is dramatically reduced.

E589: High dimensional design of experiments: The combination of evolution and statistical models
Presenter: Debora Slanzi, University Ca’ Foscari, Italy
Co-authors: Irene Poli

In several research areas, such as biology, chemistry or material science, experimentation is complex and high dimensional, extremely expensive
and time-consuming, so an efficient plan of experimentation is essential to achieve good results and avoid unnecessary waste of resources. In this
work we address the high dimensional design of experiments by developing a sequential procedure based on the evolutionary paradigm, where
the information from an initial set of data is detected and processed by a class of statistical models. This computational procedure derives an
experimental design in which a small number of trials will produce a set of intelligent data, i.e data that contain the relevant information on the
system under study. By simulating several high dimensional problems, we demonstrate that this procedure is an efficient tool to identify the factor
components of the optimizing experimental design deriving only a small percentage of the whole experimental space. Moreover, modeling is
shown to play a fundamental role in the evolutionary process making the search in high dimensional space efficient and able to identify not only
the relevant factor components but also the factors interactions affecting the system response.

E611: Improving complex experiments by co-information composite likelihood optimization

Presenter: Matteo Borrotti, University of Ca’Foscari, Italy

Co-authors: Davide De March, Davide Ferrari

An adaptive procedure for improving the response outcomes of complex combinatorial experiments is proposed. New experiment batches are cho-
sen by minimizing the co-information composite likelihood objective function, which is derived by coupling importance sampling and composite
likelihood principles. We show convergence of the best experiment within each batch to the globally optimal experiment in finite time, and carry
out simulations to assess the convergence behavior as the design space size increases. The procedure is tested as a new enzyme engineering protocol
in an experiment with a design space size of order 107 .

ES62 Room B35 IMPRECISION IN INFERENCE Chair: Maria Brigida Ferraro

E150: Testing partial inclusion of the mean of a random interval in a fixed interval
Presenter:  Ana Belen Ramos Guajardo, European Centre for Soft Computing, Spain
Co-authors: Ana Colubi, Gil Gonzalez-Rodriguez, Maria Angeles Gil

In many real-life situations involving interval data it is useful to determine if the mean of these data is included in a given interval with certain
degree or not. For instance, in order to analyze the quality of a specific product from the perceptions of an expert, it could be interesting to check
if the expected value of these perceptions is contained in previously fixed limits with a given inclusion degree. The variables considered to model
experimental interval data are called random intervals. Concerning the inclusion of the mean of a random interval in an interval, the total inclusion
and the empty intersection (or null inclusion) have already been analyzed. The aim is to develop a test for the partial inclusion of a random interval
in a given closed interval by using both asymptotic and bootstrap techniques. In addition, the performance of the bootstrap test will be shown by
means of simulation studies. To conclude, an example involving real data is presented to illustrate the use of the proposed test.

E483: Extension of Ruspini’s formulation of evidential reasoning to evidence fusion based on conditioning
Presenter: Takehiko Nakama, European Center for Soft Computing, Spain
Co-authors: Enrique Ruspini

Ruspini’s probability-theoretic formulation of evidential reasoning provides a mathematically sound approach to evidence fusion. Using his frame-
work, we rigorously formulate the process of combining partial evidential bodies based on conditioning. Epistemic logics, which are effective
in dealing with both the state of a system and the state of knowledge about it, are utilized to establish the formulation. Evidential bodies are
represented by probability spaces that reflect their epistemic states and uncertainties. We derive a formula for combining partial evidential bodies
based on conditioning and examine situations where the formula can be properly used.

E279: Fitting parametric link functions in a regression model with imprecise random variables
Presenter: Maria Brigida Ferraro, Sapienza Univesity of Rome, Italy

A regression model for imprecise random variables has been introduced in our previous works. The imprecision of a random element has been
formalized by means of the fuzzy random variable (FRV). In detail, a particular case of FRVs characterized by a center, a left and a right spread, the
LR family (LR FRV), has been considered. The idea is to jointly consider three regression models in which the response variables are the center, and
two transformations of the left and the right spreads in order to overcome the non-negativity conditions of the spreads. Response transformations
could be fixed, as we have done so far, but all inferential procedures, such as estimation, hypothesis tests on the regression parameters, linearity
test etc., are affected by this choice. For this reason we consider a family of parametric link functions, the Box-Cox transformation model, and by
means of a computational procedure we will look for the transformation parameters that maximize the goodness of fit of the model.

ES77 Room G16 BIOSTATISTICS II Chair: Ayse Ulgen

E536: Next generation association studies: In search of low frequency and rare variants affecting complex traits
Presenter: loanna Tachmazidou, The Wellcome Trust Sanger Institute, United Kingdom
Co-authors: Eleftheria Zeggini
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There is growing interest in the role of rare variants in multifactorial disease etiology, and increasing evidence that rare variants are associated with
complex traits. Single SNP tests are underpowered in rare variant association analyses, so locus-based tests must be used. In the analysis of the
association of rare variants and disease, there is a loss of power due to genotype misspecification. SNP quality scores are available for sequencing
data, but they are rarely accounted for in rare variant analyses. In addition, the 1000 Genomes reference set contains variants with MAF as low as
.01, which makes the imputation of rare variants now possible. A probability distribution for the genotype at each variant may be estimated using
the imputation method of choice. We propose methods for rare variant analyses that take advantage of the extra information contained in quality
scores derived from sequencing and probability distributions resulting from imputation.

E863: Capturing the time-varying drivers of an epidemic with particle Markov Chain Monte Carlo algorithms
Presenter:  Joseph Dureau, London School of Economics, France
Co-authors: Konstantinos Kalogeropoulos, Marc Baguelin

Epidemics are often modelled using non-linear state-space models such as the “Susceptible-Infected-Removed” (SIR) system of ODEs, and ex-
tensions thereof. Inference is typically based on various observation regimes that include partial and noisy observations. As a consequence, the
likelihood function is generally intractable, posing a challenging estimation and computational problem. In our work we consider stochastic ex-
tensions to the popular SEIR model, with parameters evolving in time, to capture unknown influences of changing behaviors, public interventions,
seasonal effects, etc. Our models assign diffusion processes for the time-varying parameters, such as the geometric Brownian motion or smoother
process such as integrated diffusions. Our inferential procedure is based on Markov Chain Monte Carlo methods (MCMC), and in particular on the
particle MCMC algorithm, suitably adjusted to accommodate the features of this challenging non-linear stochastic model. We also implemented
and compared various recently developed inference methodologies such as the Maximum likelihood via Iterated Filtering algorithm, and alterna-
tive MCMC schemes including hybrid Monte Carlo. We discuss the pros and cons of the different algorithms and illustrate their performance on
simulated data. Moreover, we elaborate on the robustness and flexibility of the adopted model using real data from the 2009 influenza epidemic in
London.

E793: Sample size and asymptotic relative efficiency when using composite endpoints
Presenter: Moises Gomez Mateu, Universitat Politecnica de Catalunya, Spain
Co-authors: Guadalupe Gomez Melis, Urania Dafni

In randomized clinical trials, composite endpoints are often used to assess the efficacy of a new treatment. The decision on whether to expand the
composite endpoint 77 with an additional endpoint 75 is controversial. To assess the difference in efficiency between using logrank test Z based on
Ti or logrank test Z, based on the composite endpoint 7, = min{T,T> }, some authors base the strategy on the behaviour of the asymptotic relative
efficiency of Z, versus Z. Given that both tests Z and Z, are asymptotically N(0,1) under the null Hy and Hg, respectively, and asymptotically

normal N(u,1) and N(ux, 1) under a sequence of contiguous alternatives to the null hypothesis, their ARE = (i, /u)*. The goal of this work is to
check if the usual interpretation of the asymptotic relative efficiency as the reciprocal ratio of sample sizes needed to attain a given power for a
significance level is fulfilled when the two null hypothesis are not the same. To do so, we simulate the joint distribution of (7} ,77) by means of
Frank’s copula for different marginal distributions, association degrees, probabilities of observing 77 and 7> and anticipated treatment effects with
respect to each endpoint.

ES11 Room B18 STATISTICAL MONITORING AND ITS APPLICATIONS II Chair: Rebecca Killick

E379: Likelihood based estimation of the log-variance function with a change point

Presenter:  Jib Huh, Duksung Women'’s University, Korea RoK

Consider that the variance function or its vth derivative in a regression model has a change/discontinuity point at an unknown location. To use
the local polynomial fits, the log-variance function, which breaks the positivity, is considered. The location and the jump size of the change point
are estimated based on a one-sided kernel weighted local-likelihood function, which is provided by the 2-distribution of squared residuals. The
whole structure of the log-variance function is then estimated using the data sets split by the estimated location. Asymptotic results of the proposed
estimators are described. Numerical works demonstrate the performances of the methods with simulated and real examples.

E393: On the modeling and estimation of the US health process and healthy life expectancy

Presenter: Ying Yang, Tilburg University, Netherlands

Co-authors: Anja De Waegenaere, Bertrand Melenberg

The increase in life expectancy (LE) is an important phenomenon in an aging population. An important question is whether the increase in LE is
associated with an increase in life years in good health (healthy life expectancy -HLE-). A contribution to the health and longevity literature is
made in two ways. Firstly, we model the dynamics of self-assessed health, based on the Lee-Carter framework. We can use our model to predict
the future HLE, and to quantify the (health) longevity risk. We find increasing trends in both LE and HLE, where the latter increases faster than
the former, but with larger uncertainties. Moreover, the males’ LE and HLE are lower than the females’, but they increase faster, although with
larger uncertainties. Secondly, we include observed variables, such as GDP, to model the health dynamics of various age groups. This leads to
a substantial improvement in the model fit, where a part of the time trend in health (younger age groups) or even the full time trend (oldest age
group) can be attributed to trends in the observed variables. The model extended with observed variables is very helpful to predict future LE and
HLE under various scenarios.

E815: Monitoring the mean value in the contaminated normal family of distributions
Presenter: Fernanda Otilia Figueiredo, Faculdade de Economia da Universidade do Porto and CEAUL, Portugal
Co-authors: M. Ivette Gomes

The contaminated normal family of distributions is very useful for modeling data sets with heavy tails, for instance, in the areas of biometrics,
biology, clinical chemistry and medicine, among others. In this study we propose the use of the total median statistic to estimate and monitor the
mean value of such processes. This statistic is related to the bootstrap sample and to the sample of the order statistics. Several simulation studies
allow us to conclude that the total median is more efficient than the sample mean, and also more robust to small deviations in the underlying data
distribution. We consider several types of contaminated normal distributions and we compare the efficiency of the mean and the total median
estimators for the process mean value. Finally,we implement control charts based on the total median statistic and we analyze its performance.
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ES09 Room B18 PERSPECTIVES ON HIGH-DIMENSIONAL DATA ANALYSIS Chair: Ejaz Ahmed

E060: Estimation by projection on confidence regions
Presenter:  Pierre Alquier, Universite Paris 7 (and other affiliation: CREST), France

A general method to build estimators in the case of high-dimensional data is discussed. The idea is basically to first build large confidence regions
for the parameters, and then to perform successive projections on these confidence regions. The first step usually relies on concentration of measure
inequalities. The well-known LASSO and the Dantzig selector may be seen as particular cases of this method. Other cases of interest include the
correlation selector, and a new algorithm to select blocks of features. An application of this last algorithm to genomic data (CGH data) will be
presented.

E131: Clustering and classification of high-dimensional data via modified t-factor analyzers
Presenter: Paul McNicholas, University of Guelph, Canada
Co-authors: Jeffrey Andrews

A family of twelve mixtures of modified 7-factor analyzers is introduced. Modified factor analyzers were recently introduced within the Gaussian
context but utilization of the multivariate ¢-distribution presents a more flexible modelling paradigm. The application of these models to high-
dimensional data is discussed; including implementation in parallel via a coarse grain (MPI) approach. This novel family of models is applied
within three paradigms: model-based clustering; model-based classification; and model-based discriminant analysis. Parameter estimation is
carried out using an AECM algorithm and the BIC is used for model selection.

E360: Mixing generalized ridge estimators
Presenter: J. Sunil Rao, University of Miami, United States of America
Co-authors: Hemant Ishwaran

High dimensional regression problems naturally involve correlated predictors - in part due to an artifact of dimensionality. Given that generalized
ridge estimators (GRR) were originally designed for situations that are ill-conditioned due to correlated predictors, we study them in the case where
the number of predictors exceeds the sample size. We describe a novel geometric interpretation for GRR and show that GRR possesses a stability
property in correlated settings. However, GRR is constrained to lie in a low dimensional subspace which limits its usefulness. To overcome this, we
introduce a mixing GRR procedure using easily constructed exponential weights and establish a finite sample minimax bound for this procedure.
We discuss the various terms appearing in this bound and what implications they have for practical implementation of the mixing procedure. We
then describe two efficient algorithms and study their performance using a wide range of examples.

E499: Regularization in finite mixture of regression models with diverging number of parameters
Presenter:  Abbas Khalili, McGill University , Canada
Co-authors: Shili Lin

Feature selection has become a fundamentally important problem in recent statistical literature. Often, in applications many variables are introduced
to reduce possible modeling biases. The number of introduced variables thus depends on the sample size, which reflects the estimability of the
parametric model. The problem of feature selection in finite mixture of regression models is considered when the number of parameters in the
model can increase with the sample size. We propose a penalized likelihood approach for feature selection in these models. Under certain
regularity conditions, our approach leads to consistent variable selection. We carry out a simulation study to evaluate the performance of the
proposed approach under controlled settings. A real data on Parkinson’s disease is also analyzed. The data concerns whether dysphonic features
extracted from the patients’ speech signals recorded at home can be used as surrogates to study PD severity and progression. Our analysis of the PD
data yields interpretable results that can be of important clinical values. The stratification of dysphonic features for patients with mild and severe
symptoms lead to novel insights beyond the current literature.

E519: Banded regularization of autocovariance matrices in application to parameter estimation and forecasting of time series
Presenter:  Yulia Gel, University of Waterloo, Canada
Co-authors: Peter Bickel

A “large p — small n” problem in a time series framework is addressed. Properties of banded regularization of an empirical autocovariance matrix
of a time series process are considered. Utilizing the banded autocovariance matrix enables us to fit a much longer AR(p) model to the observed
data than typically suggested by AIC, while controlling how many parameters are to be estimated precisely and the level of accuracy. We present
results on asymptotic consistency of banded autocovariance matrices under the Frobenius norm and provide a theoretical justification on optimal
band selection using cross-validation. Remarkably, the cross-validation loss function for banded prediction is related to the conditional mean square
prediction error (MSPE) and, thus, may be viewed as an alternative model selection criterion. The proposed procedure is illustrated by simulations
and application to predicting sea surface temperature (SST) index in the Nino 3.4 region.

ES15 Room B35 NETWORKING ON BIOSTATISTICS: THE BIOSTATNET PROJECT II Chair: Carmen Cadarso

E218: Software developments for non-parametric ROC regression analysis
Presenter: Maria Xose Rodriguez Alvarez, Complexo Hospitalario Universitario de Santiago, Spain
Co-authors: Javier Roca-Pardinas, Carmen Cadarso-Suarez

The ROC curve is a fundamental technique in the characterization of the accuracy of continuous diagnostic tests. Regression approaches of either
the test results (induced methodology) or the ROC curve itself (direct methodology) have become the usual methods for the assessment of covariate
effects on the ROC curve. Recently, new non-parametric estimators for the conditional ROC curve have been proposed, based on both induced
and direct modelling. We introduce a user-friendly software, called npROCregression, that implements these new approaches. The estimation
procedure of both methodologies implies a high computational cost, especially as bootstrap methods are used for inference purposes. As a result,
the programming language selected to implement these approaches was Fortran. However, to facilitate the use in practice, R was chosen as the
user interface program. The software offers numerical and graphical output for the estimated conditional ROC curve, jointly with other summary
measures of the accuracy, such as the area under the curve (AUC) or the generalized Youden index (YI). The software also provides the thresholds
values based on the YI criterion and the criterion of equal sensitivity and specificity.

E226: New method for evaluating the degree of exposure to radiation
Presenter: Pedro Puig, Universitat Autonoma de Barcelona, Spain
Co-authors: Joan Francesc Barquinero
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The main objective of biological dosimetry in radioprotection is to quantify the dose received in individuals who have been exposed to ionizing
radiation. This is essential for predicting the derived health consequences; for both early effects, such as vomiting, skin injuries or haematopoietic
depletion; and late effects like the development of cancer. Nowadays, the most widely used and accepted method is the analysis of the induced
chromosome aberrations, in particular the analysis of the frequency of dicentrics observed in metaphases from peripheral blood lymphocytes. The
r—th order univariate Hermite distributions are proposed to model the number of dicentrics in Biological Dosimetry. These families of distributions
are introduced from Compound Poisson process modelling. To quantify the dose of a possible exposure to radiation, it is necessary to establish
previous dose-effect calibration curves irradiating peripheral blood lymphocytes to a certain number of doses. Regression models appropriate for
analyzing the number of dicentrics as a function of doses of radiation are presented, and an example of application is also given.

E290: Geoadditive survival models for the identification of geographical patterns in coronary heart disease
Presenter: Francisco Gude, Complexo Hospitalario Universitario de Santiago de Compostela, Spain
Co-authors: Mar Rodriguez-Girondo, Thomas Kneib, Carmen Cadarso-Suarez

Patients admitted to hospital with acute coronary syndrome (ACS) have a high risk of death or re-hospitalisation within the following months.
In Spain, such patients admitted to district hospitals have traditionally been transferred to tertiary centres for investigation and treatment. Due
to the large numbers involved and scarcity of tertiary centre beds, this results in long delays in transferring from district hospitals and may lead
to differences in prognosis among different residence areas. In 2006, regional healthcare authorities of Galicia (Spain) developed a strategy to
improve access to percutaneous intervention for ACS patients. The objective of this study was to determine geographical inequalities in survival
of patients admitted to the coronary care unit of the Hospital Clinico Universitario de Santiago de Compostela (Galicia, Spain) with a diagnosis
of ACS between years 2003 and 2010. We used structured geoadditive survival models controlling simultaneously for spatial dependency and
possible nonlinear and time-varying effects of known cardiovascular risk factors. We also investigate how these spatial patterns have changed over
time. In particular, we wish to assess whether this healthcare strategy led to decrease short- and long-term mortality in patients with ACS.

E325: Multivariate methods for the integration of omics data of different types and different nature
Presenter:  Alex Sanchez-Pla, Universitat de Barcelona, Spain
Co-authors: Ferran Reverter, Esteban Vegas, Jose M. Oller, M. Carme Ruiz de Villa

As developments in high throughput technologies and bioinformatics have become more common and accessible, it is becoming usual to take dif-
ferent simultaneous approaches to study the same problem. In practice this means that different sets of data of different types (expression, proteins,
metabolites...) may be available for the analysis of the same problem, highlighting the need for methods and tools to use them in a combined way.
We discuss the application of two multivariate statistical approaches to facilitate the combined analysis of bio-molecular information: Multiple
factorial analyses (MFA) designed to analyze sets of observations decribed by several blocks of variables and Kernel methods such as Kernel PCA
Biplot and Kernel CCA that have emerged as powerful tools to explore biological data through dimensionality reduction. Using a public multi-
omics dataset we show how these techniques can be used to perform reduction dimension and then visualize data of one type useful to explain those
from other types. Whereas this is more or less straightforward when we deal with two types of data, it turns out to be more complicated when the
goal is to visualize simultaneously more than two types particularly when one of these data types consists of biological knowledge.

E357: Partial additive beta-binomial model for bounded outcome scores
Presenter: Inmaculada Arostegui, Universidad del Pais Vasco (UPV/EHU), Spain
Co-authors: Vicente Nunez-Anton

Bounded outcome scores (BOS) are responses that are restricted to finite intervals. A BOS can be recoded from O to n, and then, it can be
considered as grouped data for a dichotomous outcome, where correlation within individuals exists. Therefore, such data can be analyzed using
logistic regression with random effects, as is the case in the beta-binomial regression (BBR) model. We propose an extension of the BBR model to
a partial additive beta-binomial (PABB) model. Continuous covariates are incorporated into the model using smooth functions based on P-splines,
whereas the discrete variables are transformed to dummy variables that are included in a parametric form. Both models were applied to the Short
Form — 36 (SF-36) questionnaire where both, continuous and discrete covariates, were available. We fitted the PABB model using cubic splines
and second order differences in the penalization parameter. Model fit was tested with the AIC criterion. The PABB was superior to the BBR
model at least for one dimension of the SF-36. The PABB model is a powerful analytical technique for BOS, especially when there are continuous
covariates available and a flexible approach may be required for better fitting purposes.

ES29 Room B33 ADVANCES IN OPTIMAL EXPERIMENTAL DESIGN Chair: Jesus Lopez Fidalgo

E288: Adaptive designs for dose-response studies
Presenter: Nancy Flournoy, University of Missouri, United States of America

The field of adaptive designs has recently exploded. Random stopping rules, sample size recalculation methods are well developed, and much is
now known about adaptive randomization in the context of group comparisons. Adaptive treatment allocation methods in the dose-response setting
are considered. The term “dose” can be replaced by any stimulus, such as a force applied to break a material or the difficulty of a test item. The
framework is limited to binary responses for which the probability of response increases with “dose”. The experimental goal is to estimate or select
a quantile, or target, “dose”. An important determinant of an adaptive design’s behavior (Bayesian and frequentist) is whether they have long- or
short-memory, referring to their use of past information to allocate a treatment to the current patient. Recent theoretical findings are reported. Then
effect of memory on performance is described with an explicit example comparing a group up-and-down design with the continual reassessment
method. Short memory designs are shown to excel in terms of convergence rates and reduced variance of predicted target dose with small sample
sizes.

E119: Nature-inspired metaheuristic algorithms for generating optimal experimental designs

Presenter:  'Weng Kee Wong, UCLA, United States of America

Co-authors: Shin-Perng Chang, Weichung Wang, Ray-Bing Chen

Particle swarm optimization (PSO) is a relatively new, simple and powerful way to search for an optimal solution. The method works quite
magically and frequently finds the optimal solution or a nearly optimal solution very quickly after a couple of iterations. There is virtually no
assumption required for the method to perform well and the user only needs to input a few easy to work with tuning parameters. Using nonlinear
regression models, we demonstrate that once a model and an optimality criterion are specified, PSO can generate many types of optimal designs
quickly, including minimax optimal designs where effective algorithms to find such designs have remained elusive to date.

E151: Optimal design for parameters of correlated processes
Presenter: Milan Stehlik, Johannes Kepler University in Linz, Austria

The information approach to parameters of stochastic processes is discussed. This will enable us to define the information functionals for optimal
design of parameters. We will discuss the recent results on continuity of correlation and illustrate its applications for financial and risk processes.
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E152: Optimal designs for the random effect logistic regression model with covariance structure
Presenter:  Juan M. Rodriguez-Diaz, University of Salamanca, Spain
Co-authors: Mayte Santos-Martin, Chiara Tomassi

The random-effect logistic regression model with covariance structure will be analyzed from the point of view of optimality. The analytical
expression of the Fisher information matrix will be studied, and some results about the equivalence with the information matrix of the linearized
model will be produced. This matrix depends on some integrals, and therefore some integral approximations are provided. The optimality will be
studied using different optimality criteria (D-, A-, c-).

E579: A maximum entropy sampling approach to adaptive design for spatial processes
Presenter:  Henry Wynn, London School of Economics, United Kingdom
Co-authors: Noha Youssef

Maximum Entropy Sampling (MES) is an approach to design which uses Shannon results in various ways to avoid the difficult inversion and
integration which is necessary with a full Bayesian approach to spatial sampling. A challenge is to make the methods truly adaptive, that is
dependent on previous response values, not just observation sites. We use a hierarchical inverse Wishart prior distribution for covariances combined
with a cheap empirical Bayes method to update the ¥ parameter of the Wishart. The method is compared to a direct method which simply fits
appropriate kernels and uses thresholding. The conclusion is that one can adapt to changes in local smoothness by taking more observations
where the variability in the response is greater. The approach leads to a more general discussion of Bayesian learning and in particular the role of
information theory.

ES31 Room G16 APPLIED STATISTICS 11 Chair: Agustin Mayo-Iscar

E622: Intra-Day robust exchange rate forecasting
Presenter:  Tiziano Bellini, Universita Degli Studi di Parma, Italy

Price forecasting is very relevant for market players and is necessary to develop bidding strategies or negotiation skills in order to maximize trading
benefits. The occurrence of outliers can lead to model parameter estimation biases, invalid inferences and poor forecasts. The detection of atypical
observations, in addition, is crucial in the case of regime shift. Intraday prices availability allows improving traditional day-ahead forecasting.
Then, relying on a general outlier detection method, we develop a forecasting approach which relies on prices available at different time grids.
Concentrating on a currency database, we investigate how highest frequency data help forecasting lowest frequency prices and vice versa.

E767: Robust methods for analysis of multivariate grouped data in R
Presenter:  Valentin Todorov, Unido, Austria

The routine use of robust statistical methods in a wide area of application domains is unthinkable without the computational power of today’s
personal computers and the availability of ready to use implementations of the already theoretically available algorithms. A unified computational
platform organized as common patterns, which are called statistical design patterns in analogy to the design patterns widely used in software engi-
neering, is available in the R programming language and environment. This framework provides most of the popular robust multivariate estimators
for multivariate location and covariance, principal components and outlier identification. The framework is extended with algorithms targeting
data sets which consist of two or more samples as in testing equality of means and in discriminant analysis: standard and robust Hotelling 7' and
Wilks’ Lambda statistics; discriminant analysis based on robust covariance matrices as well as on projection pursuit approach; discrimination in
high dimensions (n < p) using robust PLS and SIMCA methods. Particular attention is given to the graphical visualization methods providing
means for better understanding the data structure, selecting the relevant variables and choosing the most suitable classifier. All considered methods
are available in the R packages robustbase, rrcov and rrcovHD.

E593: Robust estimates of the generalized loggamma distribution
Presenter:  Alfio Marazzi, University of Lausanne, Switzerland
Co-authors: Victor Yohai, Claudio Agostinelli

The generalized loggamma family of distributions is widely used to model highly skewed positive data. It depends on three parameters character-
izing location, scale and shape and includes many common models, such as the normal model, the log-Weibull model, the log-exponential model,
and the usual Gamma model. Usually, the parameters are estimated by means of the maximum likelihood principle, which provides fully efficient
estimates when the observations adhere to the model but is extremely sensitive to the presence of outliers in the sample. We propose a family of
robust estimates based on two steps: (a) an initial estimate which minimizes a T scale of the differences between empirical and theoretical quantiles
(Qr estimate); (b) a weighted maximum likelihood estimate (WML), where the weights are based on a disparity measure between the model den-
sity and a kernel density estimate. The Qt estimate can be considered as a robust version of quantile distance estimate. The WML combines both
asymptotic full efficiency under the model and a high degree of robustness under outlier contamination.

E599: Comparating methods for robust elliptical clustering, including the robust improper ML estimator
Presenter:  Christian Hennig, UCL, United Kingdom
Co-authors: Pietro Coretto

A simulation study will be presented that compares five different methods for finding elliptical clusters (four of them based on a Gaussian cluster
prototype), including some new developments regarding the implementation and tuning of Hennig and Coretto’s robust improper ML estimator for
Gaussian mixtures, a method for robust model-based clustering based on adding a mixture component with an improper constant density over the
real line. The other methods are an ML-estimator for Gaussian mixtures, Gaussian mixtures with uniform component over the convex hull of the
data, the tclust method based on a well-known trimming, and mixtures of t-distributions. Implementation and tuning of these methods is reviewed
as well, including some new developments. The main focus of the paper will be on the decisions that need to be made when designing comparative
simulation studies in clustering. Apart from the choice of model setups from which to generate data, a key issue is the measurement of quality.
Assuming that in clustering we are not mainly interested in parameter estimators but rather in the grouping of the points, it is necessary to define
the “true clusters” and “true outliers" of the simulated data generating process. This is by no means trivial, particularly when comparing methods
that estimate different underlying models.

E828: Power distribution and dynamic range in PCM music signals

Presenter:  Pietro Coretto, Universita degli Studi di Salerno, Italy

Co-authors: Francesco Giordano

An audio waveform is digitally represented as a sequence of values proportional to the amplitude measured at fixed frequency with a certain bit
precision. The latter is the so called PCM-quantization which is at the base of the so called “Red Book” standard (IEC60908) that defines the
CDDA (compact disc digital audio). When the Red Book was introduced in 1980, it was soon considered a big step forward because of its higher
dynamic range (DR) capabilities if compared with its old-days analog competitors. Quality of a recording is directly proportional to its DR. The
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DR is a measure of how a given source is able to reproduce sound pressure variations, and as a such is a measure of power variations. Despite the
DR capabilities of digital recordings there is a trend in compressing the DR at the mastering stage in order to achieve higher levels of perceived
loudness. While there is no statistical literature on the subject, it is crucial to measure the DR consistently. We propose a measure of DR which
is based on a nonparametric estimate of the power distribution of the stochastic component of the audio wave. While the stochastic component is
obtained by filtering the signal estimated via nonparametric regression, its power distribution is approximated by a subsampling scheme. We derive
both optimality and consistency results for estimated quantities, and we propose a statistic which is able to consistently detect DR compression in
most situations.

ES38 Room B34 STATISTICS IN FUNCTIONAL AND HILBERT SPACES I Chair: Gil Gonzalez-Rodriguez

E351: Functional PLS versus functional PCR through simulated data and chemometric applications
Presenter:  Ana M. Aguilera, University of Granada, Spain
Co-authors: Manuel Escabias, Cristian Preda, Gilbert Saporta

Multivariate calibration techniques as linear regression were extended over the last few years to find the underlying relationship between a scalar
response variable and a functional predictor variable where realizations are curves observed at a finite set of points. In most cases the observed
curves are functions of time. In chemometric applications such as spectroscopy, we often have observations of the spectrum of chemicals as
a function of wavelength. The estimation of the functional parameter associated with functional regression models is affected by two major
problems. First, the dimension of the curves usually exceeds the sample size. Second, the set of variables associated with the observed points
are highly correlated (multicollinearity). In order to solve these problems principal component regression (PCR) and partial least squares (PLS)
regression were also extended to the functional domain. B-splines expansions of the observed curves are considered in this work to estimate these
models. A comparative study of the performance of these dimension-reduction techniques to estimate the functional parameter and to forecast the
response is developed with different sets of simulated data and chemometric applications.

E362: Comparison of two methods based on 3-dimensional position data
Presenter:  Christian Ritz, University of Copenhagen, Denmark
Co-authors: Emil Olsen

In biomechanical studies of equine motion inertial measurement units (IMUs) provide a relatively accurate, mobile, and cheap alternative to mo-
tion capture cameras and allow for continuous data collection of consecutive gait cycles. The method relies on a combination of accelerometers,
gyroscopes and magnetometers, thus giving a full set of movement parameters and yielding 3-dimensional functional data. The underlying exper-
imental design has a hierarchical structure with repeated runs per limb per horse, resulting in correlated functional data. Knowledge of accuracy
and precision of these data is crucial to the clinical applications and decisions. The objective was to evaluate the accuracy of position estimates
of limb mounted IMUs relative to a well-established gold standard procedure by means of a functional data approach. Several functional data
analytic methods that extend univariate procedures for comparing two treatment groups will be reviewed. In particular, we will consider approxi-
mate ANOVA-like F-tests for comparing two functional data models. How to incorporate the hierarchical structure of the experiment will also be
discussed. We will also propose an extension of the Bland-Altman plot for visually evaluating two measurement methods based on functional data.

E549: Extending induced ROC methodology to the functional context
Presenter:  Vanda Inacio, Lisbon University, Portugal
Co-authors: Wenceslao Gonzalez-Manteiga, Manuel Febrero-Bande, Francisco Gude, Carmen Cadarso-Suarez

The receiver operating characteristic (ROC) curve is the most widely used measure for evaluating the discriminatory performance of a continuous
diagnostic test. It is well known that, in certain circumstances, the marker’s discriminatory capacity can be afected by factors, and several ROC
regression methodologies have been proposed to incorporate covariates in the ROC framework. Until now, these methodologies are only developed
in the case where the covariate is univariate or multivariate. We extend ROC regression methodology to the case where the covariate is functional,
rather than univariate or multivariate. To this end and for the most appropriate analysis of a given data set, semiparametric and nonparametric
estimators are proposed. A simulation study is performed to assess the performance of the proposed estimators. Methods are applied and motivated
by a metabolic syndrome study in Galicia (NW Spain).

E614: Factor models and variable selection in high dimensional regression
Presenter:  Alois Kneip, University of Bonn, Germany
Co-authors: Pascal Sarda

Linear regression problems where the number of predictor variables is possibly larger than the sample size are considered. The basic motivation
is to combine the points of view of model selection and functional regression by using a factor approach: it is assumed that the predictor vector
can be decomposed into a sum of two uncorrelated random components reflecting common factors and specific variabilities of the explanatory
variables. It is shown that the traditional assumption of a sparse vector of parameters is restrictive in this context. Common factors may possess
a significant influence on the response variable which cannot be captured by the specific effects of a small number of individual variables. We
therefore propose to include principal components as additional explanatory variables in an augmented regression model. We give finite sample
inequalities for estimates of these components. It is then shown that model selection procedures can be used to estimate the parameters of the
augmented model, and we derive theoretical properties of the estimators. Finite sample performance is illustrated by a simulation study.

E626: Statistical inference on the second order structure of functional data
Presenter:  Victor Panaretos, Ecole Polytechnique Federale de Lausanne, Switzerland
Co-authors: David Kraus

The problem of conducting inferences related to the second order structure of functional data is considered. Our study is motivated by the
biophysical problem of understanding the effect of basis composition on the flexibility properties of short DNA curves called minicircles. We
formulate the basic problem as a two-sample testing problem, and formalise the notion of flexibility through operators related to tensor products of
the data curves. Two types of operator are considered, the covariance and the dispersion operator, the latter generalising the notion of covariance.
The infinite-dimensional nature of the data is seen to result in the testing problem being an ill-posed inverse problem. We develop and study
tests motivated by the Karhunen-Loeve expansion, employing appropriately spectrally truncated versions of the Hilbert-Schmidt distance of the
empirical versions of the operators under study.

ES63 Room B20 HANDLING IMPRECISION IN GRAPHICAL MODELS Chair: Antonio Salmeron

E299: Building decision trees from a nonparametric predictive inference perspective
Presenter: Andres Masegosa, University of Granada, Spain
Co-authors: Joaquin Abellan, Rebecca M. Baker, Frank P.A. Coolen, Richard J. Crossman
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The application of Nonparametric Predictive Inference for multinomial data (NPI-M) to classification is presented. The NPI-M applied on a dataset
can produce a non-closed set of probabilities about a variable in study. An approximation of this model, called A-NPI-M, gives us a closed and
convex set of probabilities. We have used these two models into a known scheme for building classification trees using imprecise probabilities and
uncertainty measures, so far used only with the Imprecise Dirichlet model (IDM). We prove that with the procedure using the NPI based models, we
can obtain similar accuracy via smaller trees than with the procedure used with the IDM. This implies a lower level of over-fitting and the obtaining
of rules for classification representing a greater portion of the data. In our experimental study we have used similar procedures with classical split
criteria to compare results. The datasets used in this study has the common characteristic that the class variable has a known number K > 3 of cases
or categories, an important aspect of the application of the NPI based models.

E334: The imprecise sample size Dirichlet model
Presenter:  Serafin Moral, University of Granada, Spain
Co-authors: Andres Cano, Manuel Gomez-Olmedo, Andres Masegosa

Bayesian approaches to inference can be strongly dependent on prior information when sample sizes are small. Imprecise probability theory has
shown that it is possible to obtain sensible and meaningful inferences by considering as prior information a set of densities. The best known
imprecise model for inference about a multinomial distribution is the Imprecise Dirichlet Model (IDM) which assumes as prior information the
set of all Dirichlet distributions with a fixed equivalent sample size S. The IDM estimates the probability of any event as a probability interval. It
satisfies a set of rationality properties and shows a good behavior when a sample with direct observations of the multinomial values is available.
However, it has been shown to be too cautious when the multinomial values are observed through an indirect process giving rise to a likelihood
function. It has also been shown to be useless to decide about independence statements by generalizing the Bayesian scores. In an alternative model,
which is more informative with indirect observations and to decide about independence, is proposed. This model considers as prior information all
the Dirichlet distributions with a sample size belonging to an interval [S},S;] and with a uniform vector of parameters o.

E404: Data clustering using hidden variables in hybrid Bayesian networks
Presenter: Antonio Fernandez, University of Almeria, Spain
Co-authors: Jose Antonio Gamez, Rafael Rumi, Antonio Salmeron

The use of the NB and TAN classifiers for unsupervised data clustering where the class variable is hidden is proposed. The feature variables can
be discrete or continuous, as the conditional distributions are represented by MTEs. The optimal number of clusters and its probability distribution
are estimated using a data augmentation technique. In order to add a new cluster in the model, a subset of the existing clusters is randomly chosen,
and they are one by one split in two; finally, we choose to add the split cluster that causes the best likelihood in the model. For those records in
the database wrongly assigned to a cluster, re-assign them to the cluster that causes the best likelihood in the model. In the TAN model the tree
structure is re-learned in every iteration, in which the calculation of the conditional mutual information between two features, given the hidden
variable, is needed. In the first step of the procedure, this conditional mutual information is approximated by the mutual information between the
two feature variables, since at this step there are no values for the hidden variable.

E124: Estimating CG-PDGs from incomplete data using an EM approach
Presenter:  Antonio Salmeron, Universidad de Almeria, Spain
Co-authors: Jose Antonio Gamez, Jens Dalgaard Nielsen

Conditional Gaussian probabilistic decision graphs (CG-PDGs) have been recently introduced as an extension to the discrete PDGs, by including
continuous variables. The underlying assumption is that the joint distribution of the discrete and continuous variables is Conditional Gaussian.
The estimation of CG-PDGs from incomplete data is considered. It is shown how a structural EM approach can be followed, that converges to
the maximum likelihood solution. The existing algorithm for discrete PDGs is extended by introducing the necessary operators for splitting and
merging nodes taking into account the restrictions imposed by the presence of continuous variables.

ES70 Room B36 STATISTICS FOR RANDOM INTERVALS AND RANDOM SETS Chair: Thierry Denoeux

E927: On the estimation of a multiple linear regression model for interval data
Presenter: Marta Garcia-Barzana, University of Oviedo, Spain
Co-authors: Ana Colubi, Erricos John Kontoghiorghes

Recently, a multiple linear regression model for interval data based on the natural interval-arithmetic has been proposed. Interval data can be
identified with 2-dimensional points in R x RT, since they can be parametrized by its mid-point and its semi-amplitude or spread, which is non-
negative. The population parameters can be expressed in terms of the covariance matrix of the involved random intervals and the sign of the
regression coefficients, which only regards to the information of the mid-points of such random intervals. The least squares estimation becomes a
quadratic optimization problem subject to linear constraints, which guarantee the existence of the residuals. Standard numerical methods are used
to solve this optimization problem. Alternative estimators are discussed. Simulations have been performed in order to assess the consistency and
the bias of the estimators. Furthermore, a real-life example is considered.

E569: On p-boxes and random sets
Presenter: Sebastien Destercke, Durham University, United Kingdom
Co-authors: Enrique Miranda, Matthias Troffaes

Pairs of lower and upper cumulative distribution functions, also called p-boxes, arise naturally in many problems of statistical inference, including
expert elicitation for instance in cases where bounds are specified on the quantiles, and non-parametric statistical testing for instance when perform-
ing a Kolmogorov-Smirnov test. In addition, p-boxes on arbitrary total preordered spaces have been proven to be particularly useful in multivariate
analysis. Random sets arise naturally in statistical problems where the observations themselves are set-valued. Their connection to p-boxes is well
known in the discrete case. In this contribution, we explore the mathematical relationship between p-boxes on arbitrary totally preordered spaces
and random sets. While doing so, we also study their limit behaviour, and arrive at convenient closed form expressions for calculating lower and
upper expectations for p-boxes, and a particlar class of random sets, under suitable regularity conditions.

E859: Bootstrap confidence sets for the Aumann mean of a random closed set
Presenter: Raffaello Seri, Universita degli Studi dell Insubria, Italy
Co-authors: Christine Choirat

The objective is to develop a reliable method to build confidence sets for the Aumann mean of a random closed set as estimated through the
Minkowski empirical mean. The literature on confidence regions for the mean of random sets is quite limited: Seri and Choirat (2004) introduced
the topic and used the Central Limit Theorem to build a confidence set for the Aumann mean; Jankowski and Stanberry (2011) based their mean and
the related confidence set on the oriented distance function. In this paper, we give a definition of confidence set for the Aumann mean generalizing
the one in Seri and Choirat (2004) and then we describe a bootstrap algorithm to compute it. Then we investigate the accuracy of the procedure
both theoretically, using functional Edgeworth expansions, and empirically, through a simulation study.
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E545: Autoregressive conditional models for interval-valued time series data
Presenter:  Ai Han, Chinese Academy of Sciences, China
Co-authors: Yongmiao Hong, Shouyang Wang

An interval-valued observation in a time period contains more information than a point-valued observation in the same time period. Interval
forecasts may be of direct interest in practice, as it contains information on the range of variation and the level of economic variables. Moreover,
the informational advantage of interval data can be exploited for more efficient econometric estimation and inference. This paper is the first attempt
to model interval-valued time series data. We introduce an analytical framework for stationary interval-valued time series processes. We formally
define the probabilistic space and fundamental concepts concerning random intervals. To capture the dynamics of a stationary interval time series
process, we propose a new class of autoregressive conditional interval (ACIX) models with exogenous variables and propose estimation methods.
We derive the consistency and asymptotic normality of the proposed estimators and exploit the relationships between them. Simulation studies
show that the use of interval time series data can provide more accurate estimation for model parameters in terms of the mean squared error
criterion. In an empirical study on asset pricing, we find that when return interval data is used, some bond market factors, particularly the default
risk factor, are significant in explaining excess stock returns, even after the stock market factors are controlled in regressions. This differs from
previous findings in the literature.

E761: Hypothesis testing of regression parameters in a linear model for interval-valued random sets
Presenter:  Angela Blanco-Fernandez, University of Oviedo, Spain
Co-authors: Ana Colubi, Gil Gonzalez-Rodriguez

The statistical analysis of linear regression problems for interval-valued random sets has been addressed in the literature by means of different
linear models based on interval arithmetic. Recently, a flexible model has been formalized, and the least-squares estimation of its parameters has
been solved through a constrained minimization problem guarateeing the coherency with the interval arithmetic. Once the estimation process is
done, some inferential studies for the linear model may be developed. In the interval scenario exact parametric methods are not feasible yet for
inferential studies. This is due to the lack of realistic parametric models to describe the distribution of the interval random sets which have been
shown to be widely applicable in practice. In this work, hypothesis testing of the regression parameters of this flexible linear model are presented,
and an asymptotic procedure to solve the tests is proposed. The technique is illustrated by means of its application over a real-life example, and it
is reinforced by running some simulation studies.

EP02 Room Chancellor’s POSTER SESSION II Chair: Klea Panayidou

E755: Explained variation for non-Hodgkin’s lymphoma survival: A review and comparison
Presenter: Refah Alotaibi, Newcastle, United Kingdom
Co-authors: Robin Henderson, Malcolm Farrow

Survival analysis is widely used in clinical and epidemiologic research to model time until event data. The purpose of many medical survival
studies is to predict the process of the outcome of a disease. We investigate predictive accuracy, especially for non-Hodgkin’s lymphoma (NHL)
based on a study of 1391 patients followed for 10-years (1992 to 2002). In this area physicians usually use the international prognostic index (IPI)
in to order to identify low and high risk patients. We consider whether it is possible to improve on the IPI. Four R?-type measures are used to assess
IPI performance for predictive purposes and how it compares with a prognostic index obtained from the data to hand. The measures are: a) the
Nagelkerke information gain R? routinely given in R, b) an R?- measure based on the Brier Score, ¢) the Schemper and Henderson survival process
measure and d) the survival process measure explained rank variation based on Stare’s paper. We review and compare these measures through
simulation and an analysis of the NHL data. A practically important question is whether there are particular subsets of patients who are more easy
or difficult to predict than others. We adopt Tian’s methods to study this aspect.

E796: Goodness-of-fit for the Moran-Downton exponential distribution
Presenter:  Virtudes Alba-Fernandez, University of Jaen, Spain
Co-authors: M.Dolores Jimenez-Gamero, Inmaculada Barranco-Chamorro

Bivariate and multivariate exponential distributions are applied widely in several areas such as reliability, queueing systems or hydrology. Among
this kind of distributions, the Moran-Downton exponential distribution is a good choice, specially for modelling several hydrologic proccesses.
In this work a test for testing goodness-of-fit test for the Moran-Downton exponential distribution is proposed. The test statistic exploits the
analytically convenient formula of the characteristic function of this distribution and compares it with the empirical characteristic function of the
sample. Large sample properties of the proposed test are studied. The finite sample performance is studied numerically. An application to a real
data set is also included.

E781: Modeling the effect of therapies by using diffusion processes
Presenter: Patricia Roman-Roman, Universidad de Granada, Spain
Co-authors: Francisco Torres-Ruiz

An interesting problem in treatment protocols is to model the effect of a therapy in cancer xenografts. This problem can be addressed by considering
a diffusion process that models the tumor growth and a modified process that includes, in its infinitesimal mean, a time function to model the effect
of the therapy. For the case of a Gompertz diffusion process, when a control group and one or more treated groups are observed, a methodology to
estimate this function is known. It has been applied to infer the effect of cisplatin and doxorubicin+cyclophosphamide in breast cancer xenografts.
This methodology can be extended for other diffusion processes. However, it has an important restriction: it is necessary that a known diffusion
process fits adequately the control group. We propose to consider a stochastic process for a hypothetical control group, so both real control and
treated groups can be modeled by modified processes. Thus, the comparison between models allows us to estimate the real effect of the therapy.
Finally, this methodology is applied to infer the abovementioned effects in breast cancer and the robustness of the procedure against the choice of
stochastic model for the hypothetical control group is displayed.

E885: An imputation method for mixed-type data using nonlinear principal component analysis
Presenter:  Giancarlo Manzi, Universita degli Studi di Milano, Italy
Co-authors: Pier Alda Ferrari, Alessandro Barbiero, Nadia Solaro

Imputation of missing data has always represented a problem for researchers from every field. A biased imputation may strongly affect research
findings, leading to wrong conclusions. Furthermore, an imputation method may be satisfactory with certain types of data, but unsatisfactory with
others. Recently, an imputation method based on the recursive use of nonlinear principal component analysis has been proposed for the specific
case of constructing a composite indicator from ordinal data. This method alternates the nonlinear principal component analysis with the nearest
neighbour method in order to detect the most appropriate donor for the imputation of missing categories of incomplete objects. In this work,
we present an extension of this imputation method to the general case of constructing a composite indicator from mixed-type data, that is, data
including both quantitative and qualitative variables. The problem of the evaluation of the most suitable distance between objects to be used in the
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nearest neighbour method, together with the choice of the set of the most appropriate donors, is considered. The proposed procedure is implemented
using the R software. A simulation study is also implemented to test the relative performance of the proposed method when compared with other
methods used in similar situations.

E868: Learning tree or forest graphical model structures
Presenter: Edmund Jones, University of Bristol, United Kingdom
Co-authors: Vanessa Didelez

Bayesian learning of Gaussian graphical model structures is highly computer-intensive, because of the large number of possible graphs and the
need for time-consuming approximations on non-decomposable graphs. One possibility is to restrict attention to forests, which are graphs that have
no cycles, or trees, which are connected forests. It is believed that most real-world graphs are sparse, so the restriction to forests can be justified
by the notion that sparse graphs are locally tree-like. It is shown how this notion can be made rigorous using random graph theory. Even with
the restriction to trees and only 15 or 20 nodes, checking all the graphs is still too time-consuming. MCMC and other methods can be used to
approximate the posterior distribution by moving through the space of possible graphs. For forests, the simplest move is to add or remove an edge,
and for trees the simplest move is to reposition an edge. The poster will present systems for storing forests and trees so that these moves can easily
be chosen uniformly at random, which is desirable to achieve good mixing. After each move, the information that is stored is updated locally.

E867: Efficient Bayesian analysis by combining ideas from merge and reduce and meta-analysis
Presenter: Leo Geppert, TU Dortmund University, Germany

Bayesian statistics have seen a rise in popularity in recent years. When dealing with a very large number of observations the standard MCMC
methods cannot be used as the computational cost and necessary memory become prohibitive. We aim to find more efficient MCMC methods by
combining ideas from the methods merge and reduce and meta-analysis. Merge and reduce is well-known to computer scientists. It has been used
for a number of applications with very large amounts of data. Meta-analysis on the other hand is used in statistics to compare the results from
different surveys and combine them to get an overall result. In our setting, we partition the data into different blocks, run an MCMC algorithm
on each of them and only keep a model that characterises the MCMC sample. Two models on the same hierarchical level are combined as soon
as possible. We propose two different approaches: a “summary value approach” that can be used when it is sufficient to calculate a few summary
values from the MCMC sample and a “sample approach” in which both MCMC samples are merged and then reduced to one new sample.

E851: The Bayes premium in the collective risk Poisson-Lindley and Exponential model with different structure functions
Presenter: Maria del Pilar Fernandez-Sanchez, University of Granada, Spain
Co-authors: Agustin Hernandez-Bastida

In actuarial science premium calculating problems constitute an interesting issue. The Bayes premium let join the prior information and claim
experience and, accordingly, it is a very adequate approximation to the problem in question. We consider a collective risk model in which the
primary distribution is a Poisson-Lindley distribution and with an Exponential distribution as the secondary distribution. Under a Bayesian point
of view, the parameters of interest of the problem can be estimated using our state of knowledge about them. Here, we shall consider the Gamma
density as the natural choice for the parameter of the secondary distribution while Beta distribution is a common prior distribution for the parameter
of the primary distribution. We propose two prior distributions as an alternative to the Beta distribution, namely, the triangular and standardized
two-sided power and analyze the consequences of using these proposed distributions instead of the Beta distribution in the value of the collective
and Bayes premiums. To compare, with a numerical analysis, the results obtained from the three structure functions we rank the distributions in
terms of their relative entropy with respect to the Uniform distribution. The premiums obtained from this ranking are compared and it is observed
that they maintain the same position as in the relative entropy of the three structure functions.

E849: Statisticians and bibliometric laws
Presenter:  Silvia Salini, University of Milan, Italy
Co-authors: Francesca De Battisti

Starting from the scientific production of Italian statisticians, we will try to study the laws of bibliometric distributions in statistics. Does the
scientific productivity of statisticians follow Lotka’s law? Is it true that a high level of productivity is achieved by few authors? Lotka’s law, first
presented in 1926, is really still the law of reference? It states that the number of authors making n contributions is about 1/ n? of those making one;
and the proportion of all contributors, that make a single contribution, is about 60 percent. A lot of authors in the past have studied the accordance
with Lotka’s law in various fields and some variations and adaptations of it. For bibliometric variables, what are the dimensions that can modify it:
the reference years, the average of products for author, etc? Is it possible by a simulation study to identify a bibliometric law for the production of
scientific researchers? Does the scientific production of statisticians, which, based on our results, does not follow Lotka’s law, follow other laws of
distribution? Are the citations, the number of core journals, the distribution of topics and words in a text coherent with the known distribution laws
(Bradforda’s law, Zips’s law, etc.)?

E963: Empirical comparison of robust portfolios’ investment effects
Presenter: Bartosz Kaszuba, Wroclaw University of Economics, Poland

Numerous research concerning application of estimation methods, other than classic methods in the portfolio theory, frequently reveal better
qualities of the newly-proposed methods. Regrettably, the comparison is usually made for a small group of methods, portfolios are created on
the basis of a selected group of assets and, first of all, the comparison methods are frequently considerably different. The purpose is to verify the
investment effects achieved by portfolios created using robust methods. The research suggests a subsampling method, where instead of a random
selection of the rate of return, shares were drawn, which were then used to create rolling portfolios, whereupon the out-of-sample performance
of these portfolios was analysed. The research were conducted on the basis of actual data from the Warsaw Stock Exchange Index, whereas the
portfolios under consideration were five-element portfolios with short selling constraints. The comparison was made using affine equivariant robust
estimators of mean and covariance matrix (S, MM, MVE, MCD, SDE), pairwise covariance matrix (Spearman, Kednall, QC, OGK, 12D), as well
as robust portfolio estimators (M, S, LTS, LMS, LAD). Moreover, a comparison between properties of portfolios created using other methods, such
as DCC-GARCH, CCC-GARCH, Shrink, Ledoit-Wolf, CVaR and Student was made.

EP01 Room Chancellor’s POSTERS SESSION I Chair: Klea Panayidou

E638: Structural equation models based on covariance vs partial least squared to develop spatial indices

Presenter: Maria Luisa Rodero Cosano, Universidad de Cordoba, Spain

Co-authors: Carlos Ramon Garcia Alonso

Bayesian Networks (BN) have been found useful in designing indicators when enough expert knowledge exists on the domain under study. In
this framework, there are two methodological approaches based on Structural Equation Models (SEM): i) covariance-based and ii) variance-based
(Partial Least Squares, PLS). This research compares the results obtained by both approaches (in addition to a factor analysis) in the development of
a synthetic spatial index for deprivation. The BN includes the following domains: education, income, employment, housing, utilities and structures
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and, finally, health care. Variable values have been obtained from statistical sources. Results are: i) three spatial-based models for the deprivation
index and ii) the index for each spatial unit (770 municipalities in Andalusia, Spain). Both the structure of the models and their explained variance
are analysed. The PLS approach (exploratory model) is flexible and allows us to improve the BN. On the other hand, the covariance-based model
(more restrictive) confirms that the former model is reliable. Results for each spatial unit have been spatially analyzed (autocorrelation scores) to
determine their degree of spatial agreement. Both SEM-based models show a high degree of agreement (kappa index and Intraclass Correlation
Coefficient) but the factor analysis does not.

E655: Linear estimation based on covariance using uncertain observations featuring random delays and packet dropouts
Presenter:  Josefa Linares-Perez, Granada University, Spain
Co-authors: Raquel Caballero-Aguila, Aurora Hermoso-Carazo

In networked systems, the measured system output is transmitted to a data processing centre producing the signal estimation. The unreliable network
characteristics can produce uncertain observations (outputs containing noise only) and, moreover, eventual random transmission delays and/or
packet dropouts can occur due to different causes, such as random failures in the transmission mechanism, accidental loss of some measurements
or data inaccessibility at certain times. Networked systems simultaneously featuring these three types of random uncertainties in the measurements
are considered. On the one hand, it is assumed that each real observation may not contain the signal to be estimated, uncertainty which is modelled
by Bernoulli random variables representing the presence or absence of the signal in the observations. On the other, it is assumed that one-step
delays and packet dropouts occur randomly in the transmission; this situation is modelled by introducing, in the measurement model, sequences
of Bernoulli variables whose values indicate if the current measurement is received, delayed or dropped-out. Under the assumption that the
signal evolution model is unknown, recursive least-squares linear estimation algorithms are derived by an innovative approach, requiring only the
covariances of the processes involved in the observation equation and the uncertainty probabilities.

E702: Distributed fusion filter for systems with markovian delays
Presenter: Maria Jesus Garcia-Ligero, Granada, Spain
Co-authors: Aurora Hermoso-Carazo, Josefa Linares-Perez

Due to its extensive application, the signal estimation problem using measurement data derived from multiple sensors has received great attention.
The fusion of the information provided by the different sensors is generally processed by two different methods: centralized and distributed filters.
The computational advantages provided by the distributed filter lead us to consider this method versus the centralized. On the other hand, in
wireless communication networks an unavoidable problem is the existence of errors during the transmission, which can lead to delays in the arrival
of the measurements. These delays have been usually modeled by independent Bernoulli random variables. However in real communication
systems, current time delays are usually correlated with previous ones; a reasonable way to model this dependence is to consider the random delay
as a homogeneous Markov chain. The signal estimation problem from multiple sensors with delays modeled by homogeneous Markov chains is
addressed. In this context, assuming that state-space model is unknown, we derive local least-squares linear estimators for each sensor using the
information provided by the covariance functions of the processes involved in the observation equations. The distributed fusion filter is obtained as
linear combination of the local filters using the least- squares criterion.

E706: Recursive estimation algorithm from measurements with upper-bounded random delays
Presenter: Aurora Hermoso-Carazo, Universidad de Granada,, Spain
Co-authors: Raquel Caballero-Aguila, Josefa Linares-Perez

The least-squares linear estimation problem using covariance information in discrete-time linear stochastic systems is analyzed by assuming
bounded random observation delays. This is a realistic assumption, for example, in networked control systems and sensor networks, where
random time delays usually occur in data transmission. A new model to describe such random delays is constructed by including in the system
description some sequences of Bernoulli random variables, whose parameters are known and represent the delay probabilities. Conditions about
these Bernoulli variables guarantee that the largest time delay is upper-bounded. Based on this new model, a recursive algorithm, including the
computation of predictor, filter, and fixed-point smoother, is obtained by an innovate approach. To measure the performance of the estimators, the
estimation error covariance matrices are also calculated. The proposed estimators do not need to know if a particular measurement is delayed or
updated, and only depend on the delay probabilities at each sampling time. Moreover, the derivation of the estimation algorithm does not require
full knowledge of the state-space model generating the signal to be estimated, but only information on the covariance functions of the processes
involved in the observation equation.

E723: Steps of a recursive partitioning algorithm
Presenter: Betul Kan, Anadolu University, Turkey
Co-authors: Berna Yazici

Recursive Partitioning is a useful tool in data mining. It is based on the splitting of the dependent variables into subgroups. It is very common
in practice to construct a recursive splitting model; however, each algorithm is with its own unique details. In this study, to construct a regression
tree a recursive partitioning algorithm is used. The idea is to develop a tree which is a combination of subgroups where the data is modelled in
each partition. There are stopping rules generated in the algorithm when it is infeasible to continue splitting. First, the algorithm is run to obtain
the relation between one independent variable and the response variable. Additively, the algorithm is modified for the cases when two independent
variables exist. Basically, the algorithm treats each observation as a potential splitting point, so called knot. Function G() searches for potential
subregions with the corresponding splitting point. Function F () provides one sibling and calculates some criteria for the possible partitions. The
procedure is repeated in each of the children nodes, until there are enough observations otherwise the recursion stops. The stopping rule is set to a
fixed number of observations that is the minimum sample size of the nodes.

E751: Software in R and computational methods for branching processes
Presenter: Manuel Molina, University of Extremadura, Spain
Co-authors: Manuel Mota, Alfonso Ramos

Inside the general setting of stochastic modeling, branching processes are widely used as appropriate mathematical models describing the prob-
abilistic behavior of systems whose components after a certain life period reproduce and die. Branching process theory has become an active
research area of interest and applicability to such fields as biology, demography, ecology, epidemiology, genetics, population dynamics, and others.
They have especially played a major role in modeling general population dynamics. We are particularly interested in the study of stochastic models
describing the behavior of sexual reproduction populations, where females and males coexist and form couples. To this end, several classes of
two-sex branching processes have been studied and some results about their probabilistic and inferential theories established. In order to check
the accuracy concerning the proposed models and their derived results, it is necessary to implement specific software and to derive appropriate
computing techniques. We will present the software in R we have developed. Also, we will provide a computational method to determine the
highest posterior density credibility sets for the main parameters involved in the probabilistic model. By way of illustration, we will include some
applied examples in population dynamics.
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E752: Approximate Bayesian computation methods for branching models in genetic context: application to X-linked genes

Presenter: Manuel Mota, University of Extremadura, Spain

Co-authors: Miguel Gonzalez, Cristina Gutierrez, Rodrigo Martinez

Branching Processes have been shown to be useful models in the field of Population Genetics. In particular, some Multitype Bisexual Branching
Processes can explain accurately some aspects related to the extinction-fixation-coexistence of some alleles of sex-linked genes. In this work, we
study one of those processes as an appropriate model to investigate such issues for X-linked genes. This process, denominated X-linked Bisexual
Branching Process, seems to be too complicated for an in-depth theoretical inferential study. Even computational techniques like MCMC methods
could be difficult to apply due to problems of knowing the likelihood function. In this context, an interesting alternative to these methods is the
application of likelihood-free inference techniques, often known as Approximate Bayesian Computation (ABC) methods. Specifically, assuming
the number of females and males of each phenotype in several generations is available, a rejection inference algorithm is proposed to obtain some
estimates for the posterior densities of the main parameters. Also, a discussion about the choice of the prior distributions, the metric or the tolerance
is carried out. Finally, some extensions of the basic ABC rejection algorithm are investigated.

E754: Goodness-of-fit tests for the multivariate skew normal distribution

Presenter: Simos Meintanis, University of Athens, Greece

Co-authors: Kostas Fragiadakis

Goodness-of-fit tests for the family of skew-normal distributions in arbitrary dimension have been proposed in the literature. These tests are based
on the moment generating function or on the cumulative distribution function of suitably standardized data. Although a comparison of those tests
has been made in univariate case, this is not the case in higher dimensions. A wide comparison in multivariate case is presented in order to study
the behavior of those tests with real and simulated data.
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CSI03 Room Beveridge RECENT DEVELOPMENTS IN ECONOMETRICS Chair: Stefan Mittnik

C564: Forecasting the implied volatility surface dynamics for CBOE equity options: Predictability and economic value tests
Presenter: Massimo Guidolin, Manchester Business School, MAGF, United Kingdom
Co-authors: Alejandro Bernales

It is investigated whether the dynamics in the volatility surface implicit in the prices of individual equity options traded on the CBOE contains
any exploitable predictable patterns. In particular, we examine the possibility that the dynamics in the volatility surface implicit in S&P 500 index
options may be associated and forecast subsequent movements in the implied volatility surface characterizing individual equity options. We find
a strong relationship between equity and S&P 500 index option implied volatility surfaces. In addition, we discover a remarkable amount of
predictability in the movements over time of both equity and stock index implied volatilities. We show that the predictability for equity options
is increased by the incorporation in the model of recent dynamics in S&P 500 implied volatilities. Similarly, when we examine the economic
value of these predictability patterns (by proposing and simulating trading strategies that exploit our 1-day head forecast of implied volatilities),
we report that delta-hedged and straddle portfolios that take trade on the entire implied volatility surface and across all contracts examined produce
high risk-adjusted profits which are maximum for the model that takes into account the feedback from past market implied volatility changes to
subsequent dynamics in individual equity options implicit volatilities.

C729: Estimation and inference for impulse response weights from strongly persistent processes
Presenter: Richard Baillie, Michigan State University, United States of America
Co-authors: George Kapetanios

The problem of estimating impulse response weights (IRWs) and their appropriate confidence intervals, from processes that may be strongly
dependent, is considered. We compare three main approaches for estimating IRWs, namely, QMLE, a two step estimator that uses a semi parametric
estimate of the long memory parameter in the first step, and, finally, an estimator from fitting an autoregressive approximation. We show that the
parametric bootstrap is valid under very weak conditions, including non Gaussianity. This allows making inference on IRWs from possibly strongly
dependent processes. We also propose, and theoretically justify, a semi-parametric sieve bootstrap based on autoregressive approximations that
can be used for inference on IRWs. We find that estimates of IRWs based on autoregressive approximations and also confidence intervals of IRWs
based on the sieve bootstrap generally have very desirable properties, and are shown to perform well in a detailed simulation study. The paper also
includes an extensive and detailed empirical application on inflation and real exchange rate data.

C960: Simulation-based predictive analysis for 3 key 21-st century issues
Presenter: Herman van Dijk, Erasmus University Rotterdam, Netherlands
Co-authors: Peter de Knijff, Lennart Hoogerheide, Koene van Dijk

Using technological advances from the ’computational revolution’, a novel simulation based Bayesian procedure is presented that can be used for
efficient and robust posterior and predictive analysis of some key issues in the 21-st century. The issues analyzed are possible effects of education
on earned income observed in microeconomic data; risk evaluation of extreme losses in financial data; temporal causality in networks as measured
using functional brain-imaging; and tandem repeat patterns in DNA data from persons in Africa, Asia and Europe. The results indicate a small
step towards: better understanding of policy effects observed in the education-income issue; improved insight in risk of extreme events; possible
applications for the assessment of brain changes due to normal aging and neurological disease; and more accurate analysis of migration patterns
from early history as well as modern times.

CS04 Room Senate APPLIED FINANCIAL ECONOMETRICS Chair: Christopher Baum

C132: Equity premia and state-dependent risks
Presenter: Michel Normandin, HEC Montreal, Canada
Co-authors: Mohammed Bouaddi, Denis Larocque

For the first time in the literature, the CCAPM is extended to establish the empirical relations between equity premia and state-dependent con-
sumption and market risks. These relations are derived from a flexible, yet tractable, mixture distribution admitting the existence of two regimes,
rather than the usual normal distribution. Focusing on the market return, we find that the consumption and market risks are priced in each state,
and the responses of expected equity premia to these risks are state dependent. Extending to various portfolio returns, we show that the responses
to downside consumption risks are the most important, are almost always statistically larger than the responses to upside consumption risks, and
are much larger for firms having smaller sizes and facing more financial distresses.

C142: A unifying approach to the empirical evaluation of asset pricing models
Presenter: Francisco Penaranda, Universitat Pompeu Fabra, Spain
Co-authors: Enrique Sentana

Two main approaches are commonly used to empirically evaluate linear factor pricing models: regression and SDF methods, with centred and
uncentred versions of the latter. We show that unlike standard two-step or iterated GMM procedures, single-step estimators such as continuously
updated GMM yield numerically identical values for prices of risk, pricing errors, Jensen’s alphas and overidentifying restrictions tests irrespective
of the model validity. Therefore, there is arguably a single approach regardless of the factors being traded or not, or the use of excess or gross
returns. We illustrate our results with the Lustig-Verdelhan currency returns.

C627: Testing uncovered interest rate parity using libor
Presenter: Muhammad Omer, University of Groningen, Netherlands
Co-authors: Jakob de Haan, Bert Scholtens

Uncovered Interest Parity (UIP) over short-term horizons is tested using LIBOR interest rates for a wide range of maturities. For the short-term
horizon, UIP is rejected due to frictions; however, to date no study addresses whether UIP holds if frictions are minimal. As some of the frictions
arise when individual domestic debt markets are assumed homogenous, LIBOR provides a setup where most of the known frictions responsible
for the failure of UIP are absent. LIBOR is available in ten currencies and fifteen maturities. We have used seven currency specific LIBOR rates,
each with fourteen maturities. To estimate the UIP relationship we have used panel unit root and cointegration techniques. We find a positive slope
coefficient indicating that UIP holds for the short-term horizon, when market specific heterogeneity is controlled. Also, we have found support for
the traditional negative slope coefficients reported in literature. Moreover, our result highlights that the inferences based on one or two maturities
on generalization, may become misleading. The use of several maturities helped us to identify when UIP holds and therefore, we argue for use
of extended maturities in drawing inferences. Furthermore, our estimates imply that the speed of adjustment of exchange rate toward its long-run
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equilibrium is proportional to the maturity of the underlying instrument. This finding does not support the efficient market hypothesis and we
expect further deliberation on this issue, going forwards.

C471: Fitting an unobserved components model to the VLCC tanker sector
Presenter:  Anna Merika, Deree College, Greece
Co-authors: Andreas Merikas

The maritime industry is highly volatile and freight rate determination is essential for investment decisions. We focus on building an unobserved
components model to explain freight rate determination in the VLCC sector during 1993(1)-2011(7).We claim that the increase in market concen-
tration observed post 1993 has an impact on the formation of freight rates in the industry. Moreover, we substantiate a positive relationship between
freight rates and market concentration over the period examined. Thus, we claim that among other factors, expectations regarding the future course
of concentration are critical for forecasting the direction of freight rates.

C800: Quantifying the estimation error in market risk measures: Delta method vs. re-sampling techniques
Presenter:  Carl Lonnbark, Umea University, Sweden

The standard measure of market risk is the Value at Risk (VaR). In fact, regulators impose on financial institutions to meet capital requirements
based on VaR. Internal approaches are allowed but institutions are penalized by having to set aside more capital if the VaR is exceeded too often.
Another measure that is gaining increasing popularity is the expected shortfall (ES). VaR and ES estimates are often reported as if they were known
constants. Such important economic variables should reasonably be reported with some measure of precision, which may also help to improve the
design of the penalty system mentioned above. One popular approach to deal with parameter uncertainty in case of finite samples is to employ
re-sampling techniques, which has obvious disadvantages in terms of computing time. In this respect the so-called delta-method is preferable, but,
being an asymptotic approximation, it comes with other disadvantages. In a quite detailed simulation study we compare the two approaches for
the popular estimation technique known as filtered historical simulation. We find quite substantial differences. An application for the major stock
market indices of the world is included.

CS11 Room Woburn MODELLING WITH HEAVY TAILS: COMPUTATIONAL ISSUES Chair: Wojtek Charemza

C098: Computational problems for multivariate stable laws
Presenter:  John Nolan, American University, United States of America

There are now reliable computational methods for working with univariate stable distributions. However, there is a need in finance, economics,
and other fields for multivariate models that deal with heavy tails. This is a challenging problem due to the complexity of the possible dependence
structures and the lack of explicit formulas for multivariate stable densities. We will briefly review existing methods and then describe new
theoretical results and methods for computing with multivariate stable laws. The problems are formidable for higher dimensions, except for a few
special cases, e.g. elliptically contoured stable laws.

C230: Modeling and simulation with tempered stable laws
Presenter: Mark M. Meerschaert, Michigan State University, United States of America

A tempered stable Lévy process smoothly transitions between a stable Lévy motion at early time, and a Brownian motion at late time. It is the
basic building block in the CGMY model from finance, used to represent the “semi-heavy” tails seen there. Tempered stable laws have also become
popular in applications to geophysics, where power laws are ubiquitous. The tempered stable process arises as a random walk limit, where the
power law jumps are exponentially cooled, so that they have moments of all orders. A specific scheme for constructing these random walks will
be described. The transition densities of this process solve a fractional variant of the diffusion equation. A special case is the tempered stable
subordinator, which is related to time-fractional diffusion. A brief introduction to these fractional calculus models will be provided. Tempered
stable random variables can be simulated by an exponential rejection method, which will be described in detail. One method for parameter
estimation computes the conditional MLE for the largest observations, assuming a tempered power law model, similar to the Hill estimator. Some
examples will be given, using data from geophysics. Extensions to higher dimensions will be discussed.

C295: Fast calculation of PDFs of multi-factor Levy processes with exponentially decaying tails
Presenter: Marco de Innocentis, University of Leicester, United Kingdom
Co-authors: Svetlana Boyarchenko, Sergei Levendorskii

Very fast numerical realizations of the inverse Fourier transform -parabolic and hyperbolic inverse Fourier transform- are suggested, and applied
both to calculation of pdfs of several standard families of multi-factor Levy processes with exponentially decaying Levy densities. New realizations
are several times faster than the standard realizations if time increment is not small and/or the process is of infinite variation. For processes of finite
variations, especially for Variance Gamma processes, and for small time increments, new realizations are thousand times faster. For time increments
of order a day, the standard realizations do not work even in one-factor case, whereas the new realizations give results with the relative error of
order a hundredth of a percent and better in a small fraction of a second, if the number of factors is not large.

C378: Heavy tailed time series: estimation and numerical issues for dependent observations
Presenter: Svetlana Makarova, University College London, United Kingdom
Co-authors: Wojciech Charemza, Christian Francq, Jean-Michel Zakoian

Some practical problems related to computations and applications of the quasi marginal maximum likelihood estimator of alpha stable stationary
process are tackled. Different estimators of the long run covariance matrix are compared for their finite-sample accuracy. In particular, a size
distortion of the statistics based on these matrices (e.g. Student r—ratios) for various alpha-stable distributions under the changing strength of the
dependences is investigated. The theoretical and simulation results are accompanied by the empirical study of the world stock market indices.
For the stock market returns the market inefficiency has been evaluated tested through the maximum likelihood estimation of the characteristic
parameter (alpha) and long-run covariance matrices.

C777: On the distribution of European sovereign bond returns: Empirical evidence
Presenter:  Christian Lau, Martin Luther University Halle-Wittenberg, Germany
Co-authors: Christian Gabriel

Due to recent turbulences in the European debt capital market, one might ask for consequences for investors. We examine which distribution
assumptions hold for European government bond returns in the period from 1999 to 2011. Returns of government bonds of several European coun-
tries, inside and outside the EMU, and the USA are analysed. We fit the data to Gaussian, Student’s t, skewed Student’s t and stable distributions.
For the majority of the data we find that the Gaussian distribution is not flexible enough to describe government bond returns, since they are skewed
and heavy-tailed. The skewed Student’s t and the stable distribution fit the European government bond returns best. The results are robust to a
variety of goodness of fit statistics.
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CS19 Room Court LONG TERM RISKS Chair: Dominique Guegan

C762: Historical risk measures as predictors on several markets
Presenter:  'Wayne Tarrant, Wingate University, United States of America

The efficacy of using different risk measures as predictors across several different stock market indices and classes of commodities is observed. We
use both the Value at Risk and the Expected Shortfall on each of these data sets, noting the differences in what the two measures purport to tell us.
We also consider several different durations and levels for historical risk measures. Through our statistical results, we make some recommendations
for a robust risk management strategy that involves using multiple historical risk measures. We contrast this to the use of spectral risk measures,
explaining why the use of multiple risk measures is preferable.

C514: Coherent risk measure in the long run, an operational risk application
Presenter: Ghassen Rahoui, Universite Paris I Pantheon - Sorbonne - AON, France
Co-authors: Dominique Guegan, Bertrand Hassani

The quantification of the long term risk exposure has generated a large number of theoretical frameworks. Works on risk expected utility enabled
the modelling of agent behaviour towards risk, which was firstly introduced through the moment-based risk measures. Since then the axiomatic
approach to risk measures has expanded resulting in the emergence of diverse theoretical frameworks with a variety of interconnections and
properties. Some of these late measures fulfil the coherence property and present an interesting alternative to the usual Value-at-Risk risk measure
framework. We are particularly interested in spectral risk measures involving a weighted average of loss quantiles and distortion risk measures
based in the deformation of loss objective probability distribution. We compare the axiomatic construction of these risk measures, explicit their
respective properties and fill the gap between the two formulations through an equivalence relation detailed in the late part of the paper. Finally,
based on these two frameworks we suggest an alternative long term coherent risk measure with controlled tail risk.

C512: Operational risk: a long-term modeling
Presenter: Bertrand Hassani, Universite Paris I Pantheon - Sorbonne - AON, France
Co-authors: Dominique Guegan, Ghassen Rahoui

In their last released paper, the Basel Committee for Banking Supervision provides precise guidelines to model operational risks. Nevertheless,
in our opinion, these guidelines are not reflecting the reality of operational risks behaviour in the long term. Therefore, we propose the following
solutions to deal with this particular kind of risks. First, to be compliant, we have to use five-year information sets. However, we do not know
if the oldest incidents are still worthwhile to model a loss distribution, and vice versa, we do not know if such a set is sufficient, so we suggest a
dynamic approach allowing more flexible models. Second, taking into account dependencies, we provide a robust and conservative way to deal
with dependencies between the Basel matrix cases, using Vine Copulas. Third, we propose solutions to deal with the autocorrelation in a severity
chronicle, improving the traditional Loss Distribution Approach accuracy. And last but not least, we propose to change the risk measure pertaining
to a capital charge, and suggest replacing the traditional Value-at-Risk at 99.9% by a consistent expected shortfall.

C511: Market risk aggregation using pair-copulas
Presenter: Fatima Jouad, Universite Paris 1 / AXA GIE, France
Co-authors: Dominique Guegan

The advent of the Interval Model Approval Process (IMAP) within Solvency II and the desirability of many insurance companies to gain approval
has increased the importance of such topics as risk aggregation in determining overall economic capital level through the calculation of a risk
measure, the VaR(99.5%). The most currently used approach for aggregating risks is the variance-covariance matrix approach. Actually, linear
correlations are used to describe the dependency. Although being relatively simple and well-known, linear correlations fail to model every partic-
ularity of the dependence pattern between risks. In this paper, we propose a nested copula-based model for aggregating market risks in order to
calculate the economic capital needed to withstand both expected and unexpected future losses. This capital will be determined by computing a
daily VaR(99.5%), a yearly VaR(99.5%) and a long-term VaR(99.5%), i.e. 40-year-VaR(99.5%).

C313: Alternative modeling for long term VaR
Presenter: Dominique Guegan, University of Paris 1 Pantheon - Sorbonne, France
Co-authors: Xin Zhao

A new modeling to compute financial risk in long term is proposed. Particularly, we suggest a dynamic approach to estimate Value-at-Risk and
Expect shortfall in long term, which takes into account the persistence phenomena observed in financial markets, links with volatility clustering
feature of financial series and also concerns with the occurrence of extreme events in a relative long time span. We firstly work in an univariate
setting, we show the performance of the dynamic approach by estimating VaR from 1-day to 1-year with five selected stock markets’ return series.
Other risk measures will be considered later. We will also extend the work to a multivariate framework.

CS37 Room Bloomsbury TRENDS, WAVES, SEASONS, CYCLES AND SIGNALS Chair: Stephen Pollock

C280: Time-varying trend of financial volatilities and its correlation with macroeconomic variables
Presenter: Ray Chou, Academia Sinica, Taiwan
Co-authors: Norden Huang, Dan Li

A new method of fitting time-varying trend of volatility using the Empirical Mode Decomposition (henceforth EMD) of the Hilbert-Huang Trans-
form is introduced. The method is highly adaptive in fitting nonlinear and nonstationary structures in trend and has been proven successful in
dealing with nonlinear and nonstationary time series in many fields, e.g., physics, engineering, biomedical among others. Unlike the difficulty of
trend identification in traditional time series models, the trend can be defined unambiguously by EMD. For example, the lowest frequency compo-
nent can be defined as the “trend” component of the series which is monotonic, or with unique extrema over a chosen time span. Other cyclical
components and seasonal patterns can also be identified together with other smooth components of higher frequencies. All of these components
have different frequencies. However, being adaptive, frequencies of individual components are not fixed and are time-varying. We apply the method
to volatility of nine international stock indices using daily high-low ranges of stock prices. Preliminary analysis shows promising results in that
the trend component is capable of capturing the slow moving components in volatility indices. Correlations among low frequency components and
various macroeconomic variables are also explored.

C311: New innovative 3-way Anova a-priori test for direct vs. indirect approach in seasonal adjustment
Presenter: Enrico Infante, EUROSTAT, Luxembourg
Co-authors: Dario Buono

The Seasonal Adjusted Series of an aggregate series can be calculated by a seasonal adjustment of the aggregate (“Direct Approach”) or by
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aggregating the seasonally adjusted individual series (“Indirect Approach”). A third way, the so called “Mixed Approach”, is to adjust together
those series that present the same kind of seasonality, and then re-aggregate them for the final aggregate series. In order to understand which series
demonstrate the same kind of seasonality a test based on a three way Anova is utilised. This test could be seen as a generalisation of the Moving
Seasonality Test for more than one series. Additionally, an exemplary case study is presented. An automatic procedure to choose the correct
approach before obtaining results would be helpful. The literature to date has only focused upon a comparison between the results achieved by the
different approaches. The problem of which approach to use is, however, not easy to solve when the growth rates are close to zero, and the values
of the different approaches present different signs. As such, it is sought to set out a priori strategy for the development of an effective seasonal
adjustment of the aggregate.

C663: Singular spectrum analysis for separating trends from seasons and cycles
Presenter:  Anatoly Zhigljavsky, Cardiff University, United Kingdom

The method of time series analysis and forecasting, called singular spectrum analysis, is reviewed. This method is very useful for separating
trend from seasonality and other periodic components. It is also useful for monitoring structural stability of time series and for detecting causality
between different series. The method has some similarities to ESPRIT, MUSIC and other subspace-based techniques of signal processing and is
also related to the methods of structural low-rank approximation in linear algebra. Real-life examples will be shown to demonstrate the capabilities
of the method.

C854: Short time series and seasonal adjustment
Presenter: Riccardo Gatto, Eurostat, Luxembourg
Co-authors: Gian Luigi Mazzi

Seasonal adjustment of short time series is a major problem in official statistics. Change in survey methodology, development of new surveys
or new indicators, new member states in institutions like the European Union are only few examples of the occurrence of the short time series
problem. Not always is it possible to wait a sufficient time length to start producing seasonal adjusted data. Evaluation of the rate of decay in data
quality while series are shortening can help in answering important questions like which seasonal adjustment algorithm to use in the presence of
short time series or how long a series must be in order to start the production of seasonal adjusted data. In this work an evaluation of the changes in
the quality performances of two different and widely used programs for seasonal adjustment, X-12-Regarima and TramoSeats, when the length of
time series is progressively reduced, is carried out. The comparisons are carried out by using both an updated version of existing quality indicators
and new indicators developed by the authors. The comparisons are run over a wide array of EU/Euro area time series.

C837: SUTSE models and multivariate seasonal adjustment

Presenter:  Filippo Moauro, Eurostat, Luxembourg

Co-authors: Tommaso Proietti

EUROSTAT has been always involved in the field of seasonal adjustment (SA): recent efforts went to the release of the ESS-Guidelines for
harmonization of SA practices among European economic indicators, as well as the development of a new tool, DEMETRA+, based on the
leading algorithms for SA, i.e. TRAMO&SEATS and X-12-ARIMA. This paper exploits an alternative methodology based on SUTSE models for
multivariate SA in line with the ESS-Guidelines. It is discussed how to simultaneously perform SA estimates for a top aggregate of an economic
indicator and their sub-components and how to assure consistency within the entire system of SA figures. The empirical applications are devoted
to the euro area industrial production and unemployment series.

CS39 Room Jessel REAL-TIME DENSITY FORECASTING Chair: Francesco Ravazzolo

C192: Combinations for turning point forecasts
Presenter: Roberto Casarin, University Ca’ Foscari of Venice, Italy

New forecast combination approaches for predicting the turning points of a business cycle are proposed. Different models and combination
strategies are considered. The combination schemes account for the forecasting performance of the models and give possibly better turning point
forecasts. We consider turning point forecasts generated by autoregressive (AR) and Markov-Switching AR models, which are commonly used for
business cycle analysis. In order to account for the parameter uncertainty, we consider a Bayesian approach to both estimation and prediction and
compare, in terms of statistical accuracy, the individual models and combining turning point forecasts for the US and Euro area business cycles.

C201: Testing for equal conditional predictive ability of real-time density forecast methods
Presenter:  Christian Kascha, University of Zurich, Switzerland
Co-authors: Francesco Ravazzolo

The performance of common tests for conditional predictive ability is investigated by means of a Monte Carlo study and an empirical application.
In particular, the study examines the effect of various user choices that have to be undertaken on the test’s size and power. Also the effect of
different loss functions is examined for density forecasts and special care is taken to account for the real-time nature of economic data. We thus
provide a guide for practitioners on how to implement tests for conditional predictive ability in such a context.The application to real-time US
macroeconomic data confirms the empirical relevance of our findings.

C326: Boostrapping forecast densities
Presenter: Andrea Monticini, Catholic University (Milan), Italy
Co-authors: Francesco Ravazzolo

The problem of selecting the auxiliary distribution to implement the density forecast based on the wild bootstrap for stochastic processes featuring
heteroscedasticity of unknown form is considered. Asymptotic refinements are nominally obtained by choosing a distribution with second and third
moments equal to 1. We show that this stipulation may fail in practice, due to the distortion imposed on higher moments. We use a new class of
two-point distributions. The results are illustrated by Monte Carlo experiments.

C418: Nowcasting GDP in real-time: A density combination approach
Presenter: Knut Are Aastveit, Norges Bank, Norway
Co-authors: Karsten Gerdrup, Anne Sofie Jore, Leif Anders Thorsrud

We use U.S. real-time vintage data and produce combined density nowcasts for quarterly GDP growth from a system of three commonly used
model classes. The density nowcasts are combined in two steps. First, a wide selection of individual models within each model class are combined
separately. Then, the nowcasts from the three model classes are combined into a single predictive density. We update the density nowcast for
every new data release throughout the quarter, and highlight the importance of new information for the evaluation period 1990Q2-2010Q3. Our
results show that the logarithmic score of the predictive densities for U.S. GDP increase almost monotonically as new information arrives during
the quarter. While the best performing model class is changing during the quarter, the density nowcasts from our combination framework is always
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performing well both in terms of logarithmic scores and calibration tests. The density combination approach is superior to a simple model selection
strategy and also performs better in terms of point forecast evaluation than standard point forecast combinations.

C542: Short-Term inflation projections: A Bayesian vector autoregressive approach

Presenter: Luca Onorante, European Central Bank, Germany

Co-authors: Domenico Giannone, Michele Lenza, Daphne Momferatou

We construct a large Bayesian Vector Autoregressive model (BVAR) for the Euro Area that captures the complex dynamic interrelationships
between the main components of the Harmonized Index of Consumer Price (HICP) and their determinants. The model is estimated using Bayesian
shrinkage. We evaluate the model in real time and find that it produces accurate forecasts. We use the model to study the pass-through of an oil
shock and to study the evolution of inflation during the global financial crisis.

CS54 Room Torrington TOPICS IN TIME SERIES AND PANEL DATA ECONOMETRICS Chair: Martin Wagner

C506: Factor-augmented error-correction model: Structural analysis and forecasting
Presenter: Igor Masten, University of Ljubljana, Slovenia
Co-authors: Anindya Banerjee, Massimiliano Marcellino

The implications of dynamic factor models for the analysis of vector error-correction models are discussed. Starting from the dynamic factor model
for non-stationary data we derive the dynamic factor model in error-correction form or the factor-augmented error correction model (FECM), and
its moving-average representation. The latter is used to discuss identification schemes of structural shocks with a focus on the distinction between
permanent and transitory structural innovations to dynamic factors. The structural FECM thus offers a generalization of the classical identification
schemes based on long-run restrictions to the case of large data panels. The performance of the FECM and the structural FECM relative to standard
error-correction models is tested with two empirical exercises using a macro panel of US data. The first is a comparison of forecasting precision,
while the second is an analysis of the role of stochastic trends in business cycle fluctuations.

C277: Forecast combination based on multiple encompassing tests in a macroeconomic DSGE-VAR system
Presenter:  Robert Kunst, University of Vienna, Austria
Co-authors: Mauro Costantini, Ulrich Gunter

The benefits of forecast combinations based on forecast-encompassing tests relative to simple uniformly weighted forecast averages across rival
models are studied. For a realistic simulation design, we generate data by a macroeconomic DSGE-VAR model. Assumed rival models are four
linear autoregressive specifications, one of them a more sophisticated factor-augmented vector autoregression (FAVAR). The forecaster is assumed
not to know the true data-generating model. The results critically depend on the prediction horizon. While one-step prediction hardly supports
test-based combinations, the test-based procedure dominates at prediction horizons greater than two.

C526: Correlation of implied default risk
Presenter:  Jan Mutl, Institute for Advanced Studies, Austria
Co-authors: Leopold Soegner

The correlation of implied credit risk is investigated. Credit default swaps, firm specific data and industry data from the US market are used to
estimate spatial correlation models. Estimates show that the spatial correlation of credit default spreads is substantial and highly significant. We
also demonstrate how these models can be used to price newly issued credit default swaps and to increase performance compared to standard panel
regression settings.

C248: A fixed-b perspective on the Phillips-Perron tests
Presenter: Martin Wagner, Institute for Advanced Studies Vienna, Austria
Co-authors: Tim Vogelsang

Fixed-b asymptotic theory is extended to the nonparametric Phillips-Perron (PP) unit root tests. It is shown that the fixed-b limits depend on
nuisance parameters in a complicated way. These non-pivotal limits provide an alternative theoretical explanation for the well-known finite sample
problems of PP tests. It is also shown that the fixed-b limits depend on whether deterministic trends are removed using one-step or two-step
approaches. This is in contrast to the asymptotic equivalence of the one- and two-step approaches under a consistency approximation for the long
run variance estimator. Based on these results we introduce modified PP tests that allow for fixed-b inference. The theoretical analysis is cast in
the framework of near-integrated processes which allows us to study the asymptotic behavior both under the unit root null hypothesis as well as for
local alternatives. The performance of the original and modified PP tests is compared by means of local asymptotic power and a small finite sample
simulation study.

CS93 Room S264 ECONOMETRIC MODELLING AND APPLICATIONS I Chair: Giuseppe Storti

C623: Analyzing managers’ sales forecasts
Presenter: Bert de Bruijn, Erasmus University Rotterdam, Netherlands
Co-authors: Philip Hans Franses

The analysis and evaluation of sales forecasts of managers, given that it is unknown how they constructed these forecasts, is considered. The goal
of this study is to find out whether these forecasts can be considered as rational. To examine this rationality, we argue that one has to approximate
how the managers could have generated the forecasts. We describe several ways to construct these approximate expressions. The analysis of a
large set of managers’ forecasts for sales of pharmaceutical products leads to the conclusion that there are various avenues for improving managers’
forecasts.

C656: Factor vector autoregressive estimation of heteroskedastic persistent and non persistent processes subject to structural breaks
Presenter:  Claudio Morana, Universita di Milano Bicocca, Italy

The fractionally integrated heteroskedastic factor vector autoregressive (FI-HF-VAR) model is introduced. The proposed approach is characterized
by minimal pretesting requirements and simplicity of implementation also in very large systems, performing well independently of integration
properties and sources of persistence, i.e. deterministic or stochastic, accounting for common features of different kinds, i.e. common integrated (of
the fractional or integer type) or non integrated stochastic factors, also featuring conditional heteroskedasticity, and common deterministic break
processes. The proposed approach allows for accurate investigation of economic and financial time series, from persistence and copersistence
analysis to impulse responses and forecast error variance decomposition. Monte Carlo results strongly support the proposed methodology.

28 ERCIM WG on Computing & Statistics©



Saturday 17.12.2011 14:00 - 16:05 CFE-ERCIM 2011 Parallel Session E — CFE

C889: Recent advances of econometrics tools for policy analysis at Eurostat
Presenter: Rosa Ruggeri Cannata, Eurostat, Luxembourg
Co-authors: Gian Luigi Mazzi, Filippo Moauro

Ongoing activity at Eurostat on econometric tools for increasing the relevance of short term statistics is presented. Three lines of methodologies
are here mentioned: the framework for nowcasting and density forecast, both implying a general linear regression as reference model. Also with
the aim to increase data timelines, it moves the framework concerning coincident indicators which, in this case, focuses on bridge- and factor-
models and the intensive application of the LARS algorithm. A second line of research concerns the construction of high frequency indicators of
economic activity mainly based on data available at lower frequency through state space models. We present Euro-MIND, the monthly coincident
indicator for the euro area, and all its most recent extensions. The last part provides the recent efforts towards the system of coincident turning point
indicators for the business cycle, growth cycle and acceleration cycle, through univariate and multivariate Markov-Switching models. Discussion of
all the methodologies is complemented by most significant applications to data concerning the euro area. Main conclusion is that all the mentioned
instruments efficiently complement traditional official statistics in the desired direction, offering rapid instruments to policy analysis.

C806: A new class of indirect estimators and bias correction
Presenter:  Stelios Arvanitis, Athens University of Economics and Business, Greece
Co-authors: Antonis Demos

A set of indirect estimators is defined based on moment approximations of the auxiliary ones. The introduction of these is motivated by reasons
of analytical and computational facilitation. We provide results that describe higher order asymptotic properties of these estimators. We extend
this set to a class of multistep indirect estimators that have zero higher order bias. We conclude that some currently used methodologies for bias
correction are “numerical” approximations of the suggested one.

C832: Test for change in the parameters of a diffusion process based on a discrete time sample
Presenter: Ilia Negri, University of Bergamo, Italy
Co-authors: Yoichi Nishiyama

Testing on structural change has been an important issue in statistics. The parameter change problem is very popular in regression models and
time series models due to the fact that such kind of model can be used to describe change occurring in financial and economical phenomena. As
diffusion processes are widely used to model financial variables such as asset prices, interest or exchange rates where structural change can occur,
we present a procedure to test if parameters change in an ergodic diffusion process has taken place. Our test is based on a discrete time sample and
we study the asymptotic properties of the proposed test statistic, as the time of observation increases. We prove that the limit distribution of the
test is a functional of independent Brownian Bridges and thus the test is asymptotically distribution free. Moreover, the test is consistent for any
fixed alternative. We illustrate the performance of the proposed test statistic by applying it to some simulated trajectories of solutions of stochastic
differential equations, both when the asymptotic assumption can be considered reached and also in the case when asymptotic conditions are not
reached. The next natural task is to apply the procedure to real data.

CS25 Room Gordon CONTRIBUTIONS TO HIGH FREQUENCY DATA MODELING Chair: Massimiliano Caporin

C336: Probability of informed trading and volatility for an ETF
Presenter: Paola Paiardini, Queen Mary, University of London, United Kingdom
Co-authors: Dimitrios Karyampas

It is common knowledge in the microstructure literature that the order arrivals contain important information to determine subsequents price
movements. Over the years, there have been developed several methods to extract this information from order flow. However, things become
more difficult when we need to measure the order flow in a high frequency scenario. In a framework where trading takes place in milliseconds,
trading time loses its meaning. A new procedure to estimate the Probability of Informed Trading (PIN), based on the volume imbalance is used:
Volume-Synchronized Probability of Informed Trading (VPIN). Unlike the previous method, this one does not require the use of numerical methods
to estimate unobservable parameters. We also relate the VPIN metric to volatility measures. However, we use most efficient estimators of volatility
which consider the number of jumps. Moreover, we add the VPIN to a Heterogeneous Autoregressive model of Realized Volatility to further
investigate its relation with volatility. For the empirical analysis we use data on an exchange traded fund (SPY).

C708: Macroeconomic news effects on the stock markets
Presenter: Barbara Bedowska-Sojka, Poznan University of Economics, Poland

A growing literature has documented the significance of macroeconomic news announcements in price formation process. Routinely the an-
nouncements considered in the literature are from United States. The aim is to compare the reaction to the announcements from Germany and
from America. We study the influence of macro releases on intraday returns and volatility of the French and the German stock markets’ indices
within the two years period time. The flexible Fourier form framework is used to model intraday series of CAC40 and DAX. Two approaches are
undertaken, with standardized surprises for announcements as well as dummy variables standing for announcements. We find that both markets,
the French and the German, are characterized by similar intraday periodical pattern, both indices react very similarly to macro news and that the
American announcements increase volatility slightly stronger than the German releases. By examining the impact of macro announcements over
different time horizons, we are able to define how strong is the effect of macro information in the capital markets.

C716: Intraday periodicity and intraday Levy-type jump detection

Presenter: Deniz Erdemlioglu, FUNDP and K.U.Leuven, Belgium

Co-authors: Sebastien Laurent, Christopher Neely

Financial market volatility displays cyclical patterns particularly at the intraday level. We investigate the impact of intraday periodicity in the
detection of big Levy-type jumps. To do so, we first design a Monte Carlo simulation to estimate periodicity in a robust way. We then propose a
filtered big Levy jump test that accounts for periodic volatility. The results show that truncated maximum likelihood (TML) periodicity estimator
has high relative efficiency and low bias in the presence of Levy jumps. Neglecting the periodic volatility decreases the power for Levy-type jump
detection. Accounting for periodicity indeed improves the accuracy of jump identification.

C746: Wavelet decomposition of stock market correlation using high-frequency data

Presenter: Lukas Vacha, Academy of Sciences of the CR, Czech Republic

Co-authors: Jozef Barunik, Miloslav Vosvrda

A contribution on international stock market co-movement by studying its dynamics in the time-frequency domain is made. The novelty of our
approach lies in the application of wavelet tools to high-frequency financial market data. A major part of economic time series analysis is done
in the time or frequency domain separately. Wavelet analysis combines these two fundamental approaches allowing study of the time series in
the time-frequency domain. Using this framework, we propose a new, model-free way of estimating time-varying correlations. In the empirical
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analysis, we connect our approach to the dynamic conditional correlation approach as well. Using wavelet coherence, we uncover interesting
dynamics of correlations between Central European and Western European stock markets using high-frequency data in the time-frequency space.

C920: A functional filtering and neighborhood truncation approach to integrated quarticity estimation
Presenter: Dobrislav Dobrev, Federal Reserve Board, United States of America
Co-authors: Torben Andersen, Ernst Schaumburg

A first in-depth look at robust estimation of integrated quarticity (I1Q) based on high frequency data is provided. 1Q is the key ingredient enabling
inference about volatility and the presence of jumps in financial time series and is thus of considerable interest in applications. We document
the significant empirical challenges for 1Q estimation posed by commonly encountered data imperfections and set forth three complementary
approaches for improving IQ based inference. First, we show that many common deviations from the jump diffusive null can be dealt with by a
novel filtering scheme that generalizes truncation of individual returns to truncation of arbitrary functionals on return blocks. Second, we propose a
new family of efficient robust neighborhood truncation (RNT) estimators for integrated power variation based on order statistics of a set of unbiased
local power variation estimators on a block of returns. Third, we find that ratio-based inference, originally proposed in this context by Barndorft-
Nielsen and Shephard (2002), has desirable robustness properties in the face of regularly occurring data imperfections and thus is well suited for
our empirical applications. We confirm that the proposed filtering scheme and the RNT estimators perform well in our extensive simulation designs
and in an application to the individual Dow Jones 30 stocks.

CS15 Room S261 CONTRIBUTIONS IN MODELLING AND FORECASTING FINANCIAL RISK Chair: Michele La Rocca

C232: Forecasting volatility and jumps based on OHLC-data
Presenter:  Janine Balter, Saarland University, Germany

Building on newly developed consistent asymmetric jump estimators constructed from the Open, Highs and Lows of a price process, we make use
of the well-known approximated long-memory HAR-model in order to forecast volatility. Applied on the S&P 500 index on the one hand we will
show that jumps have forecasting power, whereby only short term negative jumps have a distinctive significant impact. On the other hand we will
see that including a long range Leverage effect will improve the forecasting power by reducing the influence of negative jumps simultaneously.
Furthermore, it turns out that both positive and negative jumps are sufficiently predictable contrary to the widley documented cases in literature.
This new finding is due to the usage of the new OHLC-based (asymmetric) jump estimators.

C585: Conditional heteroskedasticity and dependence structure in crude oil and US dollar markets
Presenter:  Chih-Chiang Wu, Yuan Ze University, Taiwan
Co-authors: Wei-Peng Chen

A flexible range-based volatility model is constructed to explore the volatility and dependence structures between the oil price and the US dollar
exchange rate. An asset-allocation strategy is implemented to evaluate the economic value and confirm the efficiency of this model. The empirical
results indicate that the use of price range information can not only enhance the explanatory power of volatility structures but also benefit investors
by producing extra benefits of between 112 and 559 annualized basis points in an asset allocation strategy; less risk-averse investors can generate
higher benefits. Moreover, an additional economic gain of between 11 and 33 annualized basis points can be achieved by taking the asymmetric
dependence structure between crude oil and USDX markets into consideration.

C621: The role of the information set for forecasting - with applications to risk management
Presenter: Hajo Holzmann, Marburg University, Germany
Co-authors: Matthias Eulert

Point forecasts are issued on the basis of certain information. A larger amount of available information should lead to better forecasts. We show
how the effect of increasing the information set on the forecast can be quantified by using strictly consistent scoring functions. Further, a method
is proposed to test whether an increase in a sequence of information sets leads to distinct, improved h-step point forecasts. For the value at risk
(VaR), we show that increasing the information set will result in VaR forecasts which lead to smaller expected shortfalls, unless an increase in
the information set does not result in any change of the VaR forecast. We also discuss the role of the information set for evaluating probabilistic
forecasts by using strictly proper scoring rules.

C677: Financial risk management using high-dimensional vine copulas
Presenter: Eike Brechmann, Technische Universitaet Muenchen, Germany
Co-authors: Claudia Czado

In light of recent financial market turmoils, a diligent financial risk management is crucial, in particular with regard to dependencies among different
assets. In this talk we discuss the class of copula-GARCH models with particular focus on vine copulas, which are flexible multivariate copulas
built up of arbitrary bivariate copulas. Vine copulas thus can capture a wide range of dependence and recently developed innovative model selection
techniques allow for their use in high-dimensional applications. To investigate the Euro Stoxx 50 and its members we develop a vine copula based
factor model, the Regular Vine Market Sector (RVMS) model, which takes into account market and sectorial dependencies and allows to separate
systematic and idiosyncratic risk of financial assets. We further treat passive and active portfolio management using vine copula-GARCH models.
In particular, we show how to forecast the Value-at-Risk of individual assets and larger portfolios. Our models are evaluated based on the forecasting
accuracy and compared to the corresponding performance of relevant benchmark models. Diversification benefits and portfolio optimization are
also discussed.

C822: Optimal superposition policies for futures investments
Presenter: Rainer Schuessler, Westfalische Wilhelms-Universitat Munster, Germany

The framework of dynamic asset allocation is transferred to the management of downside risk for trading strategies in futures markets. A general
method is introduced to assess the portfolio-wide effects of simultaneously applying superposition rules (varying stop loss limits and different levels
of leverage) to mechanical dynamic investment strategies. The key concept underlying our method is to systematically separate the management
of portfolio-wide risk and the risk for individual assets. We show how to formulate the investment problem as a finite horizon Markov decision
problem and how to solve it via dynamic stochastic optimization using backward recursion and Monte Carlo sampling. The portfolio-level view
for risk management facilitates analysis and allows considering an arbitrarily large investment opportunity set. In our empirical study, we apply
the method to investment strategies in commodity futures markets across 34 different commodity markets from 1995 until 2010. Results indicate
substantial increase of utility for the considered investment strategies and risk preferences.
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CS16 Room Bedford QUANTITATIVE RISK MANAGEMENT I1 Chair: Simon Broda

C459: A new time-based quantitative model for risk management
Presenter:  Duc Phamhi, ECE Graduate School of Engineering, France

Most of Basel II and III financial regulations are based on data, treated in a statistical mindset. While regulators call for forward-looking risk
management, they suggest no time-based modeling approach. The theoretical foundations of the application of filtering techniques, like sequential
Monte Carlo, and interactive particles simulation, to risk management processes in banks are established. We first show how temporal dynamics
in equations solves deficiencies of existing, risk non-sensitive, models. The new models are proposed as value-based, time varying, functions of
rare catastrophic scenarios allowing arbitrage between risk mitigation decisions. Next, the affiliation is established from stochastic optimal control
foundations, through reinforcement learning and temporal differences learning, to this approach. Some parts of this framework also borrow from
hidden Markov model and the related Bayesian inference techniques that underlie interactive particle systems filters. Small models are presented
to illustrate the usefulness of time-based process in modeling fraud risks. We conclude by showing how Basel II and Basel III regulations are still
respected using this novel approach to risk capital.

C685: Operational risk modelling: The impact of the Peaks-over-Threshold approach on risk measures

Presenter: Martin Kukuk, University of Wuerzburg, Germany

Co-authors: Verena Bayer

The loss distribution approach using bank-internal data to estimate probability distribution functions for each business line is the most risk-sensitive
methodology in order to measure a bank’s capital requirement for operational risk. According to the disposals of the Basel Committee on Banking
Supervision about operational risk, a bank has to demonstrate that its approach captures potentially severe, extreme loss events. For this purpose we
apply the Extreme Value Theory’s Peaks-over-Threshold (POT) approach for modelling operational loss data. The POT approach fits a univariate
generalized Pareto distribution (GPD) to the upper tail of a given distribution function in a continuous manner and provides a better fit in the tails
than traditional probability distributions. Since operational loss data show several “low frequency/high impact” events, the GPD is often suitable to
model the heavy tails of the univariate loss distributions, whereas the center of the distribution is better modelled by, e.g., a lognormal distribution.
We analyze operational losses of an external database which contains worldwide information on publicly reported operational losses. We apply the
POT approach and demonstrate the differences to traditional probability distributions with the help of the risk measures value-at-risk and expected
shortfall.

C826: Outliers detection in credit risk multivariate data via rank aggregation

Presenter:  Silvia Figini, University of Pavia, Italy

Co-authors: Luisa Cutillo, Annamaria Carissimo

The problem of rank aggregation, the task of combining different rank orderings on the same set of units (preference lists) so as to achieve a single
final ordering, is addressed. We explore the potentiality of Network Aggregation, a novel approach for rank aggregation inspired by graph theory.
In particular, we underline the robustness of our proposal with respect to the presence of outliers. To this aim we introduce a new method for
the detection of multivariate outliers which accounts for the data structure and sample size. The cut-off value for identifying outliers is defined
by a measure of deviation of the empirical distribution function of the robust Mahalanobis distance from the theoretical distribution function.
We investigate the performances of the overall method on a real financial data set composed of balance shee