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#### Abstract

In tis paper we prove an isoperimetric inequality for the first twisted eigenvalue $\lambda_{1, \gamma}^{T}(\Omega)$ of a weighted operator, defined as the minimum of the usual Rayleigh quotient when the trial functions belong to the weighted Sobolev space $H_{0}^{1}(\Omega, d \gamma)$ and have weighted mean value equal to zero in $\Omega$. We are interested in positive measures $d \gamma=\gamma(x) d x$ for which we are able to identify the isoperimetric sets, namely, the sets that minimize $\lambda_{1, \gamma}^{T}(\Omega)$ among sets of given weighted measure. In the cases under consideration, the optimal sets are given by two identical and disjoint copies of the isoperimetric sets (for the weighted perimeter with respect to the weighted measure).


## 1. Introduction

Assume that $\Omega$ is a bounded, open subset of $\mathbb{R}^{n}$. It is well-known that, among sets of given measure, the first eigenvalue $\lambda_{1}^{D}(\Omega)$ of the classical Dirichlet-Laplacian is minimized by balls. Namely, the celebrated Faber-Krahn inequality states that

$$
\lambda_{1}^{D}(\Omega)|\Omega|^{2 / n} \geq \lambda_{1}^{D}(B)|B|^{2 / n}
$$

equality holding if and only if $\Omega=B$ is a ball (up to sets of zero capacity). As everyone knows, the first eigenvalue $\lambda_{1}^{D}(\Omega)$ can be variationally characterized as follows

$$
\lambda_{1}^{D}(\Omega)=\min \left\{\frac{\int_{\Omega}|\nabla \phi|^{2} d x}{\int_{\Omega} \phi^{2} d x}: \phi \in H_{0}^{1}(\Omega) \backslash\{0\}\right\}
$$

Hence a natural question arises: is it possible to derive similar lower bounds for the first eigenvalue of the Laplacian defined in subset of $H^{1}(\Omega)$ other that $H_{0}^{1}(\Omega)$ ? The answer is negative, if we consider the subset of $H^{1}(\Omega)$ filled by Sobolev functions having zero mean value. Indeed, it is well-known that the first non trivial eigenvalue $\lambda_{1}^{N}(\Omega)$ of the Neumann-Laplacian (here $\Omega$ has to be smooth enough, for example Lipschitz), that is

$$
\lambda_{1}^{N}(\Omega)=\min \left\{\frac{\int_{\Omega}|\nabla \phi|^{2} d x}{\int_{\Omega} \phi^{2} d x}: \phi \in H^{1}(\Omega) \backslash\{0\}, \int_{\Omega} \phi d x=0\right\}
$$

cannot be estimated from below in terms of the measure of $\Omega$, and it is actually maximized by balls. More precisely, the famous Szegő-Weinberger inequality ([35, 38]) holds true

$$
\lambda_{1}^{N}(\Omega)|\Omega|^{2 / n} \leq \lambda_{1}^{N}(B)|B|^{2 / n}
$$

with equality sign if and only if $\Omega=B$ is a ball. We can hope to gain a universal lower bound depending on the measure by combining the zero mean value condition with another boundary condition. This is done in the definition of twisted eigenvalues of the Laplacian, which have been introduced in [4], in the context of constant mean curvature surfaces. In [4] the authors consider the following minimization problem

$$
\lambda_{1}^{T}(\Omega)=\min \left\{\frac{\int_{\Omega}|\nabla \phi|^{2} d x}{\int_{\Omega} \phi^{2} d x}: \phi \in H_{0}^{1}(\Omega) \backslash\{0\}, \int_{\Omega} \phi d x=0\right\}
$$

or equivalently, the first eigenvalue of the following problem

$$
\begin{cases}-\Delta u=\lambda u-\frac{1}{|\Omega|} \int_{\Omega} \Delta u d x & \text { in } \Omega  \tag{1.1}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

Due to the presence of the mean value of the Laplacian, problems like (1.1) are often referred to as nonlocal problems (see also $[6,7,9,16,17,18,21]$ and the references therein).

In [23] (see also [25]) the problem of minimizing $\lambda_{1}^{T}$ among sets with given measure is faced. The authors prove that

$$
\begin{equation*}
\lambda_{1}^{T}(\Omega) \geq \lambda_{1}^{T}\left(B_{1} \cup B_{2}\right) \tag{1.2}
\end{equation*}
$$

where $B_{1}$ and $B_{2}$ are two disjoint balls having measure $|\Omega| / 2$. Moreover, equality holds (for regular $\Omega)$ if and only if $\Omega=B_{1} \cup B_{2}$.
Remark 1.1. Since an eigenfunction corresponding to $\lambda_{1}^{T}(\Omega)$ changes its sign in $\Omega$, inequality (1.2) has much in common with the Krahn-Szegő inequality on the second eigenvalue of the Dirichlet-Laplacian (see, for example, [26]).

It is not a case that, in all the inequalities recalled above, balls play a fundamental role. This is because balls are isoperimetric sets for the Lebesgue measure.

In this paper we are interested in the following nonlocal weighted eigenvalue problem

$$
\begin{cases}-\operatorname{div}(\gamma(x) \nabla u)=\lambda \gamma(x) u-\gamma(x)\left(\frac{1}{|\Omega|_{\gamma}} \int_{\Omega} \operatorname{div}(\gamma(x) \nabla u) d x\right) & \text { in } \Omega  \tag{1.3}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

where $|\Omega|_{\gamma}=\int_{\Omega} \gamma(x) d x$ is the weighted measure of $\Omega$. We are interested in "good measures" $d \gamma=$ $\gamma(x) d x$ (see Section 3 for the definition), which allow us to characterize the first weighted twisted eigenvalue $\lambda_{1, \gamma}^{T}(\Omega)$ as follows

$$
\begin{equation*}
\lambda_{1, \gamma}^{T}(\Omega)=\inf \left\{\frac{\int_{\Omega}|\nabla \phi|^{2} d \gamma}{\int_{\Omega} \phi^{2} d \gamma}: \phi \in H_{0}^{1}(\Omega, d \gamma) \backslash\{0\}, \int_{\Omega} \phi d \gamma=0\right\} \tag{1.4}
\end{equation*}
$$

and to prove the following
Theorem 1.1. Let $d \gamma$ be a"good measure". Then

$$
\begin{equation*}
\lambda_{1, \gamma}^{T}(\Omega) \geq \lambda_{1, \gamma}^{T}\left(\omega_{1} \cup \omega_{2}\right) \tag{1.5}
\end{equation*}
$$

where $\omega_{1}, \omega_{2}$ are two disjoint isoperimetric sets (for the weighted perimeter with respect to the measure $d \gamma=\gamma(x) d x)$, such that $\left|\omega_{1}\right|_{\gamma}=\left|\omega_{2}\right|_{\gamma}=\frac{|\Omega|_{\gamma}}{2}$.

The paper is organized as follows. After introducing some notation in Section 2, the definition of "good measure" in Section 3, and discussing some basic properties of twisted weighted eigenvalues and eigenfunctions in Section 4, in Section 5 we reduce the problem of minimizing $\lambda_{1, \gamma}^{T}$ among sets with given weighted measure to the easier problem of minimizing $\lambda_{1, \gamma}^{T}$ among unions of two disjoint isoperimetric sets with given weighted measure. Sections 6 and 7 are devoted to completely prove Theorem 1.1 in the special cases $d \gamma=\pi^{-n / 2} e^{-|x|^{2}} d x$ (Gaussian measure) and $d \gamma=x_{n}^{k} d x$ (power like measure).

## 2. Notation and preliminary Results

Let $\gamma$ be a positive function on $\mathbb{R}^{n}$ and let us consider the measure $d \gamma=\gamma(x) d x$. If $\Omega$ is a set of locally finite perimeter, we define the weighted perimeter and the weighted measure of $\Omega$ as follows

$$
P_{\gamma}(\Omega)=\int_{\partial \Omega} \gamma(x) d \mathcal{H}^{n-1}, \quad|\Omega|_{\gamma}=\int_{\Omega} \gamma(x) d x
$$

We assume that the weighted isoperimetric problem is solved for every $m>0$, that is, for any fixed positive weighted measure $m>0$, we assume the existence of a set $\Omega^{\sharp} \subset \mathbb{R}^{n}$ of locally finite perimeter such that $\left|\Omega^{\sharp}\right|_{\gamma}=m$ and

$$
\begin{equation*}
P_{\gamma}\left(\Omega^{\sharp}\right)=\min \left\{P_{\gamma}(A): A \subset \mathbb{R}^{n}, A \text { of locally finite perimeter, }|A|_{\gamma}=m\right\} . \tag{2.1}
\end{equation*}
$$

Equivalently, we write

$$
\begin{equation*}
P_{\gamma}(\Omega) \geq P_{\gamma}\left(\Omega^{\sharp}\right), \quad\left|\Omega^{\sharp}\right|_{\gamma}=|\Omega|_{\gamma} . \tag{2.2}
\end{equation*}
$$

We refer to such a set $\Omega^{\sharp}$ as an isoperimetric set with respect to the measure $d \gamma$.
Now let us define the weighted rearrangement of a measurable function $u: \Omega \rightarrow \mathbb{R}$ (see, for example, [15]). If $u$ is such that its distibution function $\mu_{u}$ satisfies

$$
\mu_{u}(\theta)=|\{x \in \Omega:|u(x)|>\theta\}|_{\gamma}<\infty, \quad \text { for every } \theta>0
$$

we define the decreasing rearrangement $u^{*}$ of $u$ as the generalized inverse of $\mu_{u}$, that is

$$
u^{*}(s)=\inf \{\theta \geq 0: \mu(\theta) \leq s\}, \quad s \in\left(0,|\Omega|_{\gamma}\right]
$$

We usually say that two functions $u$ and $v$ are equi-distributed, or equivalently, we say that $v$ is a rearrangement of $u$, if $u$ and $v$ share the same distribution function, that is $\mu_{u}=\mu_{v}$.
The determination of the cases of equality in the isoperimetric inequality (2.2) leads to the definition of a particular rearrangement of $u$, the weighted rearrangement $u^{\sharp}$, as the unique function, which is equi-distributed with $u$ and whose super-level sets are isoperimetric sets with the same weighted measure as the corresponding super-level sets of $u$.
Since, by definition, $u, u^{*}$ and $u^{\sharp}$ are equi-distributed, the Cavalieri principle implies

$$
\begin{equation*}
\|u\|_{L^{p}(\Omega, d \gamma)}=\left\|u^{*}\right\|_{L^{p}\left(0,|\Omega|_{\gamma}\right)}=\left\|u^{\sharp}\right\|_{L^{p}\left(\Omega^{\sharp}, d \gamma\right)}, \quad p \geq 1 . \tag{2.3}
\end{equation*}
$$

For our purposes we will also need the following Hardy-Littlewood inequality.
Lemma 2.1. Let $u, v$ be measurable functions, such that

$$
\mu_{u}(\theta)<\infty, \quad \mu_{v}(\theta)<\infty, \quad \text { for every } \theta>0
$$

Then

$$
\begin{equation*}
\int_{\Omega}|u v| d \gamma \leq \int_{0}^{|\Omega|_{\gamma}} u^{*}(s) v^{*}(s) d s=\int_{\Omega^{\sharp}} u^{\sharp} v^{\sharp} d \gamma . \tag{2.4}
\end{equation*}
$$

In this paper we consider measures $d \gamma$ such that a Pólya-Szegő principle with respect to $d \gamma$ holds true. In order to properly state it, we recall the definition of weighted Sobolev space.

Definition 2.1. The weighted Sobolev space $H^{1}(\Omega, d \gamma)$ is the set of all functions $\phi \in W_{l o c}^{1,1}(\Omega)$ such that $(\phi,|D \phi|) \in L^{2}(\Omega, d \gamma) \times L^{2}(\Omega, d \gamma)$, endowed with the norm

$$
\|\phi\|_{H^{1}(\Omega, d \gamma)}=\|\phi\|_{L^{2}(\Omega, d \gamma)}+\|D \phi\|_{L^{2}(\Omega, d \gamma)}
$$

The weighted Sobolev space $H_{0}^{1}(\Omega, d \gamma)$ is the closure of $C_{0}^{\infty}(\Omega)$ in $H^{1}(\Omega, d \gamma)$.
Let $\Omega$ be an open subset of $\mathbb{R}^{n}$ with finite weighted measure and let $u \in H_{0}^{1}(\Omega, d \gamma)$. We say that $a$ Pólya-Szegő principle holds true if $u^{\sharp} \in H_{0}^{1}\left(\Omega^{\sharp}, d \gamma\right)$ and

$$
\begin{equation*}
\int_{\Omega}|\nabla u|^{2} d \gamma \geq \int_{\Omega^{\sharp}}\left|\nabla u^{\sharp}\right|^{2} d \gamma . \tag{2.5}
\end{equation*}
$$

Moreover equality sign holds in (2.5) if and only if $u=u^{\sharp}$ (modulo elementary transformations).
We will deal with a class of measures such that a weighted isoperimetric inequality and a Pólya-Szegő principle hold trues. In the next section we collect some examples of these measure.

## 3. Good measures

In this section we introduce a class of measures, that we will call "good measures", for which Theorem 1.1 holds true, and we provide some examples of measures belonging to such a class. The main property (4) below consists in the possibility of separating two isoperimetric sets.

Definition 3.1. Let $\gamma$ be a positive function on $\mathbb{R}^{n}$. We say that $d \gamma=\gamma(x) d x$ is a good measure if
(1) the isoperimetric problem (2.1) has a solution for any $m>0$;
(2) for every open set $\Omega$ with finite weighted measure, the embedding $H_{0}^{1}(\Omega, d \gamma) \hookrightarrow L^{2}(\Omega, d \gamma)$ is compact;
(3) for every open set $\Omega$ with finite weighted measure, the Pólya-Szegő principle (2.5) holds true;
(4) for every open set $\Omega$ with finite weighted measure and for any $m_{1}, m_{2} \geq 0$ such that $m_{1}+m_{2}=$ $|\Omega|_{\gamma}$, two isoperimetric sets $\omega_{1}, \omega_{2}$ exist such that $\left|\omega_{1}\right|=m_{1},\left|\omega_{2}\right|=m_{2}$ and $\omega_{1} \cap \omega_{2}=\emptyset$.
3.1. Example 1. Let $d \gamma=d x, x \in \mathbb{R}^{n}$, denote the usual Lebesgue measure in $\mathbb{R}^{n}$. Obviously $d \gamma$ is a good measure in $\mathbb{R}^{n}$. Indeed, the classical isoperimetric inequality holds true with balls as isoperimetric sets, ensuring the validity of conditions (1) and (4); the classical Sobolev embedding theorem holds true ensuring the validity of (2); if $u^{\sharp}$ stands for the Schwarz symmetrizand of $u$, the classical Pólya-Szegő inequality holds true (see [20], [33]).
3.2. Example 2. Let $d \gamma=\pi^{-n / 2} e^{-|x|^{2}} d x, x \in \mathbb{R}^{n}$, denote the usual Gaussian measure in $\mathbb{R}^{n}$, normalized so that $\gamma\left(\mathbb{R}^{n}\right)=1$. Then $d \gamma$ ) is a good measure in $\mathbb{R}^{n}$. Indeed, conditions (1) and (4) are satisfied as a consequence of the isoperimetric inequality for Gaussian measure (see [5, 12, 22]), that we can state as follows.

Theorem 3.1. Let $\Omega$ be any measurable subset of $\mathbb{R}^{n}$ having finite Gaussian perimeter and let $\Omega^{\sharp}$ be the half-space

$$
\Omega^{\sharp}=\left\{x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n}: x_{1}>a\right\},
$$

where $a$ is taken so that $\left|\Omega^{\sharp}\right|_{\gamma}=|\Omega|_{\gamma}$. Then

$$
\begin{equation*}
P_{\gamma}(\Omega) \geq P_{\gamma}\left(\Omega^{\sharp}\right) . \tag{3.1}
\end{equation*}
$$

Moreover equality holds in (3.1) if and only if $\Omega=\Omega^{\sharp}$, modulo a rotation.
Remark 3.1. A straightforward calculation gives

$$
a=k^{-1}\left(|\Omega|_{\gamma}\right),
$$

where $k(t)$ is the function

$$
\begin{equation*}
k(t)=\frac{1}{\sqrt{\pi}} \int_{t}^{\infty} \exp \left(-\sigma^{2}\right) d \sigma, \quad t \in \mathbb{R} \tag{3.2}
\end{equation*}
$$

Moreover, a Pólya-Szégő principle also holds true with respect to the Gaussian measure and therefore condition (3) in Definition 3.1 is also satisfied. Indeed, according to the definition of weighted rearrangement given in the previous section, we can define the rearrangement of a measurable function $u: \Omega \rightarrow \mathbb{R}, u^{\sharp}$, as follows

$$
u^{\sharp}(x)=u^{*}\left(k\left(x_{1}\right)\right), x \in \Omega^{\sharp},
$$

where $k$ is defined in (3.2). By definition, the super-level sets of $u^{\sharp}$ are half-spaces, so $u^{\sharp}$ actually depends on one variable only (say $x_{1}$ ) and it is an increasing function with respect to it. The following Pólya-Szégő principle is shown in [12, 22, 36].
Theorem 3.2. Let $u \in H_{0}^{1}(\Omega, d \gamma)$. Then $u^{\sharp} \in H_{0}^{1}\left(\Omega^{\sharp}, d \gamma\right)$ and

$$
\int_{\Omega}|\nabla u|^{2} d \gamma \geq \int_{\Omega^{\sharp}}\left|\nabla u^{\sharp}\right|^{2} d \gamma .
$$

Moreover equality holds if and only if $\Omega=\Omega^{\sharp}$ and $u=u^{\sharp}$, modulo a rotation.
Eventually, condition (2) in Definition 3.1 is also satisfied (see, for example, [14]).
3.3. Example 3. On the upper half-space, define $d \gamma=x_{n}^{k} d x, x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$, where $x_{n}>0$, $k>0$. Then $d \gamma$ is a good measure in $\mathbb{R}^{n}$. Indeed, conditions (1) and (4) follow from the validity of the following weighted isoperimetric inequality, proved in [31] when $n=2$, and in $[8,10]$ whenever $n>2$ (see also [1, 2, 3]).

Theorem 3.3. Let $\Omega$ be any bounded Lipschitz subset of $\mathbb{R}^{n}$ having finite weighted perimeter and let $\Omega^{\sharp}$ be the upper half-ball centered at some $x_{0}$, belonging to the upper half-space $\left\{x \in \mathbb{R}^{n}: x_{n}>0\right\}$, that is

$$
\Omega^{\sharp}=B_{r}\left(x_{0}\right) \cap\left\{x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n}: x_{n}>0\right\}
$$

where $r>0$ is taken so that $\left|\Omega^{\sharp}\right|_{\gamma}=|\Omega|_{\gamma}$. Then

$$
\begin{equation*}
P_{\gamma}(\Omega) \geq P_{\gamma}\left(\Omega^{\sharp}\right) . \tag{3.3}
\end{equation*}
$$

Moreover equality holds in (3.3) if and only if $\Omega=\Omega^{\sharp}$, modulo a translation.
A Pólya-Szégő type principle also holds true with respect to measure $d \gamma$ (see [36]), and therefore condition (3) in Definition 3.1 holds true. Indeed, according to the definition of weighted rearrangement given in the previous section, we can define the rearrangement $u^{\sharp}$ with respect to measure $d \gamma$ of any measurable function $u: \Omega \rightarrow \mathbb{R}$ as the rearrangement of $u$ whose super-level sets are upper half-balls having the same weighted measure as the corresponding super-level sets of $u$. By definition $u^{\sharp}$ is actually a radial function, depending on the only variable $r=\left|x-x_{0}\right|$, and it is a decreasing function with respect to $r$.

Theorem 3.4. Let $u \in H^{1}(\Omega, d \gamma)$. Then $u^{\sharp} \in H_{0}^{1}\left(\Omega^{\sharp}, d \gamma\right)$ and

$$
\int_{\Omega}|\nabla u|^{2} d \gamma \geq \int_{\Omega^{\sharp}}\left|\nabla u^{\sharp}\right|^{2} d \gamma .
$$

Moreover equality holds if and only if $u=u^{\sharp}$, modulo a translation.
Finally condition (2) of Definition 3.1 is also satisfied (see, for example, [8]).
3.4. Counter-examples. The measures $d \delta_{1}(x)=e^{|x|^{2}} d x$ or $d \delta_{2}(x)=x_{n}^{k} e^{|x|^{2}} d x$, with $x_{n}>0$ and $k>0$, are not good measures, since they do not satisfy condition (4) in Definition 3.1. Indeed, the isoperimetric sets with respect to the measure $d \delta_{1}$ are concentric balls around the origin, while isoperimetric sets with respect to the measure $d \delta_{2}$ are concentric half-balls around the origin contained in the upper half-space $\left\{x \in \mathbb{R}^{n}: x_{n}>0\right\}$ (see [11, 13, 24, 34]).

## 4. BASIC PROPERTIES OF WEIGHTED TWISTED EIGENVALUES AND EIGENFUNCTIONS

In this section we prove some properties of weighted twisted eigenvalues with respect to a good measure. We start with some classical ones, whose proofs use standard arguments. We repeat them here for the sake of completeness.
Proposition 4.1. Assume that $d \gamma$ is a good measure. Then problem (1.4) admits a minimizer $u \in$ $H_{0}^{1}(\Omega, d \gamma)$.
Proof. Let $\left\{\phi_{m}\right\}_{m}$ be a minimizing sequence and assume, without loss of generality, that

$$
\begin{equation*}
\int_{\Omega}\left|\phi_{m}\right|^{2} d \gamma=1, \quad \int_{\Omega} \phi_{m} d \gamma=0 \tag{4.1}
\end{equation*}
$$

Hence $\left\{\phi_{m}\right\}_{m}$ is bounded in $H_{0}^{1}(\Omega, d \gamma)$, and, by the compactness of the embedding $H_{0}^{1}(\Omega, d \gamma) \hookrightarrow$ $L^{2}(\Omega, d \gamma)$, there exists a function $u \in H_{0}^{1}(\Omega, d \gamma)$ such that

$$
\begin{gathered}
\phi_{m} \rightharpoonup u \quad \text { weakly in } H_{0}^{1}(\Omega, d \gamma), \\
\phi_{m} \rightarrow u \quad \text { strongly in } L^{2}(\Omega, d \gamma) \text { and a.e.. }
\end{gathered}
$$

From (4.1) we immediately deduce that $\int_{\Omega} u^{2} d \gamma=1$ and $\int_{\Omega} u d \gamma=0$, while as a consequence of the Banach-Steinhaus theorem we obtain

$$
\liminf _{m \rightarrow+\infty} \int_{\Omega}\left|\nabla \phi_{m}\right|^{2} d \gamma \geq \int_{\Omega}|\nabla u|^{2} d \gamma
$$

that is

$$
\lambda_{1, \gamma}^{T}(\Omega)=\int_{\Omega}|\nabla u|^{2} d \gamma
$$

We continue by explicitly observing that $\lambda_{1, \gamma}^{T}(\Omega)$ is monotone decreasing with respect to the inclusion of sets (extending test functions by zero gives the inclusion of the test spaces).

Proposition 4.2. Let $d \gamma$ be a good measure and let $m>0$. If $\tilde{\Omega}$ is an optimal set for the problem

$$
\begin{equation*}
\min \left\{\lambda_{1, \gamma}^{T}(\Omega): \Omega \subset \mathbb{R}^{n}, \Omega \text { open, }|\Omega|_{\gamma}=m\right\} \tag{4.2}
\end{equation*}
$$

and $\tilde{\Omega}$ is not connected, then the following properties hold true:
(i) an eigenfunction $\tilde{u}$ corresponding to $\lambda_{1, \gamma}^{T}(\tilde{\Omega})$ cannot vanish on any connected component of $\tilde{\Omega}$;
(ii) if $\tilde{\Omega}$ has two connected components, then $\lambda_{1, \gamma}^{T}(\tilde{\Omega})$ is simple.

Proof. (i) Assume by contradiction that $\tilde{\Omega}=\tilde{\Omega}_{1} \cup \tilde{\Omega}_{2}$, with $\tilde{\Omega}_{1}, \tilde{\Omega}_{2} \neq \emptyset, \tilde{\Omega}_{1} \cap \tilde{\Omega}_{2}=\emptyset$, and $\tilde{u}=0$ on $\tilde{\Omega}_{1}$. Let $t>1$ so that $\left|t \tilde{\Omega}_{2}\right|_{\gamma}=|\tilde{\Omega}|_{\gamma}$. Hence

$$
\lambda_{1, \gamma}^{T}\left(t \tilde{\Omega}_{2}\right)<\lambda_{1, \gamma}^{T}\left(\tilde{\Omega}_{2}\right)=\lambda_{1, \gamma}^{T}(\tilde{\Omega})
$$

which is absurd, being $\tilde{\Omega}$ an optimal set for problem (4.2).
(ii) The claim is a consequence of $(i)$. Indeed, the two connected components of $\tilde{\Omega}$ coincide with the nodal domains of any eigenfunction. Therefore two non zero eigenfunctions cannot be orthogonal.
Remark 4.1. We stress that, in general, $\lambda_{1, \gamma}^{T}(\Omega)$ can be multiple. For example, if $\Omega$ is the unitary disk in $\mathbb{R}^{2}$ and $d \gamma=d x, \lambda_{1, \gamma}^{T}(\Omega)$ is double (see [4]). This is a clue to balls not being optimal sets.

The following result concerns the boundary behavior of an eigenfunction corresponding to the first weighted twisted eigenvalue of an optimal set $\tilde{\Omega}$ for problem (4.2). Its proof is based on the fact that $\lambda_{1, \gamma}^{T}(\tilde{\Omega})$ is simple and on standard domain derivative arguments (see, for example, [27]).
Proposition 4.3. Assume that the optimal set $\tilde{\Omega}$ for problem (4.2) is smooth. Denoted by $\tilde{u}$ an eigenfunction corresponding to $\lambda_{1, \gamma}^{T}(\tilde{\Omega})$, there exists a positive constant $\mu$ such that

$$
|\nabla \tilde{u}|^{2}=\mu \text { on } \partial \tilde{\Omega}
$$

Proof. Let us write the formula for the derivative of the weighted twisted eigenvalue. We will obtain it through a formal computation. For its rigorous proof, that would involve an implicit function Theorem together with Fredholm alternative, we remind the interested reader to [27, pg. 257-262].

We assume we are given an open set $\Omega$ and a family of applications $\Phi(t)$ satisfying

$$
\Phi: t \in[0, T) \rightarrow W^{1, \infty}\left(\mathbb{R}^{n}\right) \text { differentiable at } 0 \text { with } \Phi(0)=I, \Phi^{\prime}(0)=V
$$

where $V$ is a smooth vector field from $\mathbb{R}^{n}$ to $\mathbb{R}^{n}$. We denote by $u_{t} \in H_{0}^{1}\left(\Omega_{t}, d \gamma\right)$ the eigenfunction corresponding to $\lambda_{1, \gamma}^{T}\left(\Omega_{t}\right)$ normalized so that

$$
\begin{equation*}
\int_{\Omega_{t}} u_{t} d \gamma=0 \quad \text { and } \quad \int_{\Omega_{t}} u_{t}^{2} d \gamma=1 \tag{4.3}
\end{equation*}
$$

Let us denote by $u^{\prime}$ and $\left(\lambda_{1, \gamma}^{T}\right)^{\prime}$ the derivatives at 0 of $t \rightarrow u_{t}$ and $t \rightarrow \lambda_{1, \gamma}^{T}\left(\Omega_{t}\right)$, respectively. The differentiation of (1.3) and (4.3) leads to

$$
\begin{cases}-\operatorname{div}\left(\gamma(x) \nabla u^{\prime}\right)=\left(\lambda_{1, \gamma}^{T}\right)^{\prime} \gamma(x) u+\lambda_{1, \gamma}^{T} u^{\prime}-c^{\prime} & \text { in } \Omega  \tag{4.4}\\ u^{\prime}=-\frac{\partial u}{\partial \mathbf{n}} V \cdot \mathbf{n} & \text { on } \partial \Omega \\ \int_{\Omega} u^{\prime} d \gamma=0, \quad \int_{\Omega} u u^{\prime} d \gamma=0\end{cases}
$$

where $\mathbf{n}$ stands for the outer unit normal to $\partial \Omega$. If we multiply the equation in (4.4) by $u$ and integrate by parts, we get

$$
\begin{equation*}
\left(\lambda_{1, \gamma}^{T}\right)^{\prime}(\Omega)=-\int_{\partial \Omega}\left(\frac{\partial u}{\partial \mathbf{n}}\right)^{2} V \cdot \mathbf{n} \gamma(x) d \mathcal{H}^{n-1} \tag{4.5}
\end{equation*}
$$

Since $\tilde{\Omega}$ is a smooth optimal set, it is a critical point for the function $t \rightarrow \lambda_{1, \gamma}^{T}\left(\Omega_{t}\right)$, under the volume constraint. Therefore

$$
\int_{\partial \Omega}\left[\left(\frac{\partial u}{\partial \mathbf{n}}\right)^{2}-\mu\right] V \cdot \mathbf{n} \gamma(x) d \mathcal{H}^{n-1}=0
$$

for any smooth vector field $V$, being $\mu$ the Lagrange multiplier. This immediately infers the claim.
Remark 4.2. Note that we could directly differentiate $\lambda_{1, \gamma}^{T}\left(\Omega_{t}\right)=\int_{\Omega_{t}}\left|\nabla u_{t}\right|^{2} d \gamma$, with the constraint $\int_{\Omega_{t}} u_{t} d \gamma=0$ and the normalization $\int_{\Omega_{t}} u_{t}^{2} d \gamma=1$.

Now let us consider the first eigenvalue $\lambda_{1, \gamma}^{D}(\Omega)$ of the following weighted Dirichlet problem

$$
\begin{cases}-\operatorname{div}(\gamma(x) \nabla u)=\lambda \gamma(x) u & \text { in } \Omega  \tag{4.6}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

that is

$$
\lambda_{1, \gamma}^{D}(\Omega)=\min \left\{\frac{\int_{\Omega}|\nabla \psi|^{2} d \gamma}{\int_{\Omega} \psi^{2} d \gamma}: \psi \in H_{0}^{1}(\Omega, \gamma), \psi \neq 0\right\}
$$

The following results can be easly proved by adapting the proofs in [23] (see also [26]).
Proposition 4.4. A positive number $\lambda$ is an eigenvalue for both the weighted twisted and the weighted Dirichlet problems, (1.3) and (4.6) respectively, if and only if there exists an associated eigenfunction u for the Dirichlet problem such that

$$
\int_{\Omega} u d \gamma=0
$$

We observe that, if $u$ is a weighted Dirichlet eigenfunction for a set $\Omega$, then it is also an eigenfunction for any of the nodal domains that it divides $\Omega$ into, with the same eigenvalue. For the weighted twisted problem there is, of course, no analogue of this result. It is, however, possible to relate the first weighted twisted eigenvalue to the first weighted Dirichlet eigenvalue of its nodal domains.
Proposition 4.5. Let $\lambda_{1, \gamma}^{T}(\Omega)$ be the first eigenvalue of the weighted twisted problem (1.3) and denote by $u$ an associated eigenfunction. Then $u$ has precisely two nodal domains. Moreover, denoted by

$$
\begin{equation*}
\Omega_{+}=\{x \in \Omega: u(x)>0\}, \quad \Omega_{-}=\{x \in \Omega: u(x)<0\} \tag{4.7}
\end{equation*}
$$

its nodal domains, we have

$$
\min \left\{\lambda_{1, \gamma}^{D}\left(\Omega_{-}\right), \lambda_{1, \gamma}^{D}\left(\Omega_{+}\right)\right\} \leq \lambda_{1, \gamma}^{T}(\Omega) \leq \max \left\{\lambda_{1, \gamma}^{D}\left(\Omega_{-}\right), \lambda_{1, \gamma}^{D}\left(\Omega_{+}\right)\right\}
$$

Proof. By a variation of the Courant's nodal domain theorem applied to the twisted problem, any eigenfunction associated with the first eigenvalue has precisely two nodal domains (see [4]). Then the proof follows as in [23].
With analogous arguments as in [23] (see also [26]) we can prove the following
Corollary 4.1. With the same notation used in Proposition 4.5, if we denote by $\lambda_{2, \gamma}^{D}(\Omega)$ the second weighted Dirichlet eigenvalue of $\Omega$, we have

$$
\lambda_{1, \gamma}^{T}(\Omega)=\lambda_{1, \gamma}^{D}\left(\Omega_{+}\right)
$$

$i f$, and only if,

$$
\lambda_{1, \gamma}^{D}\left(\Omega_{+}\right)=\lambda_{1, \gamma}^{D}\left(\Omega_{-}\right)=\lambda_{2, \gamma}^{D}(\Omega)
$$

After all the above considerations, we can easily deduce that

$$
\lambda_{1, \gamma}^{D}(\Omega)<\lambda_{1, \gamma}^{T}(\Omega) \leq \lambda_{2, \gamma}^{D}(\Omega)
$$

Remark 4.3. Actually, as in [4], it can be shown that Dirichlet and twisted eigenvalues are intertwined, that is

$$
\lambda_{1, \gamma}^{D}(\Omega)<\lambda_{1, \gamma}^{T}(\Omega) \leq \lambda_{2, \gamma}^{D}(\Omega) \leq \lambda_{2, \gamma}^{T}(\Omega) \leq \lambda_{3, \gamma}^{D}(\Omega) \leq \ldots
$$

## 5. A GENERAL RESULT FOR GOOD MEASURES

The main result of this section is given by Theorem 5.1, stating that the first weighted twisted eigenvalue $\lambda_{1, \gamma}^{T}(\Omega)$ decreases if we pass from a generic open set $\Omega$ to the union of two disjoint isoperimetric sets, having the same weighted measure as the nodal sets of an eigenfunction corresponding to $\lambda_{1, \gamma}^{T}(\Omega)$. This implies that the optimal set for problem (4.2) has to be sought among unions of two disjoint isoperimetric sets, having the same measure as the initial set.

In order to prove Theorem 5.1 below, we denote by $u$ an eigenfunction corresponding to $\lambda_{1, \gamma}^{T}(\Omega)$ and we consider the nodal domains defined in (4.7). Thus, the following identity holds true

$$
\lambda_{1, \gamma}^{T}(\Omega)=\frac{\int_{\Omega_{+}}|\nabla u|^{2} d \gamma+\int_{\Omega_{-}}|\nabla u|^{2} d \gamma}{\int_{\Omega_{+}} u^{2} d \gamma+\int_{\Omega_{-}} u^{2} d \gamma}
$$

Theorem 5.1. Let us denote by $\omega_{-}$and $\omega_{+}$two disjoint isoperimetric sets (for the weighted perimeter with respect to the weighted measure) such that $\left|\omega_{+}\right|_{\gamma}=\left|\Omega_{+}\right|_{\gamma}$ and $\left|\omega_{-}\right|_{\gamma}=\left|\Omega_{-}\right|_{\gamma}$. Then

$$
\begin{equation*}
\lambda_{1, \gamma}^{T}(\Omega) \geq \lambda_{1, \gamma}^{T}\left(\omega_{+} \cup \omega_{-}\right) \tag{5.1}
\end{equation*}
$$

Proof. Let us consider the weighted rearrangements $u_{ \pm}^{\sharp}$ of $u_{ \pm}$. By using the Pólya-Szegő principle (2.5) and equality (2.3), it is easy to verify that

$$
\begin{equation*}
\lambda_{1, \gamma}^{T}(\Omega) \geq \frac{\int_{\omega_{+}}\left|\nabla u_{+}^{\sharp}\right|^{2} d \gamma+\int_{\omega_{-}}\left|\nabla u_{-}^{\sharp}\right|^{2} d \gamma}{\int_{\omega_{+}}\left|u_{+}^{\sharp}\right|^{2} d \gamma+\int_{\omega_{-}}\left|u_{-}^{\sharp}\right|^{2} d \gamma} \tag{5.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\omega_{+}} u_{+}^{\sharp} d \gamma-\int_{\omega_{-}} u_{-}^{\sharp} d \gamma=\int_{\Omega_{+}} u_{+} d \gamma-\int_{\Omega_{-}} u_{-} d \gamma=\int_{\Omega^{2}} u d \gamma=0 . \tag{5.3}
\end{equation*}
$$

From (5.2) and (5.3) we immediately deduce

$$
\lambda_{1, \gamma}^{T}(\Omega) \geq \lambda_{\gamma}^{*},
$$

with

$$
\begin{equation*}
\lambda_{\gamma}^{*}=\inf \left\{\frac{\int_{\omega_{+}}|\nabla f|^{2} d \gamma+\int_{\omega_{+}}|\nabla g|^{2} d \gamma}{\int_{\omega_{+}} f^{2} d \gamma+\int_{\omega_{+}} g^{2} d \gamma}: f \in H_{0}^{1}\left(\omega_{+}, d \gamma\right), g \in H_{0}^{1}\left(\omega_{-}, d \gamma\right), \int_{\omega_{+}} f d \gamma=\int_{\omega_{-}} g d \gamma\right\} . \tag{5.4}
\end{equation*}
$$

We stress that, by using classical methods of the Calculus of Variations, we can prove that the infimum in the definition of $\lambda_{\gamma}^{*}$ is attained for a couple of functions that we denote by $\left(f_{+}, f_{-}\right)$. The EulerLagrange equation satisfied by $f_{ \pm}$, taking into account the condition $\int_{\omega_{-}} g d \gamma-\int_{\omega_{+}} f d \gamma=0$, can be written as follows

$$
\begin{align*}
\int_{\omega_{+}} & \nabla f_{+} \cdot \nabla \phi d \gamma+\int_{\omega_{-}} \nabla f_{-} \cdot \nabla \psi d \gamma-\lambda_{\gamma}^{*}\left(\int_{\omega_{+}} f_{+} \phi d \gamma+\int_{\omega_{-}} f_{-} \phi d \gamma\right)= \\
& =\mu_{0}\left(\int_{\omega_{-}} \psi d \gamma-\int_{\omega_{+}} \phi d \gamma\right), \quad \phi \in H_{0}^{1}\left(\omega_{+}, d \gamma\right), \psi \in H_{0}^{1}\left(\omega_{-}, d \gamma\right) \tag{5.5}
\end{align*}
$$

where $\mu_{0}$ is a Lagrange multiplier and, for the homogeneity of the problem, we have assumed

$$
\int_{\omega_{+}} f_{+}^{2} d \gamma+\int_{\omega_{-}} f_{-}^{2} d \gamma=1
$$

Let us firstly choose $\psi=0$, and then $\phi=0$, in (5.5). We thus find that $f_{ \pm}$respectively solve

$$
\begin{cases}-\operatorname{div}\left(\gamma(x) \nabla f_{+}\right)=\lambda_{\gamma}^{*} \gamma(x) f_{+}-\mu_{0} \gamma(x) & \text { in } \omega_{+}  \tag{5.6}\\ f_{+}=0 & \text { on } \partial \omega_{+}\end{cases}
$$

and

$$
\begin{cases}-\operatorname{div}\left(\gamma(x) \nabla f_{-}\right)=\lambda_{\gamma}^{*} \gamma(x) f_{-}+\mu_{0} \gamma(x) & \text { in } \omega_{-}  \tag{5.7}\\ f_{-}=0 & \text { on } \partial \omega_{-} .\end{cases}
$$

Let us integrate equation (5.6) on $\omega_{+}$and equation (5.7) on $\omega_{-}$. By subtracting the obtained integral relations, we have

$$
-\int_{\omega_{+}} \operatorname{div}\left(\gamma(x) \nabla f_{+}\right) d x+\int_{\omega_{-}} \operatorname{div}\left(\gamma(x) \nabla f_{-}\right) d x=-\mu_{0}\left(\left|\omega_{+}\right|_{\gamma}+\left|\omega_{-}\right|_{\gamma}\right)=-\mu_{0}|\Omega|_{\gamma}
$$

We deduce

$$
\mu_{0}=\frac{1}{|\Omega|_{\gamma}} \int_{\omega_{+} \cup \omega_{-}} \operatorname{div}(\gamma(x) \nabla w) d x
$$

where

$$
w= \begin{cases}f_{+} & \text {in } \omega_{+} \\ -f_{-} & \text {in } \omega_{-}\end{cases}
$$

This implies that $w$ is a solution to the following eigenvalue problem

$$
\begin{cases}-\operatorname{div}(\gamma(x) \nabla w)=\lambda_{\gamma}^{*} \gamma(x) w-\gamma(x)\left(\frac{1}{|\Omega|_{\gamma}} \int_{\omega_{+} \cup \omega_{-}} \operatorname{div}(\gamma(x) \nabla w) d x\right) & \text { in } \omega_{+} \cup \omega_{-} \\ w=0 & \text { on } \partial\left(\omega_{+} \cup \omega_{-}\right)\end{cases}
$$

or, equivalently, that $\lambda_{\gamma}^{*}$ is a weighted twisted eigenvalue of the set $\omega_{+} \cup \omega_{-}$. Therefore

$$
\lambda_{1, \gamma}^{T}(\Omega) \geq \lambda_{\gamma}^{*} \geq \lambda_{1, \gamma}^{T}\left(\omega_{+} \cup \omega_{-}\right)
$$

and the claim follows.
Corollary 5.1. Assume that the isoperimetric sets for the weighted measures are a one-parameter family of domains and that the weighted twisted eigenvalue is continuous with respect to this parameter. Then, for every $m>0$, the shape optimization problem (4.2) has a solution $\tilde{\Omega}$.

Proof. Theorem 5.1 shows that, in order to solve the shape optimization problem, it suffices to look at unions of two disjoint isoperimetric sets. Then, the existence of an optimal set $\tilde{\Omega}$ immediately follows from the continuity assumption (and boundedness of the eigenvalues).

## 6. Proof of Theorem 1.1: the Gaussian measure

In the present section we assume $\gamma(x)=\pi^{-n / 2} e^{-|x|^{2}}$. As pointed out in Section $3, d \gamma$ is a good measure and isoperimetric sets are half-spaces.
Before proving Theorem 1.1, we recall a few properties of the Hermite funcitons which will be useful in the sequel (see, for example, [30, Chapters 4 and 10]).
6.1. Hermite functions. Let us consider the differential equation

$$
\begin{equation*}
y^{\prime \prime}-2 t y^{\prime}+2 \nu y=0 . \tag{6.1}
\end{equation*}
$$

If $\nu=n \in \mathbb{N}_{0}$, it is satisfied by the Hermite polynomial of degree $n$, i.e.

$$
H_{n}(t)=(-1)^{n} e^{t^{2}} \frac{d^{n}\left(e^{-t^{2}}\right)}{d t^{n}}
$$

For example,

$$
H_{0}(t)=1, \quad H_{1}(t)=2 t, \quad H_{2}(t)=4 t^{2}-2, \quad H_{3}(t)=8 t^{3}-12 t, \ldots
$$

Therefore, when $\nu$ is an arbitrary parameter, it is natural to call Hermite functions the solutions to (6.1). The Hermite functions can be expressed in terms of the confluent hypergeometric function $\Phi(\alpha, \beta ; t)$ as follows

$$
y=A \Phi\left(-\frac{\nu}{2}, \frac{1}{2} ; t^{2}\right)+B t \Phi\left(\frac{1-\nu}{2}, \frac{3}{2} ; t^{2}\right)
$$

In particular, choosing the constants $A$ and $B$ to be

$$
A=\frac{2^{\nu} \Gamma\left(\frac{1}{2}\right)}{\Gamma\left(\frac{1-\nu}{2}\right)}, \quad B=\frac{2^{\nu} \Gamma\left(-\frac{1}{2}\right)}{\Gamma\left(-\frac{\nu}{2}\right)}
$$

we arrive at the solution

$$
y=H_{\nu}(t)=\frac{2^{\nu} \Gamma\left(\frac{1}{2}\right)}{\Gamma\left(\frac{1-\nu}{2}\right)} \Phi\left(-\frac{\nu}{2}, \frac{1}{2} ; t^{2}\right)+\frac{2^{\nu} \Gamma\left(-\frac{1}{2}\right)}{\Gamma\left(-\frac{\nu}{2}\right)} t \Phi\left(\frac{1-\nu}{2}, \frac{3}{2} ; t^{2}\right)
$$

called the Hermite function of degree $\nu$.
If $\nu=n \in \mathbb{N}_{0}$, it can be easily verified that $H_{\nu}(t)$ reduces to the Hermite polynomial of degree $n$.
If $\nu \notin \mathbb{N}_{0}$, the general solution to equation (6.1) can be written in terms of Hermite functions. Indeed, since equation (6.1) does not change if we replace $t$ by $-t$, both functions $H_{\nu}(t)$ and $H_{\nu}(-t)$ verify it. Moreover, their wronskian is equal to

$$
W\left(H_{\nu}(t), H_{\nu}(-t)\right)=\frac{2^{\nu+1} \sqrt{\pi}}{\Gamma(-\nu)} e^{t^{2}}
$$

and it never vanishes. Hence, if $\nu \notin \mathbb{N}_{0}$, the solutions $H_{\nu}(t)$ and $H_{\nu}(-t)$ are linearly independent and the general solution to (6.1) can be written as follows

$$
\begin{equation*}
y(t)=M H_{\nu}(t)+N H_{\nu}(-t), \quad M, N \in \mathbb{R} \tag{6.2}
\end{equation*}
$$

Clearly, the general solution to a non-homogeneous equation of the type

$$
y^{\prime \prime}-2 t y^{\prime}+2 \nu y=c, \quad c \in \mathbb{R}
$$

has the following form

$$
y(t)=M H_{\nu}(t)+N H_{\nu}(-t)+\frac{c}{2 \nu}, \quad M, N \in \mathbb{R}
$$

Unfortunately, if $\nu=n \in \mathbb{N}_{0}, W\left(H_{\nu}(t), H_{\nu}(-t)\right)=0$, hence $H_{\nu}(t)$ and $H_{\nu}(-t)$ are linearly dependent. In fact,

$$
H_{n}(-t)=(-1)^{n} H_{n}(t)
$$

Therefore, (6.2) is no longer the general solution to (6.1). For arbitrary natural $\nu$, it can be proven that the general solution to (6.1) can be written in either of the following equivalent forms:

$$
y(t)=M H_{\nu}(t)+N e^{t^{2}} H_{-\nu-1}(i t)=P H_{\nu}(t)+Q e^{t^{2}} H_{-\nu-1}(-i t), \quad M, N, P, Q \in \mathbb{R}
$$

The behavior of the Hermite functions for large positive $t$ and arbitrary $\nu$ is described by the following identity

$$
\begin{equation*}
H_{\nu}( \pm t)= \pm(2|t|)^{\nu}\left[\sum_{k=0}^{N} \frac{(-1)^{k}(-\nu)_{2 k}}{k!}(2 t)^{-2 k}+O\left(|t|^{-2 N-2}\right)\right] \tag{6.3}
\end{equation*}
$$

where $(-\nu)_{2 k}=(-\nu)(-\nu-1) \cdots(-\nu-2 k+1)$. Moreover the following recurrance relation holds true

$$
\begin{equation*}
H_{\nu}^{\prime}(t)=2 \nu H_{\nu-1}(t) \tag{6.4}
\end{equation*}
$$

It is also known that $H_{\nu}(t)$ has no positive zeros if $0<\nu<1$, while it has $m$ positive zeros if $2 m-1<\nu<2 m+1, m \geq 1$. In the particular case of Hermite polynomials, that is $\nu=n \in \mathbb{N}, H_{n}(t)$ has $n$ zeros in the interval $\left[-2 \sqrt{\frac{n+1}{2}}, 2 \sqrt{\frac{n+1}{2}}\right]$ (see, for example, [19]).

In [28] the following Turan's type inequality is proved to hold true

$$
\begin{equation*}
H_{\nu}(t)^{2}-H_{\nu-1}(t) H_{\nu+1}(t)>0, \quad t>h_{1, \nu} \tag{6.5}
\end{equation*}
$$

where $h_{1, \nu}$ is the leftmost zero of $H_{\nu}(t)$.
6.2. Proof of Theorem 1.1. By Theorem 5.1 inequality (5) holds true with $\omega_{+}, \omega_{-}$half-spaces. Therefore in order to conclude the proof of Theorem 1.1, it remains to prove that the union of two symmetric half-spaces, hence having the same Gaussian measure, gives the lowest possible value of $\lambda_{1, \gamma}^{T}$ in the class

$$
\mathcal{H}=\left\{H_{\ell} \cup H_{r} \subset \mathbb{R}^{n}:\left|H_{\ell}\right|_{\gamma} \leq\left|H_{r}\right|_{\gamma},\left|H_{\ell} \cup H_{r}\right|_{\gamma}=|\Omega|_{\gamma}\right\}
$$

where

$$
H_{\ell}=\left\{x \in \mathbb{R}^{n}: x_{1}<-\ell\right\}, \quad H_{r}=\left\{x \in \mathbb{R}^{n}: x_{1}>r\right\}
$$

Let $\tilde{\Omega}$ be the optimal set whose existence is guaranteed by Corollary 5.1. Denote

$$
\tilde{\Omega}=H_{L} \cup H_{R}
$$

for some $L, R>0$. We prove that $\tilde{\Omega}$ is given whenever $R=L$. Assume by contradiction that $R<L$. We claim that there exists an eigenfunction $u$ corresponding to $\lambda_{1, \gamma}^{T}(\tilde{\Omega})$, that does not satisfy Proposition 4.3.
We proceed by dividing the proof into three steps.
Step 1. The eigenfunction $u$. Let us consider the following function, defined in $\tilde{\Omega}$,

$$
u= \begin{cases}u_{L}=A\left(H_{\nu}\left(-x_{1}\right)-H_{\nu}(L)\right), & x_{1}<-L  \tag{6.6}\\ u_{R}=B\left(H_{\nu}(R)-H_{\nu}\left(x_{1}\right)\right), & x_{1}>R\end{cases}
$$

where $2 \nu=\lambda_{1, \gamma}^{T}\left(H_{L} \cup H_{R}\right)$. This function $u$ is an eigenfunction of the problem (1.3) with $\Omega=\tilde{\Omega}$. Indeed, $u_{L}$ and $u_{R}$ are rearranged functions with respect to the Gaussian measure, that is they depend only on the variable $x_{1}$, according to Theorem 5.1. Moreover, $u_{L}$ and $u_{R}$ satisfy the following boundary value problems, respectively

$$
\left\{\begin{array}{l}
y^{\prime \prime}-2 x_{1} y^{\prime}+\lambda_{1, \gamma}^{T}\left(H_{L} \cup H_{R}\right) y=c \quad \text { if } x<-L  \tag{6.7}\\
y \in H_{0}^{1}\left((-\infty,-L) ; d \gamma_{1}\right)
\end{array}\right.
$$

and

$$
\begin{cases}y^{\prime \prime}-2 x_{1} y^{\prime}+\lambda_{1, \gamma}^{T}\left(H_{L} \cup H_{R}\right) y=c & \text { if } x>R  \tag{6.8}\\ y \in H_{0}^{1}\left((R,+\infty) ; d \gamma_{1}\right)\end{cases}
$$

where $d \gamma_{1}=e^{-x_{1}^{2}} / \sqrt{\pi} d x_{1}$ and $c$ is the constant, unknown a priori, which corresponds to the term $\frac{1}{|\Omega|_{\gamma}} \int_{\Omega} \operatorname{div}(\gamma(x) \nabla u) d x$. Furthermore, since a variant of Courant's Theorem on nodal domains holds true in this context, $u_{L}$ is positive in $H_{L}$ and $u_{R}$ is negative in $H_{R}$.
Step 2. The constant $c$. In this step we give the explicit expression of the constant $c$, which is the same in both problems (6.7) and (6.8), getting that

$$
\begin{equation*}
A H_{\nu}(L)+B H_{\nu}(R)=0 \tag{6.9}
\end{equation*}
$$

Indeed, if we compute $u_{L}^{\prime}$ and $u_{L}^{\prime \prime}$ by differentiating the expression contained in (6.6), and then we replace them in the equation in (6.7), by using (6.1), we deduce

$$
\begin{equation*}
c=-2 \nu A H_{\nu}(L) \tag{6.10}
\end{equation*}
$$

Analogously, we compute $u_{R}^{\prime}$ and $u_{R}^{\prime \prime}$, we substitute them in the equation in (6.8) and, by using (6.1), we gain

$$
\begin{equation*}
c=2 \nu B H_{\nu}(R) . \tag{6.11}
\end{equation*}
$$

Combining (6.10) and (6.11) yields (6.9).
Step 3. Conclusion. We prove that $u^{\prime}(R)^{2}-u^{\prime}(L)^{2}>0$, which gives a contradiction with the optimality condition stated in Proposition 4.3.
Combining (6.6) and (6.9) yields

$$
\begin{equation*}
u^{\prime}(R)^{2}-u^{\prime}(L)^{2}=B^{2} H_{\nu}^{\prime}(R)^{2}-A^{2} H_{\nu}^{\prime}(L)^{2}=A^{2} H_{\nu}(L)^{2}\left[\left(\frac{H_{\nu}^{\prime}(R)}{H_{\nu}(R)}\right)^{2}-\left(\frac{H_{\nu}^{\prime}(L)}{H_{\nu}(L)}\right)^{2}\right] . \tag{6.12}
\end{equation*}
$$

We now use the recurrence relation (6.4) in (6.12) and we obtain

$$
u^{\prime}(R)^{2}-u^{\prime}(L)^{2}=4 \nu^{2} A^{2} H_{\nu}(L)^{2}\left[\left(\frac{H_{\nu-1}(R)}{H_{\nu}(R)}\right)^{2}-\left(\frac{H_{\nu-1}(L)}{H_{\nu}(L)}\right)^{2}\right]
$$

Denote

$$
\psi_{\nu}\left(x_{1}\right)=\frac{H_{\nu-1}\left(x_{1}\right)}{H_{\nu}\left(x_{1}\right)}, \quad x_{1}>R
$$

The function $\psi_{\nu}\left(x_{1}\right)$ is well-defined since, as recalled in Subsection 6.1, the Hermite function $H_{\nu}$ has a finite number of zeros and since $u_{R}$ is negative in the half-space $H_{R}, R$ is greater than the largest zero of $H_{\nu}$.
Moreover $\psi_{\nu}\left(x_{1}\right)$ is strictly decreasing in $[R,+\infty[$. Indeed, using (6.4) we can compute

$$
\psi_{\nu}^{\prime}\left(x_{1}\right)=\frac{H_{\nu-1}^{\prime}\left(x_{1}\right) H_{\nu}\left(x_{1}\right)-H_{\nu-1}\left(x_{1}\right) H_{\nu}^{\prime}\left(x_{1}\right)}{H_{\nu}\left(x_{1}\right)^{2}}=\frac{2(\nu-1) H_{\nu-2}\left(x_{1}\right) H_{\nu}\left(x_{1}\right)-2 \nu H_{\nu-1}\left(x_{1}\right)^{2}}{H_{\nu}\left(x_{1}\right)^{2}}
$$

If $\nu-1<0$, we immediately get that $\psi_{\nu}^{\prime}\left(x_{1}\right)<0$. If $\nu-1>0$, we can use Turan's inequality (6.5) and we get to the same conclusion. On the other hand, since by (6.3) $H_{\nu}\left(x_{1}\right) \sim x_{1}^{\nu}$ as $x_{1} \rightarrow+\infty$, $\psi_{\nu}\left(x_{1}\right) \rightarrow 0$ as $x_{1} \rightarrow+\infty$, so that $\psi_{\nu}\left(x_{1}\right)$ is strictly positive. Therefore the following inequality holds true

$$
u^{\prime}(R)^{2}-u^{\prime}(L)^{2}=4 \nu^{2} \alpha^{2} H_{\nu}(L)^{2}\left(\psi_{\nu}(R)^{2}-\psi_{\nu}(L)^{2}\right)>0
$$

and we get a contradiction. Hence, the optimal set $\tilde{\Omega}$ coincides with the union of the two symmetric half-spaces having the same Gaussian measure, and (1.5) holds true.

## 7. Proof of Theorem 1.1: The power-Like measure

In the present section we assume $\gamma(x)=x_{n}^{k}, k>0, x_{n}>0$. As pointed out in Section 3 , $d \gamma$ is a good measure and half-balls contained in the upper half-space $\left\{x \in \mathbb{R}^{n}: x_{n}>0\right\}$, centered at some point $x_{0} \in\left\{x \in \mathbb{R}^{n}: x_{n}=0\right\}$, are isoperimetric sets.
Before proving Theorem 1.1, we recall a few properties of the Bessel functions which will be useful in the sequel (see, for example, [32], [37]).
7.1. Bessel functions. Let us consider the differential equation

$$
\begin{equation*}
r^{2} y^{\prime \prime}+r y^{\prime}+\left(r^{2}-\alpha^{2}\right) y=0, \quad \alpha \in \mathbb{R}, r \in \mathbb{R} \tag{7.1}
\end{equation*}
$$

It is well-known that it is solved by Bessel functions $J_{\alpha}, Y_{\alpha}$ of order $\alpha$ of the first and second kind. $J_{\alpha}, Y_{\alpha}$ are linearly independent for any value of $\alpha$. Moreover, the following relation holds true (for non integer $\alpha$ )

$$
\begin{equation*}
Y_{\alpha}(r)=\frac{J_{\alpha}(r) \cos (\alpha \pi)-J_{-\alpha}(r)}{\sin (\alpha \pi)} \tag{7.2}
\end{equation*}
$$

and where the right-hand side is replaced by its limiting value whenever $\alpha$ is an integer. Moreover, $J_{\alpha}$ satisfies the following fundamental recurrence relation

$$
\begin{equation*}
r J_{\alpha}^{\prime}(r)-\alpha J_{\alpha}(r)=-r J_{\alpha+1}(r), \quad r \in \mathbb{R} \tag{7.3}
\end{equation*}
$$

If we denote by $j_{\alpha, h}, j_{\alpha, h}^{\prime}$ the zeros of $J_{\alpha}, J_{\alpha}^{\prime}$, respectively, then

$$
\alpha \leq j_{\alpha, 1}^{\prime}<j_{\alpha, 1}<j_{\alpha, 2}^{\prime}<\ldots
$$

and

$$
j_{\alpha, 1}<j_{\alpha+1,1}<j_{\alpha, 2}<\ldots
$$

Moreover in [32] the following identities can be found

$$
\begin{align*}
& J_{\alpha}(r)=\frac{\left(\frac{1}{2} r\right)^{\alpha}}{\Gamma(\alpha+1)} \prod_{h=1}^{\infty}\left(1-\frac{r^{2}}{j_{\alpha, h}^{2}}\right), \quad \alpha \geq 0 \\
& J_{\alpha}^{\prime}(r)=\frac{\left(\frac{1}{2} r\right)^{\alpha-1}}{2 \Gamma(\alpha)} \prod_{h=1}^{\infty}\left(1-\frac{r^{2}}{\left(j_{\alpha, h}^{\prime}\right)^{2}}\right), \quad \alpha>0 \tag{7.4}
\end{align*}
$$

7.2. Proof of Theorem 1.1. By Theorem 5.1 inequality (5) holds true with $\omega_{+}, \omega_{-}$half-balls contained in the upper half-space $\left\{x \in \mathbb{R}^{n}: x_{n}>0\right\}$ and centered on the hyperplane $\left\{x_{n}=0\right\}$. Therefore, in order to conclude the proof of Theorem 1.1, it remains to prove that the union of two disjoint halfballs contained in the upper half-space $\left\{x \in \mathbb{R}^{n}: x_{n}>0\right\}$, centered on the hyperplane $\left\{x_{n}=0\right\}$, sharing the same weighted measure, gives the lowest possible value of $\lambda_{1, \gamma}^{T}$ in the class

$$
\mathcal{B}=\left\{B_{L} \cup B_{R} \subset \mathbb{R}^{n}:\left|B_{L}\right|_{\gamma} \geq\left|B_{R}\right|_{\gamma},\left|B_{L} \cup B_{R}\right|_{\gamma}=|\Omega|_{\gamma}\right\}
$$

with

$$
B_{L}=\left\{x \in \mathbb{R}^{n}, x_{n}>0:\left\|x-O_{L}\right\|<L\right\}, \quad B_{R}=\left\{x \in \mathbb{R}^{n}, x_{n}>0:\left\|x-O_{R}\right\|<R\right\}
$$

being $\left\|O_{L}-O_{R}\right\|>L+R$. We proceed by dividing the proof into three steps.
Step 1. The eigenfunctions. Let $u$ be an eigenfunction corresponding to $\lambda_{1, \gamma}^{T}\left(B_{L} \cup B_{R}\right)$, which does not vanish on any of the two half-balls. We denote

$$
u= \begin{cases}u_{L} & \text { in } B_{L} \\ u_{R} & \text { in } B_{R} .\end{cases}
$$

As in the case of the Gaussian measure, without loss of generality, we can assume $u_{L}>0$ in $B_{L}$, $u_{R}<0$ in $B_{R}$, and $u_{L}, u_{R}$ radially symmetric. Then $u_{L}$ and $u_{R}$ solve the following boundary value problems respectively

$$
\left\{\begin{array}{l}
r y^{\prime \prime}+(n+k-1) y^{\prime}+\lambda^{2} r y=c r \quad \text { if } r \in(0, L)  \tag{7.5}\\
y \in H_{0}^{1}\left(B_{L}, d \gamma\right)
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
r y^{\prime \prime}+(n+k-1) y^{\prime}+\lambda^{2} r y=c r \quad \text { if } r \in(0, R)  \tag{7.6}\\
y \in H_{0}^{1}\left(B_{R}, d \gamma\right)
\end{array}\right.
$$

where $y(r)=y\left(\left|x-x_{0}\right|\right)$, with $r=\left|x-x_{0}\right|, c$ is the constant, unknown a priori, which corresponds to the term $\frac{1}{|\Omega|_{\gamma}} \int_{\Omega} \operatorname{div}(\gamma(x) \nabla u) d x$ and $\lambda^{2}=\lambda_{1, \gamma}^{T}\left(B_{L} \cup B_{R}\right)$.
Taking into account properties of Bessel functions, recalled in Subsection 7.1, the general solution to the equation which appears in both problems (7.5) and (7.6) is given by

$$
y(r)=r^{\alpha}\left(c_{1} J_{\alpha}(\lambda r)+c_{2} Y_{\alpha}(\lambda r)\right)+\frac{c}{\lambda^{2}}, \quad c_{1}, c_{2} \in \mathbb{R}
$$

where $\alpha=1-\frac{n+k}{2}<0$. Moreover, if $\alpha$ is not an integer, (7.2) allows us to write $y(r)$ as follows

$$
y(r)=r^{\alpha}\left(c_{1} J_{\alpha}(\lambda r)+c_{2} J_{-\alpha}(\lambda r)\right)+\frac{c}{\lambda^{2}}, \quad c_{1}, c_{2} \in \mathbb{R}
$$

Since the solutions to both problems (7.5), (7.6) must have finite energy, that is $y \in H_{0}^{1}\left(B_{L}, d \gamma\right)$ and $y \in H_{0}^{1}\left(B_{L}, d \gamma\right)$ respectively, having (7.4) in mind, we must choose $c_{1}=0$ (indeed when $r \rightarrow 0$ the gradient of $J_{\alpha}$ times $x_{n}^{k}$ behaves like $1 / r$ and is not integrable) and we can write

$$
u= \begin{cases}u_{L}=A\left(\left|x-O_{L}\right|^{\alpha} J_{-\alpha}\left(\lambda\left|x-O_{L}\right|\right)-L^{\alpha} J_{-\alpha}(\lambda L)\right), & \text { if } x \in B_{L}  \tag{7.7}\\ u_{R}=B\left(R^{\alpha} J_{-\alpha}(\lambda R)-\left|x-O_{R}\right|^{\alpha} J_{-\alpha}\left(\lambda\left|x-O_{R}\right|\right)\right), & \text { if } x \in B_{R}\end{cases}
$$

We can argue exactly in the same way when $\alpha$ is an integer, obtaining the same formula (7.7). Recalling the graph of the Bessel function $J_{-\alpha}(x)$, since $u_{L}, u_{R}$ have constant sign in $B_{L}, B_{R}$, respectively, and they are monotone with respect to $r$, we immediately infer that $\lambda L, \lambda R \in\left[0, j_{-\alpha, 1}^{\prime}\right]$.
Step 2. The constant $c$. The constant $c$ in both problems (7.5), (7.6) is the same, so that

$$
\begin{equation*}
A L^{\alpha} J_{-\alpha}(\lambda L)+B R^{\alpha} J_{-\alpha}(\lambda R)=0 \tag{7.8}
\end{equation*}
$$

Indeed, if we compute $u_{L}^{\prime}$ and $u_{L}^{\prime \prime}$ by differentiating the explicit expression contained in (7.7), and we replace them in the equation in (7.5), by using (7.1), we deduce

$$
\begin{equation*}
c=-A \lambda^{2} L^{\alpha} J_{-\alpha}(\lambda L) . \tag{7.9}
\end{equation*}
$$

Analogously, we compute $u_{R}^{\prime}$ and $u_{R}^{\prime \prime}$, we substitute them in the equation in (7.6) and, by using (7.1), we obtain

$$
\begin{equation*}
c=B \lambda^{2} R^{\alpha} J_{-\alpha}(\lambda R), \tag{7.10}
\end{equation*}
$$

By combining (7.9) and (7.10), we deduce (7.8).
Step 3. The optimal set $\tilde{\Omega}$. In this step we prove that the optimal set $\tilde{\Omega}$ is given whenever $R=L$. The existence of $\tilde{\Omega}$ is guaranteed by Corollary 5.1.
Assume by contradiction that $R<L$. Combining (7.7) and (7.8) yields

$$
\begin{aligned}
u^{\prime}(L)^{2}-u^{\prime}(R)^{2} & =A^{2} L^{2 \alpha-2}\left(\alpha J_{-\alpha}(\lambda L)+L \lambda J_{-\alpha}^{\prime}(\lambda L)\right)^{2}-B^{2} R^{2 \alpha-2}\left(\alpha J_{-\alpha}(\lambda R)+R \lambda J_{-\alpha}^{\prime}(\lambda R)\right)^{2} \\
& =A^{2} L^{2 \alpha} J_{-\alpha}(\lambda L)^{2} \lambda^{2}\left[\left(\frac{\alpha J_{-\alpha}(\lambda L)+\lambda L J_{-\alpha}^{\prime}(\lambda L)}{\lambda L J_{-\alpha}(\lambda L)}\right)^{2}-\left(\frac{\alpha J_{-\alpha}(\lambda R)+\lambda R J_{-\alpha}^{\prime}(\lambda R)}{\lambda R J_{-\alpha}(\lambda R)}\right)^{2}\right] .
\end{aligned}
$$

Let us define

$$
\phi_{\alpha}(s)=\frac{\alpha J_{-\alpha}(s)+s J_{-\alpha}^{\prime}(s)}{s J_{-\alpha}(s)}, \quad s \in\left[0, j_{-\alpha, 1}^{\prime}\right]
$$

or equivalently, via (7.3),

$$
\phi_{\alpha}(s)=-\frac{J_{-\alpha+1}(s)}{J_{-\alpha}(s)}, \quad s \in\left[0, j_{-\alpha, 1}^{\prime}\right] .
$$

From [29, Section 4] we deduce that $\phi_{\alpha}(s)$ is strictly decreasing in $\left[0, j_{-\alpha, 1}^{\prime}\right]$ and negative. This provides that

$$
u^{\prime}(L)^{2}-u^{\prime}(R)^{2}<0,
$$

which gives a contradiction with Proposition 4.3. Hence, the optimal set $\tilde{\Omega}$ is given by the union of two disjoint half-balls, having the same weighted measure, and (1.5) follows.

Remark 7.1. We explicitly observe that, by taking $k=0$ in the previous arguments, meaning $d \gamma=d x$, and recalling that isoperimetric sets are balls, we provide here an alternative proof to the result contained in [23].
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