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ABSTRACT 

Different ways to evaluate the building energy balance can be found in literature, including 

comprehensive techniques, statistical and machine-learning methods and hybrid approaches. The 

identification of the most suitable approach is important to accelerate the preliminary energy 

assessment. In the first category, several numerical methods have been developed and implemented 

in specialised software using different mathematical languages. However, these tools require an 

expert user and a model calibration. The authors, in order to overcome these limitations, have 

developed an alternative, reliable linear regression model to determine building energy needs. 

Starting from a detailed and calibrated dynamic model, it was possible to implement a parametric 

simulation that solves the energy performance of 195 scenarios. The lack of general results led the 

authors to investigate a statistical method also capable of supporting an unskilled user in the 

estimation of the building energy demand. To guarantee high reliability and ease of use, a selection 

of the most suitable variables was conducted by careful sensitivity analysis using the Pearson 

coefficient. The Multiple Linear Regression method allowed the development of some simple 

relationships to determine the thermal heating or cooling energy demand of a generic building as a 

function of only a few, well-known parameters. Deep statistical analysis of the main error indices 

underlined the high reliability of the results. This approach is not targeted at replacing a dynamic 

simulation model, but it represents a simple decision support tool for the preliminary assessment of 

the energy demand related to any building and any weather condition. 
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Nomenclature 

Acronyms 

ANN Artificial Neural Network 

CFD Computational Fluid Dynamics 

FEMP Measurement and Verification of Federal Energy Projects 

GA Genetic Algorithm 

MLR Multiple Linear Regression 

SVM Support Vector Machine 

TMY Typical Meteorological Year 

 

MLR parameters 

yi i-th independent variable  

xi i-th explanatory variable  

b0 intercept of the linear regression 

bi i-th regression coefficient 

e error of the linear regression  

 

Error and performance parameters  

CV-RMSE Coefficient of Variation of the Root Mean Square Error 

MAE Mean Absolute Error 

MAPE Mean Absolute Percentage Error 

MSE Mean Squared Error 

NMBE Normalize Mean Bias Error 

RMSE Root Mean Square Error 

R2 Determination coefficient 

StD Standard Deviation 

 

Other parameters 

CDD Cooling Degree Days [K day] 

HDD Heating Degree Days [K day] 

QG Internal gains [kWh/year] 

Sop Opaque surface [m2] 

Sw Surface of the glazed component [m2] 

S/V Shape factor [m-1] 

U Thermal transmittance [W/(m2·K)] 

 

Outputs of the models 

Cd Cooling energy demand [kWh/(m2 ·year)] 

Ed Energy demand [kWh/(m2 ·year)] 

Hd Heating energy demand [kWh/(m2 ·year)] 

1. Introduction 

In Europe, the building sector is considered to be the largest energy consumer being responsible for 

up to 40% of total energy use and  36% of total CO2 emissions [1]; more specifically, the non-

residential sector represents about 40% of total energy consumption in the building sector [2,3]. A 

knowledge of the energy performance of existing building stocks and the forecasting of the energy 

behaviour of newly designed buildings is fundamental to achieving the targets of the EPDB (Energy 

Performance of Building Directive) established by the European Union [1]. 



 

It is well-known that building energy assessment is quite complex owing to the influence of many 

factors, such as weather conditions, the building construction and its shape, the thermophysical 

properties of the materials used, the intended use, the occupancy and behaviour of the users, the 

lighting, the ventilation, and the heating/cooling systems along with their performance and operating 

schedules [4]. Furthermore, for new buildings, it is necessary for the choices to be based on high 

energy performance, securely guaranteeing the achievement of energy and environmental targets. 

In general, the evaluation of the energy performance of an existing building and the design of new 

buildings integrating several energy-efficiency measures are solved via software programs with the 

aim of predicting improvements that could be made considering different design management. For 

careful energy planning, new methods have to be explored in order to support engineers and architects 

in their efforts to improve design, reduce computational time and increase energy performance. 

Due to the complexity of the problem, the prediction of building energy consumption is quite difficult 

and has become one of the main objectives of several research studies. In recent years, a large number 

of both elaborate and simplified forecast approaches have been proposed and applied to several 

problems. Several of these cases are available, some based on knowledge of the building thermal 

balance and on the resolution of physical equations, and others on building data collection and on the 

implementation of forecast models developed by means of machine-learning techniques [5]. In the 

literature, it is possible to distinguish three main methods: “white box” or physical techniques, “black 

box” or statistical and/or learning approaches and “grey box” or hybrid approaches. 

The “white box” approaches are used to model building thermal behaviour for several applications 

on different scales. These techniques, known also as engineering methods, are based on the use of 

physical principles to solve the equations describing the physical behaviour of heat transfer. In this 

category, it is possible to distinguish between simplified and detailed comprehensive methods. 

Among the simplified methods, the degree day method is one of the most used; several research 

studies affirm that meteorological data provide an effective tool for determining the energy demand 

and for calculating heating or cooling building requirements [6–8]. Another simplified method is 

based on the temperature frequency, which can be used to model large buildings where internal gains 

(QG) dominate [9]. For example, White et al. [10] attempted to use average monthly temperatures to 

predict monthly building energy consumption and Westphal et al. [11] forecasted the annual heating 

and cooling loads of non-residential buildings based on certain weather variables. 

On the other hand, the detailed comprehensive methods use very elaborate physical functions to 

evaluate, step-by-step, the energy consumption of a building linked to its construction, operation of 

the systems, utility rate schedule of the equipment, external climate conditions and solar irradiance. 

To solve such physical problems, a large number of numerical software programs are available and 

these have been compared [12,13]. Users can choose to select the mechanisms and the associated 

equations representing the system, but sometimes many software tools are badly adapted to taking 

into account moisture influences, and generally the effects of latent heat are neglected [13,14]. In the 

literature, three main thermal building models can currently be found: Computational Fluid Dynamics 

(CFD), zonal methods and the multi-zone technique. CFD is a branch of fluid mechanics that is based 

on numerical analysis to analyse and solve problems that involve flows. Nowadays, a huge number 

of CFD software programs are available, such as FLUENT [15], COMSOL Multiphysics [16], MIT-

CFD, PHOENICS-CFD [17], and so on..  

The zonal method is the first degree of simplification of the CFD technique; it involves dividing each 

building zone into several cells detailing the indoor environment and estimating a thermal comfort 

zone [18,19]. Specifically, this technique presents its efficiency in the description of the flow profiles 

within the building. The multi-zone technique, or nodal method, is based on the assumption that each 

building zone is a homogeneous volume characterised by uniform state variables. The solution is 

based on the application of two main methods: transfer functions or the finite difference method. In 

the field of energy efficiency and sustainability in buildings, and based on this last technique, several 

software tools have been developed, such as, Energy Plus [20], ESP-r [21], TRNSYS , IDA-ICE [22], 

Clim2000 [23,24], BSim [25,26] and BUILDOPT-VIE [27]. 



 

Although these simulation tools are effective and accurate, there are some practical difficulties in 

implementing a reliable model. Indeed, these tools require details of the building and environmental 

parameters which are not always simple to find and collect, and the lack of precise input can lead to 

a low-accuracy simulation; furthermore, to use these tools normally, an expert user is required, as is 

a careful calibration of the model. 

The “black box” approaches are mainly used to deduce a prediction model from a relevant database 

(for example, to forecast energy consumption or heating/cooling load in a given building). These 

models do not require any information about physical phenomena but they are based on a function 

deduced only by means of sample data connected to each other and which describe the behaviour of 

a specific system. The black box methods mainly employed in the field of building energy forecasting 

are: Multiple Linear Regression (MLR) or statistical regression model, Genetic Algorithm (GA), 

Artificial Neural Network (ANN) the Support Vector Machine (SVM) [4,5]; an overview of these 

method is described in Li et al. [28]. 

MLR methods correlate the building energy consumption or energy indices with the influencing 

variables in a simple way. These empirical models are developed based on energy performance data 

collected previously. In certain simplified models, linear regression is used to correlate the energy 

consumption with climatic variables [29–31]; for example, Ansari et al. [32] calculated the total 

cooling load by adding up the cooling load of each building envelope component, while Dhar et al. 

[33,34] modelled heating and cooling loads using the outdoor dry bulb temperature as the only 

weather variable. Parti et al. [35] were the first to propose a new method using linear regression for 

the prediction of building energy consumption. 

Kialashaki et al. [36] applied the regression and ANN models to evaluate the energy requirements of 

the residential sector. 

The main advantage of this method is its ease of use; indeed, no specific expertise is required. As 

indicated in Aydinalp-Koksal et al. [37], regression models are easier to use, against the engineering 

methods. However, the MLR presents a major limitation in that it is unable to treat non-linear 

problems. 

GA is a stochastic optimisation technique based on Darwin’s theory of evolution. In building 

simulation, GA is used to find a prediction model deducing a simple equation which can fit the 

problem. An important advantage of GA is the fact that it deals with a powerful optimisation method 

which is able to solve every problem and give several final solutions to a complex problem [5]. 

Among artificial intelligence models, ANN's are the most widely used in the forecasting of building 

energy and are capable of solving both non-linear and complex problems [38,39]. The main advantage 

of ANN is its ability to determine non-linear relationships among different variables without any 

assumptions or any postulate of a model overcoming the discretisation problem. However, ANNs 

need to have a relevant database in order to obtain reliable solutions. In fact, it is really important to 

train an ANN with an exhaustive learning database with representative and complete samples [4]. 

Among artificial intelligence techniques, SVM, introduced by Vapnik et al. [40], is usually used to 

solve classification and regression problems. These are highly effective models even with small 

quantities of training data. Many studies [41,42] of these models were conducted on building energy 

analysis and demonstrate that SVMs can perform well in predicting hourly and monthly building 

energy consumption. When a problem cannot be completely solved by applying one of the methods 

previously described, it is possible to use a “grey box” method. These methods can overcome the 

limitations of each individual technique by coupling them so that the advantages of one method 

counteract the drawbacks of the other [5]. 

In the field of building energy planning, it would be more convenient to identify the best method that 

describes the investigated problem for the development of a generic decision support tool, 

characterised by low calculation time, a non-complex data collection phase, high reliability and a 

simple calculation language that can be used even by a non-expert user. 



 

1.1 Contribution of the work 

In this paper, the authors have tried to identify a simple method capable of solving the traditional 

building energy balance which will represent a decision support tool useful in the preliminary phases 

of an energy planning, when the user is not an expert or when it is necessary to speed up the decision-

making phases. 

A comprehensive analysis of the energy performance of a specific building, although correctly 

interpreting the energy balance problem, requires an expert user with a knowledge of the physical 

problems associated and who is capable of constructing a model, collecting and implementing a large 

number of parameters, performing careful calibrations and explaining the results well. All of these 

steps require high computational time and do not always provide an immediately correct evaluation; 

with an incorrect assessment, the procedure must be restarted. Moreover, although a parametric 

simulation allows the simultaneous analysis of the energy needs of several case studies, the results 

cannot be generalised: a dynamic simulation of each individual case corresponds to a specific result. 

To try to overcome these limits and to accelerate the preliminary assessment phase, the authors 

investigated the reliability of an alternative method using the multiple linear regression to solve the 

building energy balance. With the implementation of a detailed, reliable energy database, 

representative of high energy performance non-residential building stocks, it was possible to apply 

the black box method and to compare the obtained results with the previous comprehensive analysis. 

Obviously, the method validity is linked to the reliability of the database used to identify the linear 

correlation. To ensure this high reliability, the authors based their work on a carefully calibrated 

TRNSYS model, implementing a parametric simulation which allowed the investigation of 195 

scenarios representing different possible building combinations built with high energy performance 

and simulated in several climatic conditions for different thermophysical characteristics and different 

shape factors (S/V). Furthermore, a careful sensitivity analysis through examination of the Pearson 

coefficient permitted the identification of the most suitable variables that influence the building 

energy balance during the heating/cooling period. The application of the MLR method to the energy 

database resulted in the definition of some simple correlations that identified heating (Hd), cooling 

(Cd) or comprehensive (Ed) energy demand with a high degree of reliability and these are valid for a 

representative building stock. These correlations, validated thanks to deep statistical error analysis, 

solve the building energy balance knowing only a few well-known parameters and without any 

computational time or physical knowledge. For these reasons, the solutions obtained from the 

application of the MLR method can be considered generic and applicable to any condition. The 

literature reports black box methods being applied to forecast the energy needs of a single building 

or a district level, yet in this work a methodology is proposed to allow the identification of a more 

flexible tool that can assess the energy requirements of an entire panorama of non-residential 

buildings. Indeed, once the correlations valid at a general level have been determined, it will be 

possible to provide an easy-to-use tool that can help identify the needs of a building without that the 

user knowing the physical problem or all the variables that come into play, simply by solving a linear 

equation. Furthermore, the added value of this paper lies in the generality of the results obtained 

thanks to the availability of an accurate database built on a high number of models that were simulated 

with parametric simulations. The high degree of reliability achieved from the results guarantees that 

this methodology can be replicated in any other climatic and building context, representing a 

forecasting tool to support decisions.  

The simple form of the correlations could be used as a supplementary evaluation criterion/tool to 

support standards and/or laws in the field of building energy performance. Although it is possible to 

develop AI-based models (SVM, ANN, GA, and so on), which in some cases, present more accurate 

solutions, these tools require a high knowledge of the physical, numerical and mathematical principles 

of the analysed sector. Moreover, as for the MLR application, such tools require for their 

implementation the use of an accurate database [5,43]. Another strength of the presented model in 

this work is that the application of the MLR method does not require, during the use phase, any 



 

calculation tool such as a personal computer or software program, but it is characterised by the 

resolution of a simple linear equation. 

2. Method 

The aim of this paper is to provide an improved method that allows the evaluation of building energy 

performance immediately and simply in any situation and boundary conditions. In this section, the 

main steps and the procedures used to achieve the objective of the work are illustrated. In the flow 

chart, displayed in Fig. 1, the entire procedure followed by the authors is represented. 

 

 
 

Fig. 1. Flow chart of the procedure method. 

 

As indicated in the flow chart, the idea is to develop a generic decision support tool that, without an 

expert user and with a high degree of reliability, immediately solves the traditional building energy 

balance in any case and in any conditions. In order to achieve this goal, it is necessary to develop a 

generic solution of a representative building stock which includes all possible building topologies and 

environmental conditions. For this reason, the authors decided to investigate, as representative, non-

residential buildings designed with high energy performance according to the energy efficiency laws 

and standards in Italy (section 3). 

As explained in the introduction, to solve the building energy balance it is possible to choose several 

methods, the two methods applied in this work are reported in the flow chart. First of all, to determine 

the building thermal energy demand a comprehensive method (section 4) was applied. A detailed 



 

TRNSYS model of a non-residential building was developed allowing, after a careful calibration with 

actual conditions, the determination of the heating and cooling energy requirements (section 4.1). To 

collect the results that describe the energy balance of the representative building stock, a parametric 

simulation was developed. Based on the calibrated model and developing the parametric analysis, the 

authors simulated 195 scenarios of a non-residential building [44], which represent the possible 

combinations in 5 climatic zones and 15 cities, with 13 shape factors and different thermo-physical 

parameters, for a total of 1560 simulations (section 4.2). 

The identification of a series of restrictions such as data collection, knowledge of the physical 

problems, the tool language, the computational time and the lack of generality of results, because 

these are single answers to a specific condition (section 4.3), prompted the authors to investigate other 

alternative methods that overcome these limits. As previously indicated, a good alternative for 

resolving this problem is represented by the black box methods (section 5). Although they do not take 

into account the physics of the problem, they are able to identify a correlation or a dependence 

between the input and output data. The strong correlation or dependence between the data is 

guaranteed by the identification of the main parameters that characterise the building energy balance. 

In this case, for a generic solution, all main parameters that describe the building thermal energy 

balance and all thermal energy results obtained from the parametric simulations were collected in a 

matrix of 197 rows and 20 columns. This dataset was used to explore the MLR method (section 6), 

which allows the modelling of a linear relationship between two or more explanatory variables (input 

of the model) and a response variable (building energy performance) through a fitting procedure.  

The identification of the best solutions for calculating the building energy demand with high 

reliability is guaranteed thanks to preventive sensitivity analysis (section 6.1), which allowed to 

identify the more correlate parameters with the heating and cooling demand, and so too the optimal 

input data for forecasting the building energy requirements. The performance analysis of this 

alternative method is illustrated by means of an error metric analysis (section 6.2), which provides 

the most used error indices. This statistical analysis was applied for all correlation forms proposed: 

for the heating (section 6.2.1), cooling (section 6.2.2) and comprehensive energy demand assessment 

(section 6.2.3). Owing to the reliability and flexibility of the energy database, this method was 

investigated with good results. The generic database, which identifies a solution that simultaneously 

responds to changes in climate and shape factor, gives generic solutions that can explain any possible 

building topology in any condition (section 7).  

 

3. Case study 

As previously indicated, the authors proposed a method for the assessment of building energy needs 

that can be extended to any context, for any building and boundary conditions. In order to obtain a 

generic tool with these characteristics, it was necessary to investigate a representative building stock 

that includes all possible building types and environmental conditions. It is known in the energy 

efficiency field that every European country legislates autonomously and that the standards and laws 

require different transmittance limit values for the building envelope and different efficiency systems. 

In this case, the authors decided to analyse a representative building stock designed with high energy 

performance and non-residential use located in the Italian context, which had already been developed 

in a previous work [44]. 

Based on the Heating Degree Days (HDD) index, the Italian peninsula can be divided into six 

different climatic zones [45], where zone A represents the hottest and zone F represents the coolest. 

For each zone, the daily hours of heating system activity and the consequent yearly heating period 

are indicated (Table 1) and the transmittance limit values for the design of high-performance 

buildings are imposed (Table 2) [46].  

 
Table 1 

Italian Climatic Zones. 



 

 
Climatic Zone HDD Heating season Daily hours 

 From To From To  

A 0 600 1st December 15th March 6 

B 601 900 1st December 31st March 8 

C 901 1400 15th November 31st March 10 

D 1401 2100 1st November 15th April 12 

E 2101 3000 15th October 15th April 14 

F 3001 ∞ No limit 

 
Table 2 

Limit thermal transmittance values for each climatic zone. 

 

Climatic zone A-B C D E F 

  Ulimit [W/(m2·K)] 

Uwall 0.45 0.38 0.34 0.30 0.28 

Uroof 0.38 0.36 0.30 0.25 0.23 

Ufloor 0.46 0.40 0.32 0.30 0.28 

Uwindow 3.20 2.40 2.00 1.80 1.50 

 

As for Cooling Degree Days (CDD), the current Italian standards indicate values without changing 

the cooling periods for all Italian cities, and without making any distinction between the climate zones 

[47]. In order to represent the entire climate conditions, 3 cities, characterised by the maximum, 

minimum, and mean HDD value were selected for each zone [48]; the 15 selected cities, according 

to actual Italian laws and standards are collected in Table 3. 

 
Table 3 

Selected Italian cities HDD and CDD values. 

 

Climatic 

Zone 
City 

HDD CDD 

[K day] [K day] 

B 

Messina 707 260 

Palermo 751 309 

Crotone 899 255 

C 

Cagliari 990 222 

Bari 1185 314 

Termoli 1350 155 

D 

Genova 1435 115 

Firenze 1821 331 

Forlì 2087 108 

E 

Trieste 2102 125 

Torino 2617 166 

Bolzano 2791 135 

F 

Cuneo 3012 80 

Cortina 4433 0 

Sestriere 5165 0 

 



 

Furthermore, because in [47] the CDD values for all Italian cities are not indicated, among the cities 

chosen in this work, Cortina, Sestriere and Termoli have no indication of CDD values. Based on the 

calculation procedure used in Italy [44] and the actual standard indications for the determination of 

the CDDs, the authors calculated the CDD values for these 3 cities. 

From a geometrical point of view, the shape factor indicates the ratio between the surface exposed to 

the outside or to another ambient at different temperature, and the heated volume, representing thus, 

an energy loss index [49]. For this reason, to obtain generic results, it is necessary to investigate 

several geometrical configurations. In the following table (Table 4) all analysed geometrical 

configurations are listed. 

 
Table 4 

Geometric features of the investigated building models [44]. 

 

Case 

study 

S/V Width Depth Height 
Loss 

surface 

Heated 

surface 

Heated 

volume 

[m-1] [m] [m] [m] [m2] [m2] [m3] 

1 0.24 45 39 13.5 5797 7050 23793 

2 0.50 106 50 4.5 11987 5293 23793 

3 0.90 118 8 3.16 2673 940 2970 

4 0.35 15 30 13.5 2115 1800 6075 

5 0.62 25 20 4.5 1405 500 2248 

6 0.76 40 25 3.16 2411 1000 3160 

7 0.4 25 15 10.5 1590 1125 3938 

8 0.32 40 40 9 4640 3200 14400 

9 0.27 60 22 13.5 4854 5280 17820 

10 0.69 90 20 3.5 4370 1800 6300 

11 0.70 45 60 3.2 6072 2700 8640 

12 0.58 50 50 4 5800 2500 10000 

13 0.56 100 50 4 11200 5000 20000 

 

On the basis of the real geometric constructions of a non-residential building with high energy 

performance, the authors have tried to investigate the greatest number of combinations, varying the 

S/V from 0.2 to 0.9 and respectively identifying the geometric dimensions. 

A knowledge of the energy demand of each building, varying simultaneously the weather conditions, 

the shape factor and the thermal transmittance of the envelope allowed us to obtain an energy database 

of non-residential building stock designed with high performance representative of the Italian context. 

 

4. White box methods 

One of the most common white box methods for solving the building energy balance is the multi-

zone technique for which several software programs have been developed. The application of these 

software provides optimal energy consumption estimations with some simplifications. Indeed, these 

tools require a detailed data collection phase, long computational times, calibration of the model and 

an expert user who knows how to use these and the physical phenomena of the problem. To achieve 

the aim, the authors first implemented and calibrated an “ideal building” and then, to generalise the 

results, developed a parametric simulation. 

4.1 Base-Case and calibration 

The authors decided to consider a non-residential building located in the south of Italy the as “Base-

Case”. The building was constructed between 1962 and 1965 and it is used as the Department of 



 

Energy, Information Engineering and Mathematical Models (DEIM) at the University of Palermo. It 

has five elevations: the mezzanine floor and the third floor are intended for laboratory use, the first 

and second floors are mainly used as offices, and the basement floor is the location of the technical 

room. From a structural point of view, the building has a load-bearing system framed with pillars and 

beams in reinforced concrete with foundations made of reinforced concrete plinths connected with 

beams. Each floor is characterised by a surface of 1130 m2 and the thermophysical main features are 

listed in Table 5. 

 
Table 5 

Envelope thermal features of the ideal building model. 

 

Components Layers Materials 
Conductivity  Density 

Thermal 

capacity 
Thickness 

[W/mK] [kg/m3] [kJ/kgK] [m] 

External 

Wall 

1 External coating 1.00 1800 0.84 0.02 

2 Lime cement 0.90 1800 0.96 0.015 

3 Tuff block 0.63 1500 0.70 0.30 

4 Internal Plaster 0.70 850 0.96 0.02 

Floor 

1 Cement Brick 2.00 2500 0.88 0.02 

2 Cement Screed 1.40 2000 1.20 0.06 

4 Concreate slab 1.91 1400 1.00 0.25 

5 Internal Plaster 2 0.70 800 0.837 0.02 

Roof 

1 External tiles  1.10 2100 0.84 0.01 

2 Bitumen 0.17 1200 1.40 0.02 

3 Lime cement 1.40 2000 1.20 0.06 

5 Concreate slab 1.91 1400 1.00 0.25 

6 Internal Plaster 2 0.70 800 0.84 0.02 

 

The windows are made of aluminium and equipped with insulating thermoacoustic glass with plastic 

blinds. To solve the energy balance of this building, TRNSYS software (Fig. 2) was used and in order 

to simulate the thermal behaviour, the following were considered: 

• detailed weekly and daily schedules regarding the utilisation of equipment, lighting systems, 

and presence of office users; 

• actual monitored data recorded from 2000 to 2009 (TMY2) generated by Meteonorm software 

[50]; 

• infiltration losses according to Appendix C of [51]; 

• a heat gain of 230 W per piece of equipment (one piece for each office worker and one piece 

per 50 meeting people); and 

• the estimation of the presence of office workers with sedentary activity (1 met). 

Furthermore, based on the heating and cooling periods, a heating period was set from 1st December 

to 31st March and a cooling period from 1st June to 30th September, eliminating weekdays and 

holidays, for 8 hours per day based on the office occupancy rate. 

 



 

 
 

Fig. 2. TRNSYS schema. 
 

The results obtained from the dynamic simulations were validated thanks to a model calibration. For 

the model validation, data recorded by two-channel Hobo-U10 Temp / RH temperature sensors 

positioned in some office rooms of the building, was used. 

For a period from 25th February to 17th May 2006, the indoor air temperature and the indoor air 

average relative humidity trends were monitored. For example, the data relating to an area for office 

use located on the second floor is reported. This office was unoccupied for the entire period and, 

therefore, characterised by a low air turnover and negligible temperature changes. 

 

 
 

Fig. 3. Comparison between the measured and simulated indoor air temperature trend. 

 

In Fig. 3, the comparison between the hourly measured and simulated indoor air temperature is 

illustrated. As reported in Mustafaraj et al. [52] and Royapoor et al. [53], according to the main 

standards or guidelines (ASHRAE Guideline 14 [54], Measurement and Verification of Federal 

Energy Projects (FEMP) [55] and International Performance Measurement and Verification Protocol 

(IPMVP) [56]), the authors could validate the “Base-Case” model. In particular, two error indices 
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were calculated: the Normalized Mean Bias Error (NMBE) and the Coefficient of Variation of the 

Root Mean Square Error (CV-RMSE): 

• the NMBE (Eq. 1) is a normalisation of the Mean Bias Error and provides the global bias 

between the expected and predicted data. Positive values of this index mean that the model 

provides an underestimated value with respect to the expected data. Negative values mean 

that the model provides an overestimated output data [57,58]. 
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• the CV-RMSE (Eq. 2), providing a measure of the variability of the error between the 

expected and predicted data, is one of the most important measurements for evaluating the 

goodness-of-fit of the forecast model [59]. It provides a clear indication of the forecast ability 

of the model in the field of building energy evaluation [58,60] 
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In Table 6, the limit values and ranges of applicability of all criteria for both indices for hourly 

calibration are reported; furthermore, in the last column the NMBE and the CV-RMSE calculated for 

the “Base-Case” model are indicated. 

 
Table 6 

Criteria and error indices for the model calibration.  

 

Calibration Criteria Index  FEMP ASHRAE IPMVP   Base Case 

Hourly criteria % 
NMBE ± 10 ± 10 ± 5  

+1.33 

CV-RMSE 30 30 20   8.13 

 

For all criteria the “Base-Case” model was calibrated; the NMBE is within the applicability ranges 

required and CV-RMSE is lower than the specified limit values. 

4.2 Parametric simulation 

As explained previously, to obtain a generic database useful for developing a reliable forecast model, 

it was necessary to perform a parametric simulation in a TRNSYS environment. Based on the 

calibrated model, it was possible to develop several scenarios for analysing the energy demand, 

varying different boundary conditions and several geometrical properties. From the “Base-Case”, it 

was possible to construct an “ideal building” model that, by means of a parametric simulation, was 

simulated 1560 times, each time varying the shape factors, the heated volume, the building 

construction type, the thermo-physical features, the heating/cooling operational period, the climatic 

zones, the cities and the building orientation. It was, therefore, possible to generate a large building 

energy database representative of non-residential Italian building stocks designed with high energy 

performance [44]. An “ideal building” model for each climatic zone was developed. Varying the 

climatic zones change the limit transmittance values; the values of the thermal transmittance (U) used 

for the five climatic zones are collected in Table 7. 

 
Table 7 



 

Thermal transmittance values used in the TRNSYS models. 

 
Climatic 

zone 
A-B C D E F 

  Umodel [W/(m2·K)] 

Uwall 0.444 0.379 0.336 0.297 0.276 

Uroof 0.377 0.353 0.303 0.249 0.234 

Ufloor 0.445 0.385 0.307 0.287 0.268 

Uwindow 2.760 2.260 1.760 1.760 1.40 

 

Each model was simulated for 13 geometrical configurations in 5 climatic zones represented by 3 

different cities (Table 3). Moreover, because the building orientation and the wall azimuth influences 

the solar radiation received on the façade, each model was simulated eight times, varying the 

orientation by 45° each time, and averaging the results (for a total of 1560 simulations). In D’Amico 

et al. [44], the results obtained from the parametric dynamic simulation are collected. 

4.3 White box method: strengths and weaknesses 

The use of a white box method to solve the energy balance is a good solution but can be considered 

reliable only if the dynamic model is calibrated. As explained previously, the identification of the 

best software tool is not always simple and an expert user of the investigated problem and of the 

software language is necessary. Any simulation needs the collection of a multitude of parameters, 

which are not always easy to select or to implement. For careful building energy analysis, a 

preliminary collection and investigation phase is necessary. After calibrating the “Base-Case” model 

and implementing other reliable scenarios with a parametric simulation in order to extrapolate a 

generic relation that permits the identification of the energy demand of a generic building, all results 

must be analysed and elaborated because each single simulation is the answer to a specific condition. 

For this reason, the authors decided to explore an alternative method belonging to the black box 

category. 

 

5. Black box methods 

Although the application of comprehensive methods by means of a dynamic simulation software tool 

represents the optimal solution for evaluating building energy performance, the high number of 

difficulties encountered in the implementation of the model has led many researchers to study and 

develop alternative resolution techniques such as those represented by black box methods. Thanks to 

the availability of a large, generic database (section 4.2), built through the application of a parametric 

simulation on 1560 models in the TRNSYS environment, this alternative approach could be applied 

with optimal results using the correlations between the expected and predicted data, as found in the 

literature [61,62]. For this reason, the authors explored the applicability of the black box method 

developing a linear regression model. In order to validate this method, the authors used 85% of the 

available data for the determination of the MLR model equations, while the remaining 15% was used 

to evaluate and test the reliability achieved by each relationship. To provide some information on the 

reliability of each model, a first analysis on the distribution of residuals (differences between expected 

and predicted values by the models) through their representation in scatter plots was conducted. 

Despite being a simplistic analysis, this provides the first feedback on the goodness of fit of the built 

model; a distribution of the residuals around zero is indicative of model accuracy in forecasting 

building energy needs. However, deep statistical analysis on forecasting model errors should satisfy 

five evaluation criteria: 

1. measurement validity; 

2. reliability; 



 

3. ease of interpretation; 

4. clarity of presentation; and 

5. support of statistical evaluation.  

Hence, the authors provided the following statistical errors [63]: 

 

• the Mean Absolute Error (MAE) represents the direct deviation between expected and 

predicted output values (Eq. 3) [60]: 

 

1

1 N

i i

i

MAE x y
N =

= −            (3) 

 

• the Mean Square Error (MSE) calculates the variance between the target of a model and what 

is going to be forecasted (Eq. 4) [64]: 
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• the Root Mean Square Error (RMSE) represents the square root of the quadratic mean of the 

differences between predicted and expected values (Eq. 5). 
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• the Mean Absolute Percentage Error (MAPE) evaluates the absolute percentage deviation 

between the predicted and expected values. It indicate the percentage error size that could be 

used as a measure of the quality of a model’s output (Eq. 6) [65]: 
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• the determination coefficient (R2) evaluates the manner in which a model approximates the 

real data points, which is a measure of the predictability degree of the model [66]; the higher 

R2, the more efficient the developed model (Eq. 7) [67]: 
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where 

xi is the i-th expected output; 

yi is the i-th predicted output; 

x  is the average of the whole desired output; and 

N is the number of the identification set samples. 

The MAE, MSE, RMSE and MAPE allow a comparison of the deviation between the predicted and 

expected values of the building energy demand [66,68]. However, because the first three are based 

on absolute errors, it is not possible to identify a specific criterion to find an optimal value for each 



 

of them, but smaller values correspond to more precise models. Instead, the MAPE, being 

independent of the scale, is more significant [68]. 

 

6. MLR Model 

The multiple linear regression model allows an immediate assessment of building energy 

requirements. As discussed before, an MLR model is one of the black box categories and one of the 

easiest and most intuitive approaches of prediction. This method, excluding a knowledge of the 

physical phenomena, still allows the prefixed objective to be reached without excessive 

computational cost. Nonetheless, a knowledge of a large survey database on which the model can be 

constructed is necessary. Therefore, if compared to the physical model, MLR models have the 

advantage of minimising the amount of input data, avoiding tedious work and the necessity for 

powerful informatics equipment [63]. The aim of this method is to explain the relationship between 

the dependent variable (annual heating, cooling or comprehensive energy demand) and two or more 

explanatory variables or regressors (climate and thermophysical parameters) using linear 

combinations of the latter [69]. The MLR models were developed according to the most general 

equation form (Eq. 8) [70]: 

 

0 1 1 2 2 ...i p py b b x b x b x e= + + + + +          (8) 

 

where 

yi represent the i-th independent variable (output); 

xi represent the i-th explanatory variable (input); 

b0 is the intercept of the relationship; 

bi is the i-th regression coefficient that determines the used weight by the equation on the i-th 

explanatory variable to provide the estimate output; and  

e is the error related to the i-th observation. 

The objective function for constructing the MLR model is the least square method, with the goal of 

minimising the sum of the least square errors between the expected and predicted outputs as illustrated 

in the following equation (Eq. 9) [69]: 
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            (9) 

 

6.1 Sensitivity analysis and input variable selection 

Owing to the complexity of the building energy balance resolution, selection of the phenomenon 

explanatory variables is a crucial step in the modelling of forecasting methods, because the input data 

determines both the equation form and the partial regression coefficient values that affect the results 

[71]. This is widely recognised by the scientific community and input data selection is applied in 

many works: in Lahouar et al. [72], an autocorrelation plot was used to identify the input that most 

influences the output variables; in Gunay et al. [73] and Kapetanakis et al. [74], the Pearson and 

Spearman correlation coefficients were applied to identify the strongest correlation between the 

building load and weather parameters. Other input selection methods are represented by the clustering 

methods; for example, Yan Ding et al. [75] applied the K-means and hierarchical clustering methods 

to study the accuracy of cooling load prediction models in office buildings influenced by the input 

data.. In the same manner, David Hsu [76] used the K-means and clusterwise regression methods for 

an energy needs prediction model. To identify the mean parameters that mostly influence the heating 

and cooling energy demands of the building stock studied, the authors applied the Pearson correlation 



 

coefficient (r) analysis. This method, deducing simple correlations between the explanatory variables 

and the dependent variable, is one of the simplest and fastest methods for selecting and identifying 

the most influential input variables useful for forecast models [71]. Given two statistical variables, 

the Pearson correlation r coefficient is defined as the ratio between the covariance of the two variables 

and the standard deviation of each as indicated in the following (Eq. 10): 
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            (10) 

 

where xy  is the covariance between the x and y variables and is calculated as: 
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and x  and y are the standard deviation of each variable and are calculated as: 
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The r coefficient measures the linear correlation between the two analysed variables and it may 

assume a value between -1 < r < 1; the value 1 represents a total positive linear correlation, the value 

-1 indicates a total negative linear correlation and 0 means that there is not a linear correlation.  

The authors calculated the r coefficient for each parameter representative of the energy database 

constructed in section 4.2 and then applied a sensitivity analysis to identify those parameters that 

affect the building thermal balance more and that can be used in the MLR model. In the following 

graphs (Fig. 4 to Fig. 9), the linear regression of the main variables affecting the dynamic behaviour 

of the “ideal building” model both for heating and cooling energy demand are illustrated: HDD, CDD, 

external temperature (T), S/V, glazed surface (Sw),opaque surface (Sop) and internal gains (QG). For 

each trend, the determination coefficient (R2) and the r coefficients are also displayed. 

 

 
 

Fig. 4. Linear regression analysis between the Hd and HDD (a) and between the Cd and CDD (b). 
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Fig. 5. Linear regression analysis between the Hd and T (a) and between the Cd and T (b). 
 

 
 

Fig. 6. Linear regression analysis between the Hd and S/V (a) and between the Cd and S/V (b). 
 

 
 

Fig. 7. Linear regression analysis between the Hd and Sw (a) and between the Cd and Sw (b). 
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Fig. 8. Linear regression analysis between the Hd and Sop (a) and between the Cd and Sop (b). 

 

 
 

Fig. 9. Linear regression analysis between the Hd and QG (a) and between the Cd and QG (b). 
 

A first criterion for the identification of the significant variables for the studied phenomenon could 

be that of sorting the variables in descending order of the absolute value of the coefficient r and 

selecting those that have a value of r significantly different from zero. Another identification criterion 

is represented by an empirical rule that (for high value of n) selects those variables in which the value 

of r is greater than 2 / n  [77]. In Fig. 10, sensitivity analysis among the input variables and the 

heating/cooling energy demand based on the r coefficient is displayed. 
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Fig. 10. Pearson correlation coefficients of input variables for Hd and Cd. 

 

To calculate the r correlation coefficient, the values assumed in each selected city (for the climatic 

parameters) and the values assumed in each “ideal building” model (for the thermophysical and 

geometric parameters) were considered. In this manner, applying the empirical selection criterion 

previously described, only the values with an r correlation coefficient greater than 0.55 can be 

considered for the implementation of the regression model. Based on these considerations and on the 

sensitivity analysis emphasised in Fig. 10, the HDD, T, S/V and Sw for the heating energy demand 

forecast and CDD, T and Sop for the cooling energy demand evaluation should be selected. However, 

based on the previous results obtained in Ciulla et al. [48,78] and in D'Amico et al. [44], the authors, 

also for the building cooling load evaluation, considered the S/V parameter indispensable. Instead, 

because the two climatic indices are a function of the external temperatures, it was decided to exclude 

the temperature from input variables in the linear regression model because of its redundancy. 

Further, the determination of HDD and CDD data, often tabulated in laws and standards, is easier 

than determining the average monthly temperatures Regarding the high values of linear correlation 

assumed by the glazed and opaque surfaces for the heating and cooling energy demand respectively, 

it is possible to affirm that, fixing all other conditions, with increases of the glazed surface the solar 

gain increases and obviously Hd decreases and Cd increases. 

6.2 MLR evaluation 

The investigation of the MLR method allowed the identification of the best correlation form for 

determining Hd, Cd and Ed. For the heating and cooling demand two correlations were identified for 

each of them; the first is a function of the weather index and the shape factor, and the second is also 

a function of Sw for Hd and Sop for Cd. Regarding Ed evaluation, the authors proposed two equation 

forms that considered HDD, CDD and S/V simultaneously, and another correlation in which the 

dependence from Sw and Sop are also indicated. 

6.2.1 MLR and Heating Energy Demand evaluation 

The first form of the heating energy demand as a function of HDD and S/V is represented by Eq. 14: 

 

1 2d

S
H k HDD

V
 = +  +            (14) 

 

where 

1  is the first regression coefficient [kWh/(m2 year K day)]; 

2  is the second regression coefficient [kWh/ m year]; and 

k is the intercept [kWh/m2year]. 

 

The graphical representation of Eq. 14 is plotted in Fig. 11. 

 

 
 

Fig. 11. Scatter plot and regression plan for the Hd. 



 

 

While the second form of Hd as a function of HDD, S/V and Sw is represented by Eq. 15: 

 

* * * *
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S
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  = +  +  +          (15) 

 

where 
*

1  is the first regression coefficient [kWh/(m2 year K day)]; 
*

2  is the second regression coefficient [kWh/ m year];  
*

3  is the third regression coefficient [kWh/m5 year]; and 

k is the intercept [kWh/m2year]. 

 

The values of all regression coefficients, intercepts and R2 for both equations, obtained from the 

application of the least square method between the expected and predicted outputs for 85% of the 

database values are collected in Table 8; in both cases R2 is close to 0.9. 

 
Table 8 

Partial regression coefficient and R2 for the Hd. 

 
 k  1  2  3  R2 

dH  -7.3203 0.0053781 19.4008 - 0.898 

*

dH  -2.3015 0.0053839 14.4288 -0.0056909 0.900 

 

6.2.2 MLR and Cooling Energy Demand evaluation 

In the same way, the first form of the cooling energy demand as a function of CDD and S/V is 

represented by Eq. 16 and is plotted in Fig. 12: 
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S
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V
 = +  +            (16) 

 

where 

1  is the first regression coefficient [kWh/(m2 year K day)]; 

2  is the second regression coefficient [kWh/ m year]; and 

k is the intercept [kWh/m2year]. 

 

 
 

Fig. 12. Scatter plot and regression plan for the Cd. 
 



 

The second form is represented by Eq. 17: 

* * * *

1 2 3d op

S
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V
  = +  +  +          (17) 

 

where  
*

1  is the first regression coefficient [kWh/(m2 year K day)]; 
*

2   is the second regression coefficient [kWh/ m year] ; 
*

3  is the third regression coefficient [kWh/m5 year]; and 

k is the intercept [kWh/m2year]. 

 

Also in this case, the values of all regression coefficients, intercepts and R2 for both equations were 

obtained from the application of the least square method for 85% of the data.  

It should be noted that some of the data from the sample was purged due to an inconsistency between 

the value of CDD and the demand value for cooling calculated with the TRNSYS models. More 

specifically, for the cities where the CDD value was not initially provided, the parameter was 

calculated by the authors, and in particular for Cortina and Sestriere, the value of CDD was assessed 

as zero (section 3). These values could imply the non-ignition of the cooling system, but since the 

current standard establishes a standard cooling period valid for all Italian cities without distinction of 

area, the simulation in TRNSYS has provided an unjustified cooling requirement. Therefore, for the 

determination of the cooling energy demand, it was agreed to eliminate the values linked to the 

models of the cities of Cortina and Sestriere (26 fewer scenarios). In Table 9, all parameters of Eq. 

16 and Eq. 17 are collected and, in general, the R2 values are higher than 0.9. 

 
Table 9 

Partial regression coefficient and R2 for the Cd. 

 
 k  1  2  3  R2 

dC  30.5767 0.0064923 -11.0297 - 0.906 

*

dC  41.4031 0.0041604 -13.0856 -0.0020440 0.962 

 

6.2.3 MLR and Comprehensive Energy Demand evaluation 

To determine the comprehensive energy demand, two different forms of correlation were 

investigated. As indicated in Eq. 18, the first form considers, as a first explanatory variable, the sum 

of the HDD and CDD indices and the regression plan is plotted in Fig. 13: 

 

( )1 3d
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 = +  + +           (18) 

 

where  

1 , is the first regression coefficient [kWh/(m2 year K day)]; 

2  is the second regression coefficient [kWh/ m year]; and 

k is the intercept [kWh/m2year]. 

 



 

 
 

Fig. 13. Scatter plot and regression plan for the Ed. 
 

The second correlation form, instead, considers the two weather indices in two different explanatory 

variables (Eq. 19):  

1 1 2 3d

S
E k HDD CDD

V
  = +  +  +          (19) 

 

where  

1 , 2  are the first and second regression coefficients [kWh/(m2 year K day)]; 

3  is the third regression coefficient [kWh/ m year]; and 

k is the intercept [kWh/m2year]. 

 

Finally, to consider the strong correlation among the energy demand and the Sw and Sop parameters, 

a more complicated correlation is proposed in which the value of Ed is a function of five parameters 

(Eq. 20): 
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where  
*

1 ,
*

2 are the first and second regression coefficients [kWh/(m2 year K day)]; 
*

3  is the third regression coefficient [kWh/ m year]; 
*

4 ,
*

5 are the fourth and fifth regression coefficients [kWh/m5 year]; and 

k is the intercept [kWh/m2year]. 

 

The collection of the regression coefficients and the intercept values for each correlation, and the 

comparison of the determination coefficients is reported in Table 10.  

 
Table 10 

Partial regression coefficient and R2 for the Ed. 

 
 k  1  2  3  4  5  R2 

dE  32.5597 -0.0006188 10.7855 - - - 0.950 

1dE  33.6326 -0.0008445 -0.0041735 10.8133 - - 0.950 

*

dE  49.342 -0.0008874 -0.0058240 -1.35286 -0.0131923 -0.0007279 0.959 

 



 

The results confirm that the use of HDD and CDD as a unique explanatory variable or two distinct 

variables is indifferent, so much so that the determination coefficient is the same; in all cases higher 

than 0.95. 

 

7. Results and discussion 

The analysis of the results obtained from the application of the MLR model to the evaluation of 

building energy performance confirms that this procedure is a valid alternative to a more complex 

method. All correlations identified for the heating, cooling and comprehensive energy demand are 

characterised by optimal determination coefficients higher than 0.9. In all cases, the more complex 

correlations (Hd
*, C d

*and E d
*) are the best. For these correlations, in the following graphs (from Fig. 

14 to Fig. 16), the residual values calculated for the identification and validation set are displayed. As 

previously explained, only 85% of the total data was used to determine the correlations, while 15% 

was used to validate these. 

 

 
 

Fig. 14. Residual trend of Hd
* correlation for identification and validation set. 

 

 
 

Fig. 15. Residual trend of Cd
* correlation for identification and validation set. 
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Fig. 16. Residual trend of Ed
* correlation for identification and validation set. 

 

Put simply, a residual is the error in a result and in these cases the value is between ± 20%, both in 

the identification and validation sets.  

In Fig. 14, the residual trends of Hd
* correlation for all data from the identification and validation set 

are plotted, whereas in Fig. 15, there are the residual trends of Cd
* correlation. In this second case, as 

explained in section 6.2.2, the data sample is represented by a lower number of cases because there 

are no model results related to the cities of Cortina and Sestriere. In Fig. 16, the residual trends of 

Ed
*correlation are plotted. 

In addition to the calculation of R2 values, to validate the reliability of the MLR models, four other 

statistical errors were calculated: the MSE, MAE, RMSE and MAPE. In Fig. 17, the statistical 

analysis of the error based on the validation dataset is represented. 

 

 
 

Fig. 17. Statistical analysis of the Validation set for the MLR models. 

 

The MSE distribution highlighted as the best performance is related to the heating energy demand 

correlations (Eq. 14 and Eq. 15), while the worst is the cooling energy demand Cd (Eq. 16). Among 

the energy comprehensive correlations, the best is Ed
* (Eq. 20). The same considerations are valid for 

MAE and RMSE. As for MAPE, the best results are indicated by Ed
*, while the heating energy 

demand correlations are less efficient. Generally, in all cases, the solution Ed
*, Hd

* and Cd
* are the 

best correlations for solving the thermal energy balance of a building; these results are also confirmed 

by the high R2 values determined in section 6.2. In the following (Table 11), all correlations and 

respective statistical errors are collected. 
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MLR correlations and respectively statistical errors. 

 

Correlations R2 MAE MSE RMSE MAPE 

7.3203 0.0053781 19.4008d

S
H HDD

V
= − +  +   0.90 3.66 20.63 4.54 37 % 

* 2.3015 0.0053839 14.4288 0.0056909d w

S
H HDD S

V
= − +  +  −   0.90 3.52 19.16 4.38 35 % 

30.5767 0.0064923 11.0297d

S
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V
= +  −   0.91 8.43 103.3 10.16 40 % 

* 41.4031 0.004604 13.0856 0.002044d op

S
C CDD S

V
= +  −  −   0.96 5.54 45.50 6.75 24 % 

( )32.5597 0.0006188 10.7855d

S
E HDD CDD

V
= −  + +   0.95 7.85 85.04 9.22 25 % 

1 33.6326 0.0008445 0.0041735 10.8133d

S
E HDD CDD

V
= −  −  +   0.95 7.82 84.52 9.19 25 % 

* 49.342 0.0009 0.0058 1.3527 0.0132 0.0007d w op

S
E HDD CDD S S

V
= −  + −  −  −  −   0.96 6.88 63.97 8.00 22 % 

 

As explained previously, the more complicated correlations are characterised by better quality and 

reliability; in general, the high value of R2 and the low values of MAE and RMSE justify the use of 

the MLR methodology as a good alternative for determining the building energy performance. The 

MLR method represents a simple and immediate tool which can solve a complex problem, such as 

the building energy balance, and can accelerate and help some aspects of energy planning. 

 

8. Conclusion 

In this work, the authors explain that the selection of the most suitable method for solving a 

determinate problem is important because it allows to overcome certain limits, in order to identify a 

generic solution able to interpret any condition and to accelerate the resolution with high reliability. 

After a review of the main types of methods for solving the building energy balance widespread in 

literature, the authors investigated two of these: a comprehensive analysis with TRNSYS software 

and the Multiple Linear Regression method. 

As explained in the paper, the first method, belonging to the white box category, allows the 

determination of the building energy performance with a high degree of reliability if the model is 

correctly developed and calibrated. Indeed, high reliability is a function of a detailed data collection 

phase (representative of the model), careful calibration, and the presence of an expert user who knows 

the software tool language and the studied physical phenomena. These conditions permit the 

development an accurate model which represents the actual conditions well. Based on this first result, 

in order to obtain a generic solution, a parametric simulation was developed that solves the building 

energy balance, simultaneously changing the weather conditions, the shape factor and the 

thermophysical characteristics of the building. In this way, 1560 simulations of a representative 

building stock were obtained for non-residential buildings designed with high energy performance 

located in the Italian peninsula. 

However, although the parametric simulation solves several scenarios, simultaneously obtaining 1560 

results, it is not able to give a generic indication because each single simulation gives a single specific 

response for a model under certain boundary conditions and characterised by specific thermophysical 

choices. Indeed, to generalise the results, it is necessary to analyse all of the thermal energy results 

obtained from the parametric simulation. Careful sensitivity analysis on the 1560 simulation results, 

based on the identification of the Pearson coefficient, allowed the identification of the main 

parameters that influence the building thermal balance during the heating, cooling and entire 

climatisation periods. Thanks to this analysis and the use of all simulation data, the authors decided 



 

to explore the Multiple Linear Regression technique belonging to the black box methods. This method 

allowed a linear relationship to be modelled between two or more explanatory variables, which 

represent the inputs of the model and a response variable through a fitting procedure. As a result, 

some simple correlations were developed knowing only a few groups of well-known parameters, and 

identifying the heating, cooling and comprehensive energy needs of a building with a high degree of 

reliability. Indeed, these correlations are characterised by optimal statistical error values; for example, 

the determination coefficients are higher than 0.9 and the Mean Absolute Error and Root Mean Square 

error are lower than 10 kWh/m2year. The reliability and flexibility of the energy database allowed the 

identification of solutions that simultaneously respond to changes in climate and building shape 

factor, obtaining generic solutions which can explain any possible building topology in any 

conditions. 

The promising results justify the use of Multiple Linear Regression as an alternative method, issuing 

a simple and immediate tool that can solve a complex problem like building energy balance, thereby 

accelerating and helping some evaluation phases in energy planning, presenting a valid criteria that 

could be indicated in standards and laws in the field of the building energy performance. 
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