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ABSTRACT

Context. Imaging atmospheric Cherenkov telescopes (IACTs) are used to observe very high-energy photons from the ground. Gamma rays are
indirectly detected through the Cherenkov light emitted by the air showers they induce. The new generation of experiments, in particular the
Cherenkov Telescope Array Observatory (CTAO), sets ambitious goals for discoveries of new gamma-ray sources and precise measurements of
the already discovered ones. To achieve these goals, both hardware and data analysis must employ cutting-edge techniques. This also applies to
the LST-1, the first IACT built for the CTAO, which is currently taking data on the Canary island of La Palma.
Aims. This paper introduces a new event reconstruction technique for IACT data, aiming to improve the image reconstruction quality and the
discrimination between the signal and the background from misidentified hadrons and electrons.
Methods. The technique models the development of the extensive air shower signal, recorded as a waveform per pixel, seen by CTAO telescopes’
cameras. Model parameters are subsequently passed to random forest regressors and classifiers to extract information on the primary particle.
Results. The new reconstruction was applied to simulated data and to data from observations of the Crab Nebula performed by the LST-1. The
event reconstruction method presented here shows promising performance improvements. The angular and energy resolution, and the sensitivity,
are improved by 10 to 20% over most of the energy range. At low energy, improvements reach up to 22%, 47%, and 50%, respectively. A future
extension of the method to stereoscopic analysis for telescope arrays will be the next important step.

Key words. Gamma rays: general – Techniques: image processing – Methods: data analysis – Telescopes

1. Introduction

From its inception in the 1950s to today, gamma-ray astron-
omy has made enormous technological and scientific progress.
Surveys and multiwavelength motivated observations, regularly
related to source variability, have populated this highest-energy
band of the photon Universe, which has the best potential to con-
nect to the high-energy particles bombarding our atmosphere,
the cosmic rays (De Angelis & Mallamaci 2018).

Above about 300 GeV, event rates become too low to
use space-based direct detection experiments, such as Fermi-
LAT (Atwood et al. 2009). The low fluxes above these energies
require very large effective detection areas for meaningful sci-
entific exploitation of the signal. For energies above a few tens
of giga-electronvolts, gamma-ray observations can be performed
indirectly from the ground, as gamma rays penetrate the up-
per layers of the atmosphere, inducing the creation of detectable
showers of particles called extensive air showers (EASs).

The superluminal charged particles produced in these
air showers emit Cherenkov radiation. Imaging atmospheric
Cherenkov telescopes (IACTs) in the resulting light pool col-
lect the Cherenkov light to detect and reconstruct the EASs’ pri-
mary photons with effective areas on the order of 105 m2. The
Cherenkov light is collected by a large mirror that focuses it onto
a very sensitive camera, recording a short movie of the EAS de-
velopment in the atmosphere.

The Crab Nebula is a very bright source, which is useful
for testing and verifying new instruments and analysis tech-
niques for astronomy at very high energies (VHEs; 100 GeV to
100 TeV). The Crab Nebula spectrum is now measured with high
precision over many energy bands (Amato & Olmi 2021) and
is used as a benchmark for the verification of the performance
of IACTs and other gamma-ray instruments. The higher-energy
part of this spectrum is currently measured from a few tens of
giga-electronvolts up to the VHE range by IACTs (Abdalla et al.
2020; Meagher 2016; Aleksić et al. 2015; Aharonian, F. et al.
2024) and up to peta-electronvolt energies by EAS experiments
(Cao et al. 2021; Abeysekara et al. 2017).

In this paper, we introduce a new approach for the recon-
struction of IACT images produced by Cherenkov light from
EASs. The goal is to provide a method of improving the qual-
ity of the data analysis of any IACTs. This method is compat-
ible with the data model adopted by all the telescopes of the
Cherenkov Telescope Array Observatory (CTAO). The method
exploits the full recorded waveforms of all camera pixels. It per-
forms the fitting of a model composed of a spatiotemporal pre-
diction of the light collection in the pixels. During the fit, the

model is convoluted with the precise knowledge of the camera
characteristics, including the single photo-electron pulse shape
and the distribution of gains in the camera. The method pre-
sented here adds to the large variety of IACT analysis techniques
already available. Existing methods mostly use time-integrated
images, such as the ones fitting a pre-generated template of the
charge images like in de Naurois & Rolland (2009) and Par-
sons & Hinton (2014), or an analytic 3D model of the EAS
like in Lemoine-Goumard et al. (2006). A large effort toward
the development of machine-learning-based approaches is also
ongoing (see for example Jacquemont et al. (2019), Miener et al.
(2022) and Spencer et al. (2021), with the latter investigating
the use of waveforms in a machine-learning approach).

The method introduced here was first developed for the SST-
1M telescopes (Alispach et al. 2020). In this work, it is further
improved and adapted to the Large-Sized Telescope prototype
(LST-1) (Abe et al. 2023), whose camera uses photo-multiplier
tubes (PMTs).

The LST-1 is located at the Roque de los Muchachos obser-
vatory on the island of La Palma at an altitude of 2147 meters
and has been taking data since November 2019. Its reflector is
composed of hexagonal mirrors that combine into an effective
23 m diameter parabolic mirror, which focuses light into a cam-
era at a focal distance of 28 m, with a field of view of 4.3 degrees
in diameter. The camera is equipped with 1855 1.5” PMTs (pix-
els) with a hollow conical light guide, each seeing about 0.1◦
of the sky. The LST-1 can detect photons with energies ranging
from ∼20 GeV to tens of tera-electronvolts. The LST-1 is cur-
rently in the commissioning phase and takes science commis-
sioning data on which our event reconstruction method is tested.
As we are working with a single telescope, the model and recon-
struction method are currently tailored for monoscopic analysis.
The potential for a stereoscopic analysis, using two or more tele-
scopes, will be discussed shortly. The LST-1 analysis pipeline,
simulation production, and performance are described in depth
in a first performance paper (Abe et al. 2023), which provides
the standard pipeline reconstruction results, to which we refer
for comparison purposes of our novel reconstruction method.

This paper is organized in the following way. In Sect. 2, we
first describe the LST-1 data and how their properties are repro-
duced by our model. In Sect. 3, the definition of the likelihood
function that will be maximized to fit the model to the data is
provided. Section 4 contains the description of the full analy-
sis pipeline used with the LST-1 and of the dataset analyzed in
this paper. It also validates the Monte Carlo (MC) simulations
with comparison between data and MC. The performance of the
method is then estimated from simulations in Sect. 5. In Sect. 6,
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the method is applied to the observations of the Crab Nebula
to perform high-level analysis and the analysis results are com-
pared with historical data. Finally, we discuss possible future de-
velopments in Sect. 7 and conclusions are drawn in Sect. 8.

2. Data and model description

The IACTs focus the Cherenkov light from EASs onto a cam-
era with pixels sensitive to single photons. These pixels and cor-
responding readout electronics convert incoming photons into
a temporally extended electronic signal with an average inte-
grated charge proportional to the number of photons. For many
of the implemented cameras, including the one of the LST-1, the
recording of these responses as a function of time is acquired and
called a waveform. In the LST-1, the waveform is composed of
40 samples recorded at a frequency of 1.024 GHz. To extend the
dynamic range, while keeping excellent precision, two gains are
used in the readout electronics and the gain channel that provides
the best charge resolution is selected.

The likelihood reconstruction method that we present in this
paper has been applied to calibrated waveforms. The calibration
includes pixel-wise corrections to the gain and timing, which
are derived from specific calibration data. The baseline was sub-
tracted and the gain factor was applied to obtain the waveform
in photo-electrons per sample unit.1 An LST-1 event is thus a
set of 1855 waveforms combining random pedestal fluctuations
and the signal from the EAS. Examples of such waveforms are
shown in Fig.1. The main contribution to the baseline fluctuation
is the night sky background (NSB). The waveforms were syn-
chronized using independently measured time-shift corrections
on the relative timing between pixels.

The method presented here models the development of
a gamma-ray-initiated electromagnetic EAS in the photo-
detection plane of the camera. The event characteristics, pre-
dicted by the model, are compared to the event’s waveforms.
The best-fit parameters of the model correspond to those max-
imizing the likelihood of the model for the event. This model
must adhere to a set of key requirements:

– it must predict the number of photons reaching each pixel
and the associated timing;

– it must include the pixel response;
– it must be simple enough to enable a quick convergence of

the fit;
– it must be accurate enough to improve the reconstruction of

the primary particle properties.

Electromagnetic EASs develop around the primary particle tra-
jectory, and Cherenkov emission occurs in the region of the EAS
where the energetic electrons and positrons are. The emitted
light is registered when the shower produces a number of photo-
electrons in the camera above the trigger threshold. The shower
light, focused by the telescope mirror, forms a roughly elliptical
image with a distribution of photo-electrons decreasing toward
its edges. Therefore, we decided to model the spatial distribution
of charge using a 2D Gaussian. Moreover, the charge distribution
exhibits an asymmetry along the longer axis of the image (Fe-
gan 1997), which we included in the model. This asymmetry is
due to the fact that the most energetic particles in the EAS are
located close to the point of interaction. The spatial model is
ultimately characterized by a set of seven parameters: the total

1 It is also possible to apply the method before this step by including
the gain and baseline in the likelihood function as done in the original
implementation (Alispach 2020)

Fig. 1. Example of LST-1 event. Top: Image of the reconstructed charge
for each pixel of a LST-1 event. The large majority of pixels recorded
only noise. We highlight two pixels hit by the shower light and and sev-
eral others without any Cherenkov signal, indicated by red and green
circles, respectively. Bottom: Calibrated waveforms for the selected pix-
els of the image at the top.

number of photo-electrons, N, the position of the center of the
model in the camera frame (xo, yo), the two Gaussian standard
deviations along its main axis on each side of the maximum and
the one along the secondary axis (l+, l− and w), and the angle, ψ,
between the shower main axis and the camera x axis.

µ(x, y) =
N

π(l+ + l−)w
exp(
−L2

2l2±
)exp(

−W2

2w2 ), (1)

with

L = (x − x0)cos(ψ) + (y − y0)sin(ψ)
W = (y − y0)cos(ψ) − (x − x0)sin(ψ) , (2)

and where l± is l+ or l− depending on the sign of L. This
spatial component of the model gives the expected number of
photo-electrons, µ, in each pixel, as is illustrated for a simulated
gamma-ray event in Fig.2-left, where the spatial model parame-
ters are also shown.

The evolution of the time of arrival of the light as a function
of the position of emission is directed by the EAS extension in
the atmosphere and the velocity of the emitted Cherenkov light.
The resulting time profile is strongly dependent on the impact
parameter; that is, the distance between the telescope and the
EAS axis of the shower, as is illustrated in Mazin et al. (2008);
Aliu et al. (2009). Most EASs have a large impact parameter,
in which case the position of the center of gravity of the EAS
light in the camera moves at a constant speed along the main
shower axis, the projection of the development of the shower in
the atmosphere. Therefore, we applied a linear temporal model
to describe the development of the image in the camera plane as
a function of the position of the pixel in the camera projected
onto the spatial main axis. Due to the higher velocity of par-
ticles compared to the velocity of light in the atmosphere, the
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time difference between the arrival of photons emitted early and
late in the shower development reduces with the impact parame-
ter, reaching zero at intermediate impacts. Using our gamma-ray
application MC simulation,2 we observe this happening at im-
pact parameters between 100 and 125 meters, decreasing with
energy. The fraction of events with impact parameters larger
than 125 meters is 50%, 78%, and 90% for the energy ranges
[10 GeV−100 GeV], [100 GeV−1 TeV], and [1 TeV−10 TeV],
respectively. In cases of very low impacts, the photons will arrive
first near the center of the image and then at the edges. Still, the
linear time gradient carries relevant information on the shower
and can thus be used in the analysis. The use of a more complex
and realistic temporal profile is not covered in this work. Our
linear temporal model is parametrized by the time gradient, v,
representing the time shift per unit distance along the main axis
of the shower, and a reference time, to, for the position (xo, yo). It
provides t̂, a reference time per pixel for the Cherenkov photons’
time of arrival. This is illustrated in Fig.2-top-right, representing
the distribution of the sum of waveform amplitudes as a function
of time and the projection of the pixel position on the main axis
of the spatial model component. No dispersion of the arrival time
in a single pixel is included as this model proved to already be a
good approximation with the sampling rate used here.

The last component of the model is a pixel response func-
tion. It represents the waveform induced by the detection of pho-
tons in a pixel. This includes the light sensor, along with the
response from the front-end electronics. Consequently, the re-
sponse of the pixel to X photo-electrons can be calculated as a
linear combination of the normalized single photo-electron re-
sponses. We indicate with T (t) the normalized pulsed response
to a single photo-electron as a function of time. Since we are
neglecting the time dispersion of the photon arrival within a sin-
gle pixel, the response of a pixel to X photo-electrons reduces
to X × T (t), simply scaling the model waveform. Since two gain
channels are available in LST-1, two associated pulse templates
are provided and used accordingly. They are shown in Fig.2-
bottom-right. The temporal model gives the time corresponding
to the arbitrary zero of the single photo-electron response tem-
plate. Consequently, t̂ is shifted compared to the times of the
maximum of the waveforms, as is visible in Fig.2-top-right.

3. Definition of the model likelihood

The complete likelihood of the model was estimated for the
event waveform. The waveform is a set of signal values, S i j, for
each pixel, i, and each sample of time, j. The full likelihood of
the model is the product of the likelihood of each sample, Li j.
To reconstruct the model parameters, we need to maximize the
log-likelihood:

lnL =
pixels∑

i

times∑
j

lnLi j. (3)

The single sample likelihood is represented by the probabil-
ity of observing the signal, S i j, knowing µi, the average number
of photo-electrons in the pixel, i, from the spatial component
of our model, Ti, the normalized single photo-electron response
template for the gain used in the pixel, i, and t̂i, its reference time
from the temporal component of our model. Three effects need to
be taken into account. First, the exact distribution of Cherenkov

2 As is defined in Sect. 4.1, and weighted as in Sect. 4.2

light emission by the EAS particles and the conversion of pho-
tons to photo-electrons by PMTs are stochastic. Consequently,
the probability mass function of receiving k photo-electrons in
the pixel, i, knowing µi is a Poisson law:3

P = P(k|µi) =
µk

i

k!
e−µi . (4)

Second, the normalization of the response of the pixel to any
photo-electron is randomly distributed. It is illustrated, for the
case of LST-1, in Fig.3. In the likelihood computation, we ap-
proximate this distribution by the Gaussian also shown in Fig.3
with the gain smearing, σs, as the standard deviation. Finally,
the baseline of the waveform fluctuates from NSB and electronic
noise. The baseline fluctuations come from a large number of ef-
fects and are mostly represented by a Gaussian probability den-
sity function with a standard deviation, σe. In PMTs, afterpulses
lead to a small deviation from the Gaussian behavior, which is
not accounted for in the following likelihood. All Gaussian terms
(one for the baseline and one for each photo-electron) can be
combined in a single Gaussian. It represents the probability of
observing a signal, S i j, from k photo-electrons. We denote the
time associated with S i j as ti j. In this case, the expected charge
for this sample is k × Ti(ti j − t̂i). We have:

G = P(S i j|k, ti j − t̂i,Ti) (5)

G =
1

√
2πσk

exp
− (S i j − kTi(ti j − t̂i))2

2σ2
k

. (6)

Here, we have introduced σk =

√
σ2

e + k(σsTi(ti j − t̂i))2 as
the standard deviation of the combined Gaussian. The total prob-
ability of observing S i j from our model is then a sum of the con-
tributions of all possible numbers of photo-electrons, k ∈ [0,∞]:

Li j = P(S i j|µi, ti j − t̂i,Ti) (7)

=

∞∑
k=0

P(k|µi)P(S i j|k, ti j − t̂i,Ti) (8)

=

∞∑
k=0

P ×G (9)

Li j =

∞∑
k=0

µk
i

k!
e−µi ×

1
√

2πσk
exp
− (S i j−kTi(ti j− t̂i))2

2σ2
k

. (10)

The likelihood function contains an infinite sum of computa-
tionally expensive terms. Therefore, two approximations were
implemented. First, the likelihood converges to a fully Gaus-
sian function when the signal increases (Alispach 2020). Hence,
we introduced a transition charge, µtrans, such that pixels with
µi > µtrans use the following Gaussian approximation:

Li j =
1

√
2πσµi

exp

− (S i j−µiTi(ti j− t̂i))2

2σ2
µi

 (11)

3 Originally, the method was developed to be compatible with pixels
using Silicon Photo-multipliers, so crosstalk was also taken into account
and a generalized Poisson law (Vinogradov 2012) was used.
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dist

 α

Fig. 2. Model description. Left: 2D asymmetric Gaussian spatial model obtained after fitting the full model to an MC gamma-ray event. The red
star is the position of the gamma-ray source in the camera. Spatial model parameters, and source-dependent analysis parameters (α and dist),
are also shown. Top right: Waveform amplitude distribution as a function of time and of the position along the fit main axis in the same event.
The orange line represents the linear shift between the time of arrival of the signal at different positions along the shower main axis given by the
temporal model. The red line is the same temporal model shifted to the maximum of the waveforms for illustration. Bottom right: Template of the
normalized pulsed response of a pixel to a single photo-electron in the two gain channels used by LST-1.
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Fig. 3. Single photo-electron (SPE) amplitude distribution and Gaussian
model used to approximate its variance. The SPE amplitude is given rel-
ative to the average amplitude of the signal produced by a single photon
converted in a PMT.

With σµi =

√
σ2

e + µi(Ti(ti j − t̂i))2.

The second approximation is to limit the infinite sum in Li j
to a maximum kmax. It must be selected so that the terms of the
sum with k > kmax are negligible. µtrans is adapted to kmax to
guarantee this behavior when the Gaussian approximation is not
used. The value of kmax is configurable but can be constrained
by software limitations (e.g., the maximum factorial usable with
a 64-bit integer is 20). The current configuration for analysis of
LST-1 mono data uses µtrans = 0, meaning that all pixels are
processed using the Gaussian approximation. It was verified on
MC simulations that such a configuration has nearly no effect on

analysis performance compared to using higher possible values
of µtrans, while the required computational power is significantly
reduced. This is illustrated in Fig.4, where the ratio of the total
fit charge from our model divided by the true number of photo-
electrons from the simulation is shown for two configurations.
The case using µtrans = 0 p.e. is compared to the case using
µtrans ≈ 8.8 p.e., the latter being associated with kmax = 20.4

A preselection of pixels and times was also performed to
avoid wasting resources on regions of the data far away from
the signal. It can also limit the number of stars in the fit region,
and thus limit the number of pixels with complex behaviors. In-
deed, stars add light in specific pixels, increasing their wave-
form fluctuations. In the case of bright stars, it can also lead to
an automatic adjustment of the pixels gains. Current MC sim-
ulations do not account for such localized and time-dependent
effects. Only pixels contained in an ellipse defined from Hillas’
parameters (Hillas 1985) with three times its semi-major and mi-
nor axes were used. This choice was not optimized for analysis
or computing performance but should keep all signal pixels for
gamma-ray events.

4. Analysis

4.1. Pipeline and data description

The method described here was implemented in the cta-lstchain
pipeline (Lopez-Coto et al. 2023) as an alternative to image re-
construction based on the extraction of Hillas’ parameters. Us-

4 This requires that the P(k > kmax) terms be less than (1/kmax)%,
which should allow us to ignore less than 1% of the Poisson probability
mass function
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Fig. 4. Distribution of the ratio of total charge from the likelihood fit of
our model divided by the true number of photo-electrons simulated in
the event. Distributions are very similar when using only the Gaussian
approximation of the likelihood for all pixels, and when using the com-
plete likelihood function (with kmax = 20) for pixels with an expected
charge of less than 8.8 p.e.

age of the latter for LST-1 is covered in (Abe et al. 2023).
cta-lstchain is the analysis pipeline developed to analyze LST-1
data until the CTAO data analysis pipeline is released. It per-
forms the analysis of LST-1 data and transforms raw wave-
forms into a collection of reconstructed gamma-like events. The
standard event processing follows the steps: 1. waveform cali-
bration, 2. charge and peak time extraction, 3. image cleaning,
4. Hillas parametrization, 5. primary particles property infer-
ence, and 6. event selection and instrument response function
(IRF) creation. Hillas parametrization consists of the extraction
of the image momenta from the integrated charge images5 of
IACTs. It has been shown to be a simple and robust way to ex-
tract useful information from the Cherenkov telescope data.

Our method, which we label as “LH fit,” works using the
calibrated waveforms to perform an image parametrization in
the place of steps 2, 3, and 4 described above. It then replaces
the Hillas parametrization used in the primary particle proper-
ties inference (step 5) with our model parameters. The fit was
initialized using seed parameters derived from Hillas’ image
parametrization. The fit was made by minimizing −2lnL with
iminuit (Dembinski & et al. 2020).

After the extraction of the model parameters, the energy, di-
rection of arrival, and gamma-hadron classification score (called
gammaness) of each event were estimated using random forests
(RFs) trained on simulated data. In total, four RFs were used: a
regressor for the energy reconstruction, a regressor for the value
of the displacement vector between the EAS signal core and the
source position, a classifier for the vector orientation, and a clas-
sifier for the gamma-hadron classification. The package used for
this purpose is SciPy (Virtanen et al. 2020). The parameters used
for the RF were (depending on reconstructed quantity, see Fig.5-
6):

– log N, the total charge of the modeled image on a log10
scale;

– ro and ϕo, the circular coordinate representation of the center
of the spatial model (xo, yo);

5 Obtained using a LocalPeakWindowS um charge extraction algo-
rithm (ctapipe 2022)

– the average model length (l = (l+ + l−)/2) and the associ-
ated length asymmetry parameter (±l+/l−), where the sign
depends on whether the longer side is the early or late part
of the signal development;

– the model width, w, and the ratio, w/l;
– ψ, the angle between the shower main axis and the camera x

axis;
– v, the time gradient in the temporal model;
– a leakage parameter, defined as the fraction of charge in pix-

els surviving cleaning located in the last two layers of pixels
at the edge of the camera. This parameter was defined using
the standard charge extraction and cleaning;

– the telescope pointing information: azimuth and altitude an-
gles;

– the reconstructed energy (log scale) and value of the recon-
structed displacement vector. These were only used for the
gamma-hadron classification;

– for the gamma-hadron classification, the parameters ex-
tracted through the model alone are less effective than the
standard Hillas’ parameters. We thus included fit and Hillas’
parameters (described in Abe et al. (2023)) in the RF fea-
tures.
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Fig. 5. Relative importance of the features of our gamma-hadron clas-
sifier. Parameters labeled LHfit are derived from our model. Parameters
labeled Hillas are Hillas’ parameters. The classification is dominated
by Hillas’ parameters, with in particular the ratio of Hillas’ width over
length being the most important after the centroid position. The impor-
tance of this parameter was expected, since hadronic EASs are generally
wider than electromagnetic EASs.

The high-level analysis of the data reduced with cta-lstchain
was finally performed with the package gammapy version 1.0.1
(Donath et al. 2023; Acero et al. 2023), a package dedicated to
the high-level analysis of astronomical data. This paper uses the
same three datasets as in (Abe et al. 2023): a set of MC simu-
lations was used to train the RFs (training MC), another set of
MC simulations was used to check the agreement between real
observation data and MC data as well as to produce the IRFs for
the data analysis (application MC), and observations of the Crab
Nebula were also used.

The training MC set was simulated at pointings following the
declination of the Crab Nebula (see the black points in Fig. 7). It
contains both diffuse gamma rays and proton simulations. Only
gamma-ray simulations were used for the training of the energy
and direction reconstruction, while both gamma-rays and pro-
tons were used to train the gamma-hadron classifier. The appli-
cation MC simulations were used to evaluate analysis perfor-
mance and to create IRFs. The IRFs currently in use are the en-
ergy migration matrix, which links the energies reconstructed by
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Fig. 6. Relative importance of the features of our energy and direction
RFs. The energy regression is mostly related to the total light of the
fit model and to the temporal development that indirectly relates to the
impact parameter, and thus the distance between the telescope and the
EAS. The displacement regressor, which gives the angular separation
between the source and the image centroid, has a strong dependence on
the model length and temporal development. Finally, the displacement
classifier, determining which side of the image centroid the source is
located on, is largely dominated by the LH fit, Ψ, which combines in-
formation on the orientation of the model and the direction of temporal
development.

the RF to the true energy of the events, and the effective area
of the instrument, which is used to convert the observed number
of excess events to fluxes. The application MC simulations were
divided into eight pointings near the Crab Nebula path at 10, 23,
32, and 43 degrees from the zenith with two azimuth angles each
(see Fig. 7 stars). The NSB level in both MC sets was adjusted, in
the events waveforms, to the level observed in the Crab Nebula
field of view.
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Application MC, Zd=23.6°
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Fig. 7. Position of the pointings in the simulation productions used in
this paper. Zd, for zenith distance, is the angle between the zenith and
the pointing position. The black points are for our training MC set, pro-
duced along the trajectory of the Crab Nebula. The stars are the point-
ings of the application MC sets.

The Crab Nebula dataset corresponds to a total of 36 hours
of observations taken between November 2020 and March 2022.

Source-dependent analysis
It is possible to add a set of parameters accounting for the

known source position in the camera plane. This technique, al-
ready used with Hillas’ parametrization, can also be used with
our method. In our case, the parameters of interest are:

– α, the angle between the longer axis of the model and the
line connecting the centroid of the model and the position of
the source;

– dist, the distance between the (x0, y0) of the model and the
position of the source.

The results of our pipeline using this slightly different anal-
ysis are also shown in the following sections. No direction re-
construction was performed in this case, as it is assumed to be
known.

4.2. Comparison between observed and simulated data

Prior to the evaluation of the method’s performance, we needed
to ensure that our simulation correctly reproduces the observa-
tion data. To do so, we compared the basic quantities’ distribu-
tions, such as the individual pixels’ charge distributions and the
distribution of image intensity. Intensity refers to the total charge
extracted in pixels surviving cleaning in the standard event pro-
cessing (steps 2 and 3). Figure 8 shows the individual pixel
charge distribution with no EAS contribution. The MC with an
adjusted NSB shows a very similar distribution when compared
to the data. The NSB adjustment was performed by injecting
single photo-electron pulses directly into the waveforms. This
differs from (Abe et al. 2023), for which an adjustment of the
integrated charge per pixel was done. The NSB adjustment does
not include localized effects from stars, which are responsible
for brighter pixels than expected. Then, the first step in evalu-
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Fig. 8. Distribution of pixel charges for data without EAS contribu-
tion. Pedestal events, taken during standard data taking without triggers
based on EAS detection, were used for real observations. For MC, pixels
with a true charge of 0 p.e. from Cherenkov photons were considered.
A significant improvement of the agreement between data and MC is
observed when adjusting the NSB level.

ating the method was to assess the agreement between the ob-
served data and the simulation for model parameters from our
parametrization and the outputs of the RFs. We applied a loose
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preselection of events to reduce the statistical fluctuations of the
background contribution and systematic effects from the evolu-
tion of data-taking conditions:

– only events with an intensity above 80 p.e. were considered;
– an upper limit on the angular distance between the true and

reconstructed source direction (θ).

In observation data, the same selection was applied to a region in
the sky, a so-called OFF region, which is symmetric compared to
the source position with respect to the telescope pointing direc-
tion. The background distribution extracted in this way was used
to quantify the contribution from the excess signal in the data.
This remaining excess in observation was then compared to the
gamma rays from our application MC after normalization of the
number of events following the expected source spectral energy
distribution (SED). The Crab Nebula SED is very well known
and stable in the energy band where IACTs are sensitive (Alek-
sić et al. 2015).

A subset of parameter distribution comparison is shown be-
low with both model parameters (Figs. 9-10) and primary parti-
cle parameters reconstructed by RFs (Figs. 11-12). In Figs. 9-10-
11, the excess distribution in the data is shown as orange points.
It is compared to the blue histogram obtained with the gamma-
ray simulations. In histograms corresponding to the lowest in-
tensity events, a pink step histogram represents the contamina-
tion of the OFF region by signal, which can occur because of the
occasional poor direction reconstruction at low energies. A split-
ting of the data was performed depending on the intensity of the
image. This allows us to see the evolution of the agreement with
the image brightness. Faint images are harder to reconstruct due
to a lower level of signal over baseline fluctuations in the wave-
form, fewer pixels containing a signal from which morphologi-
cal information can be extracted, and a larger similarity between
electromagnetic and hadronic showers. We can see in Fig. 9 the
good agreement between signal excess in the data and gamma-
ray simulations for images with high intensity, and thus a good
signal-to-noise ratio. The parameters shown are quite important
for the reconstruction (see Fig. 6). When looking at the effect of
image intensity on the agreement between data and MC, some
problematic trends can be seen. For example, Fig. 10 shows that
the LH fit length of images in high-intensity data is on average
slightly larger than in simulations.

The effect of these small deviations between the observed
and simulated distributions of the fit model parameters can be
evaluated using the reconstructed particle properties. Figure 11
shows the comparison for the gammaness for four image inten-
sity ranges. Excellent agreement is found for images at low in-
tensities but it degrades slowly at higher intensities. The distribu-
tion in the data is shifting slightly toward lower gammaness val-
ues. This indicates a lower gamma-hadron separation power in
real data for these events, but with a limited effect on the gamma-
hadron separation power, since the score of hadrons is very low
for images of this quality. A more problematic consequence is a
wrong estimation of the effective area for a given event selection.
With the θ < 0.25◦ selection applied here, and assuming a selec-
tion of gammaness for a gamma-ray efficiency of 70% per inten-
sity bin, the true effective area would be biased compared to the
expected one by, respectively, -4.6%, +2.7%, -8.7%, and -16.9%.
At very low intensity, a small excess of events with gammaness
around 0.5 is seen. The vicinity of the Crab Nebula is a rather
complicated region for astrophysical observations. It is charac-
terized by a high level of nonuniform NSB due to the presence of
bright stars with a V-band magnitude below 7. This can lead to
large statistical fluctuations in the levels of observed signal-like

and background-like events, and to possible systematic bias in
the inputs of the signal or background discriminator. In particu-
lar, the addition of light in pixels affected by stars can widen the
light pool and create less elliptical images from EASs, which
is thus more similar to hadron-initiated air showers. Given the
high importance of extension parameters in the gamma-hadron
classifier, this can naturally lead to a degradation of the classifi-
cation power. But the full effect of stars is likely more complex,
as it also biases the image intensity used to separate events in our
figures, and very bright stars can also induce local reductions of
the gain in the camera that are not accounted for in this analysis.
Another possible source of discrepancy is the variation in trig-
ger settings, which is pronounced in the early commissioning
data of the LST-1, collected before September 2021. This was
already discussed in (Abe et al. 2023), and no visible discrepan-
cies arise from the variation in trigger settings when considering
only events with an intensity above 80 p.e., so it should not affect
our results. Finally, the very good agreement for the distribution
of the reconstructed energies is shown in Fig. 12.

5. Performance with LST-1 simulations

To evaluate the performance improvement from our method, we
extracted the angular resolution of the direction reconstruction
as well as the relative resolution and bias of the reconstructed
energy. We then compared it with the one used in the recent LST
performance paper (Abe et al. 2023) – which we label “stan-
dard.” To ensure the fairness of the comparison, we reproduced
the exact same event selection criteria and computation meth-
ods. Since for low zenith angles, such as the ones considered
here, the performance obtained with different azimuth values of
the same elevation are nearly identical, we present average val-
ues over both azimuth values for each zenith. During direction
reconstruction at low energy, the sign defining the orientation of
the reconstructed vector can be wrong. The rate of such occur-
rences for gamma-ray MC as a function of image intensity is
shown in Fig. 13. This appears as a secondary bump in the radial
distribution of events. In order to keep an efficient angular event
selection, and to only consider the central PSF for the angular
resolution, both the θ-based event selection and the angular res-
olution were evaluated only using events reconstructed with the
right sign from the displacement classifier.

We applied the following event selection:

– a reconstructed energy-dependent lower limit on the gam-
maness chosen to achieve a given gamma-ray efficiency
(here 40, 70, or 90%);

– for the angular resolution, a selection of events with a correct
sign from the displacement classifier.

– for the effective area, energy resolution, and energy bias, a
reconstructed energy-dependent cut on θ for a 70% gamma
efficiency evaluated on the gammaness selected events with
a correct sign from the displacement classifier. The criteria
on the sign from the displacement classifier was not directly
applied in these cases.

It is important to remember that the MCs used were uniformly
tuned to the level of NSB corresponding to the Crab Nebula field
of view. This field of view is in the galactic plane, and thus dis-
plays a higher NSB than that in the extragalactic sky. For both
methods, slightly better results are expected if we consider ob-
servations with a lower NSB. The largest effect of NSB on our
performance is a 5% degradation of the angular resolution be-
low 200 GeV compared to our nominal MC, with NSB levels
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Fig. 9. Comparison of the model parameters’ distribution between excess events from Crab Nebula observation and simulated gamma events with
an energy distribution following the Crab Nebula spectrum. Four model parameters’ distribution for image intensities between 800 and 3200 p.e.
are shown.
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Fig. 10. Same as Fig.9 but showing only the LH fit length parameter for four image intensity ranges. Using these four intensity ranges allows us
to see the evolution of the agreement between data and MC for different primary energy and signal-to-noise ratios in the pixels.

slightly darker than a standard extragalactic field of view. Dou-
bling the NSB injection degrades the angular resolution further
by up to 10 percent in this energy range. Effects on the energy
reconstruction are less than 5 percent in both cases and affect
less of the energy range.

In Fig. 14, the effect of the efficiency of the cut used to select
events is evaluated for pointing at 10° away from the zenith. This
allows us to see, without optimizing for a specific science case,
the range of performances that could be reached depending on
the requirement of event statistics versus reconstruction quality.
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Fig. 11. Comparison of the gammaness distribution between excess events from Crab Nebula observation and simulated gamma events with an
energy distribution following the Crab Nebula spectrum. A comparison is made for four image intensity ranges. The distribution shifts closer to
one with higher intensity, showing the expected improvement of the gamma-hadron discrimination power with image intensity.
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Fig. 12. Comparison of the reconstructed photon energy distribution
between data and MC.

The angular resolution, defined as the 68% containment angle
of the θ distribution of gamma-ray events, of LST is optimal
in the tera-electronvolt energy region, where it achieves 0.11°
considering the 40% most gamma-like events and still reaches
0.20° if 90% of the gamma-rays are retained. It degrades at low
energy to 0.36° at 20 GeV. Such a degraded angular resolution
can be problematic for the typical reflected background method
used to analyze IACT data taken in “wobble mode,”6 since the

6 Wobble mode observations are performed by pointing the telescope
at a position in the sky offset from the source of interest by a small
angle (typically by 0.4° for LST), changing pointing regularly around
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Fig. 13. Fraction of gamma-ray events from our application MC recon-
structed with a wrong sign from the displacement classifier as a function
of image brightness after applying an energy-dependent gammaness cut
for 70% gamma-ray efficiency.

region used to estimate the background is likely to be contam-
inated by the signal. The LH fit allows for an improvement of
the angular resolution of 10 to 21% at low energy, with a max-
imum improvement of around 150–200 GeV. The improvement

the source position while keeping the same offset. Generally, pointings
go in pairs, which are symmetric with respect to the source position.
This allows us to estimate with the same dataset the background at
the source position in a region of the sky with the same offset to the
telescope pointing, and thus, assuming radial symmetry, with the same
acceptance. Asymmetries potentially arising from the observation con-
ditions are partially compensated for by the pointing pair and even more
by using multiple such pairs.
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in the full energy range is better when considering more events
instead of only the most gamma-like ones, but an improvement
is visible anyway. Indeed, the LH fit angular resolution is ∼10%
better than the standard analysis at nearly all energies. However,
for the most gamma-like events, a worsening of a few percent is
observed above ∼7 TeV. The energy resolution is also best near
2 TeV, reaching between 12.7 and 18.2%. It is worse at 20 GeV,
where it degrades to ∼40%. The LH fit allows for an improve-
ment of the energy resolution of up to 43% at threshold energy
but is more generally around 10 to 15% better than the stan-
dard analysis over the majority of the energy range considered,
even at the highest energies. The difference between the effec-
tive areas is directly linked to the ratio of cut effectiveness. The
effective areas reach a few 105 m2 around a few hundred giga-
electronvolts. The superior direction reconstruction of the events
with LH fit, coming from a better evaluation of the sign of the
displacement vector, leads to an increase in the effective area at
the lowest energies. At higher energy, the small differences in
the effective area are linked to the different energy reconstruc-
tions with the two pipelines. The increase in effective area at
high energy may be related to the degradation of angular reso-
lution, since it implies the use of different events. Improvements
in the reconstruction quality at low energy are related to a few
advantages of our method. First, no intensity-based cleaning was
applied to select pixels, so the tails of the charge distribution –
which can be a non-negligible part of the signal at low energy
– were used with our method. Second, the timing of the signal
is part of the fit. So, we constrained the shower direction with
both time and geometric considerations, and we avoided using
the charge information from a time in the waveform dominated
by NSB, as it can occur during standard charge extraction in faint
pixels.

Similar behaviors were observed with MC simulation with
pointing at 23°, 32°, and 43° away from the zenith with a slight
shift in energy. With these pointings, improvements compared
to the standard pipeline are still mostly between 10% and 20%
in angular and energy resolutions over most of the energy range.
The maximum improvements are, respectively, 22%, 22%, and
22% for the angular resolution and 47%, 46%, and 44% for the
energy resolution.

Source-dependent analysis
With the source-dependent analysis, the position of the

source in the camera is assumed to be known. In this case, a pres-
election based on θ used in the source-independent analysis can-
not be used. Instead, we used a reconstructed energy-dependent
cut on α, the angle between the longer axis of the model and
the line connecting the centroid of the model and the position
of the source, for a 70% gamma efficiency on the gammaness-
selected events. Also, the preselection based on the sign from the
displacement classifier was not carried out. The latter leads to a
better effective area at low energy in the event selection scheme
used here. The performance of the LH fit source-dependent anal-
ysis is shown in Fig. 15. In this figure, the ratios indicate the
improvement of the source-dependent analysis compared to the
source-independent case both using the LH fit method. An im-
provement of the energy resolution at the threshold is observed
with up to 40% improvement for the most gamma-like events
with observations at 10° from the zenith. This is due to the fact
that using the true source direction removes degeneracy in the
implicit determination of the impact parameter, which is of high
importance during the energy reconstruction. Improvements of
20% are also observed for looser event selections. This is ac-
companied by and correlated with a large reduction in the energy
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Fig. 14. Performance of the likelihood reconstruction method at 10°
from the zenith for three γ efficiencies. Each plot shows the LH fit
performance in the top section and the relative improvement compared
to the standard analysis, with performance evaluated in the exact same
way, in the bottom section. Top: Angular resolution (68% containment
angle). Middle: Energy resolution (68% relative containment) and bias
(median shift). Bottom: Effective area.

bias. Over most of the energy range, the source-dependent and
independent analyses show very similar results.

6. Application to data: Crab Nebula analysis

Using the observations of the Crab Nebula, we performed three
analyses. First, the improvement of the angular resolution seen
on MC in the previous section was verified by comparing the dis-
tribution of theta for excess events in the case of low-intensity
events, between the likelihood reconstruction and the standard
one. Similarly to Sect. 4.2, Fig. 16 shows a comparison of Crab
Nebula data and an MC simulation, here for the square of the pa-
rameter θ. It is here limited to the low image intensity case (80-
200 p.e.) and also includes the same distribution for the standard
reconstruction from (Abe et al. 2023). The comparison can be
considered fair, since the gammaness cut applied for event selec-
tion is based on the same gamma-ray efficiency (80%) for both.
We considered the low image intensity case in order to verify the
angular resolution improvement at low energy where it should be
the largest. From the Crab data histograms, the 68% angular con-
tainment was extracted: 0.196° for the likelihood reconstruction
and 0.249° for the standard reconstruction. This corresponds to a
27% improvement in the angular resolution, in line with the low
energy estimate from simulations.
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Fig. 15. Performance of the likelihood reconstruction method at 10°
from the zenith for three γ efficiencies. Each plot shows the LH fit
source-dependent analysis performance in the top section and the rel-
ative improvement compared to the LH fit source-independent analyses
in the bottom section. Top: Energy resolution (68% relative contain-
ment) and bias (median shift). Bottom: Effective area.
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Fig. 16. Distribution of the square angular distance between the source
position and the reconstructed gamma-ray origin (θ2) for low intensity
(80-200 p.e.) excess events. A good agreement is seen between data
from Crab Nebula observations and expectations from MC simulation
with the likelihood reconstruction. The same distribution for the stan-
dard reconstruction (from (Abe et al. 2023)) is also displayed. Verti-
cal lines represent the 68% containment for both data distributions and
show that the likelihood reconstruction reaches a better angular resolu-
tion.

Second, we evaluated the detection potential of the analysis
by evaluating the differential sensitivity7 from our dataset. To do
so, an optimization of the gammaness and angular cuts was per-

7 Defined as the minimal flux needed in an energy bin to reach a 5σ
detection with 50 h of observations while selecting at least 10 signal

formed for each energy bin on half of the available events. The
selection cuts thus optimized were applied to the other half. The
sensitivity curve is shown in Fig. 17, where it is also compared
to the standard analysis sensitivity obtained in the same way. An
improvement is visible over the full energy range. Our method
has a 10-20% better flux sensitivity between 100 GeV and 5 TeV,
nearly reaching the stereoscopic sensitivity of MAGIC above
300 GeV. The improvement increases rapidly below 100 GeV,
to nearly a factor of two with respect to the standard analysis at
30 GeV. At these energies, the requirement of at least 5% signal
over the background ratio limits the sensitivity. The factor-two
improvement needs to be considered carefully, since statistical
and potential systematic errors can be large at the energy thresh-
old. But the improvement trend below 100 GeV, associated with
a better background rejection potential, should be real.
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Fig. 17. Differential sensitivity of LST-1 using the likelihood recon-
struction method in percentage of the Crab Nebula flux. This was ob-
tained from data by optimizing the gammaness and angular cuts for best
sensitivity. The sensitivity shown here for the likelihood reconstruction,
and associated statistical errors, are the average of the curves obtained
through reversing the half of events used for cut optimization and sen-
sitivity estimation. The “standard” sensitivity is from (Abe et al. 2023).

We also performed a high-level analysis using gammapy to
produce an SED (Fig. 18). To do so, we applied event selec-
tion cuts derived from MC simulations following the procedure
described in Sect. 5, except that events with an intensity of less
than 80 p.e. were removed. While the rejection of very faint, non-
cosmic triggers and events too faint to be reconstructed correctly
could still be achieved with an even lower threshold, the choice
of 80 p.e. was motivated by the need to work around the evolv-
ing trigger settings used during the acquisition of this dataset.
We performed the analysis using a 70% efficiency gammaness
cut and 70% efficiency θ cut. The θ cut was in addition limited
to 0.32° to allow for the use of the reflected background method.
For each observation run, the closest MC simulation was used
to derive the energy-dependent event selection cuts and produce
IRFs. The event counts were evaluated in a region centered on
the Crab position with an energy-dependent radius following the
θ cut. The associated background count was evaluated using the
reflected background method with one region taken symmetri-

events with a signal/background of at least 5% and with an acceptance
ratio (source region/background only region) of 0.2.
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cally with respect to the center of the field of view. The spec-
tral shape fit to the data is a log parabola function. A very good
agreement is achieved with historical data from MAGIC (Alek-
sić et al. 2015), H.E.S.S. (Aharonian et al. 2006), and a joint
(Fermi-LAT, MAGIC, H.E.S.S. and Veritas) gamma-ray analy-
sis (Nigro et al. 2019), while a signal is observed at energies
lower than previous generation IACTs. The flux points were ex-
tracted after the SED using an energy binning of 8 bins per en-
ergy decade. At the lowest energies, there is a deviation between
the fit spectral model and the flux points, which may be related to
background systematics near the energy threshold of this dataset,
as is investigated in (Abe et al. 2023), and with the computation
of a flux point assuming a background count increased by 1% in
Fig 18. The 1% increase in the background count seems to over-
correct for the difference between the log-parabola spectrum and
flux points. Thus, indicating that background count systematic
errors should be lower than 1%. Additionally, a smooth connec-
tion between LST observations at VHE and Fermi-LAT obser-
vations at high energy (Arakawa et al. 2020) is observed. The
source-dependent version of this SED is nearly identical, as is
shown in Fig.19.

7. Future potential

Although it is already possible to use the method presented in
this paper with promising results, it can still be further improved.
First, there could be an improvement in terms of processing time.
The current version, for which extensive optimization work was
done, processes events at a speed on the order of 15 events per
second. Considering that the trigger rate of a single LST is be-
tween 5 and 10 kHz, a faster processing speed is desirable. A
study of which events are the most time expensive, and of pos-
sible solutions, is thus interesting. One possible improvement
could come from having a fast pre-analysis to remove very non-
gamma-like events. In addition, a higher level of optimization of
the software, either through rewriting some sections or interfac-
ing with a faster language, could lead to measurable improve-
ments. Second, the current implementation does not make use
of all the calibration information available, such as information
on deactivated pixels and the temporal monitoring of pedestal
variance from interleaved pedestal events. Including this infor-
mation should improve performance when analyzing observa-
tion data and improve the agreement between observations and
simulations.

The method implementation described in this paper was per-
formed in a monoscopic context with LST-1. The extension of
the technique to stereoscopic reconstruction is in preparation. It
may require changing the model from a 2D image model, rep-
resenting a Cherenkov shower projected in a camera plane, to a
3D shower model, representing the 3D distribution of Cherenkov
light emitted by a photon-induced electromagnetic shower. The
model would also need to be projected in all considered tele-
scopes and the model parameters fit together. The alternative
to applying the monoscopic parametrization to all telescopes,
combining information at later stages, is also a possibility but
would linearly scale the processing time with the number of tele-
scopes. Although the complexity per event will increase with
a 3D model, both from the model and the quantity of data in-
volved, it will bear advantages: the model will be closer to the
primary particle and will thus directly include parameters that
currently require RF to be recovered (in particular, the direction
of arrival, but perhaps also the energy); the data available to con-
strain the model will increase faster than the model complex-
ity. Three-dimensional shower models exist (Lemoine-Goumard

et al. 2006), and would need to be improved and extended with
a temporal component before implementation.

8. Conclusion

The likelihood-based method presented in this paper was suc-
cessfully applied to the LST-1 data taken on the Crab Nebula
and on gamma-ray simulations. In doing so, it was shown to be
reliable for real applications, even with difficult fields of view.
Our technique has been shown, from data or simulations, to im-
prove the angular resolution by up to 22%, the energy resolution
by up to 47%, and the sensitivity by a difference of up to nearly
a factor of two at 30 GeV, compared to using Hillas parametriza-
tion with the same method to select events and derive these per-
formance metrics. The greatest improvements are seen at low
energies, where the biases linked to the charge extraction used in
other methods are the largest. However, a general improvement
over the full energy range is also observed, with both angular and
energy resolution and sensitivity at least ∼10% better at most
energies. The improvements in angular and energy resolutions
were verified to have limited dependence on the telescope point-
ing. Further developments and improvements of the method are
envisioned. Computational optimization could increase the event
processing speed. Exploiting the monitoring information during
the observations could be included in the methods for better re-
construction. Finally, with the upcoming telescopes planned to
be deployed in La Palma, the method can be adapted to stereo-
scopic reconstruction, potentially providing an improvement in
performance in the CTAO era.
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Fig. 18. SED of the Crab Nebula obtained with the source-independent analysis presented in this paper and with the standard analysis from (Abe
et al. 2023). The only errors are statistical.
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method.
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