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#### Abstract

In this paper we consider compound conditionals, Fréchet-Hoeffding bounds and the probabilistic interpretation of Frank t-norms. By studying the solvability of suitable linear systems, we show under logical independence the sharpness of the Fréchet-Hoeffding bounds for the prevision of conjunctions and disjunctions of $n$ conditional events. In addition, we illustrate some details in the case of three conditional events. We study the set of all coherent prevision assessments on a family containing $n$ conditional events and their conjunction, by verifying that it is convex. We discuss the case where the prevision of conjunctions is assessed by Lukasiewicz t-norms and we give explicit solutions for the linear systems; then, we analyze a selected example. We obtain a probabilistic interpretation of Frank t-norms and t-conorms as prevision of conjunctions and disjunctions of conditional events, respectively. Then, we characterize the sets of coherent prevision assessments on a family containing $n$ conditional events and their conjunction, or their disjunction, by using Frank t-norms, or Frank t-conorms. By assuming logical independence, we show that any Frank t-norm (resp., t-conorm) of two conditional events $A \mid H$ and $B \mid K, T_{\lambda}(A|H, B| K)$ (resp., $S_{\lambda}(A|H, B| K)$ ), is a conjunction $(A \mid H) \wedge(B \mid K)$ (resp., a disjunction $(A \mid H) \vee(B \mid K)$ ). Then, we analyze the case of logical dependence where $A=B$ and we obtain the set of coherent assessments on $A|H, A| K,(A \mid H) \wedge(A \mid K)$; moreover we represent it in terms of the class of Frank t-norms $T_{\lambda}$, with $\lambda \in[0,1]$. By considering a family $\mathcal{F}$ containing three conditional events, their conjunction, and all pairwise conjunctions, we give some results on Frank t-norms and coherence of the prevision assessments on $\mathcal{F}$. By assuming logical independence, we show that it is coherent to assess the previsions of all the conjunctions by means of Minimum and Product t-norms. In this case all the conjunctions coincide with the t-norms of the corresponding conditional events. We verify by a counterexample that, when the previsions of conjunctions are assessed by the Lukasiewicz tnorm, coherence is not assured. Then, the Lukasiewicz t-norm of conditional events may not be interpreted as their conjunction. Finally, we give two sufficient conditions for coherence and incoherence when using the Lukasiewicz t-norm.
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## 1. Introduction

In this paper we consider conjunctions and disjunctions of conditional events. These compound conditionals are defined in the setting of coherence as suitable conditional random quantities, with values in the unit interval (see, e.g. [27, 28, 29, 30, 33, 34, 52, 53]). In [30] we proved the sharpness of the FréchetHoeffding bounds for the prevision of the conjunction and disjunction of two conditional events. We recall that such lower and upper bounds are particular Frank t-norms and t-conorms: for the conjunction they are the Lukasiewicz and Minimum t-norms, respectively; for the disjunction they are the dual t-conorms. In this paper we generalize this result to the conjunction $\mathcal{C}_{1 \cdots n}$ and the disjunction $\mathcal{D}_{1 \cdots n}$ of $n$ conditional events $E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}$. To obtain this result we study the solvability of suitable linear systems associated with prevision assessments $\mathcal{M}$ on the family $\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}, \mathcal{C}_{1 \cdots n}\right\}$. We provide some explicit solutions for the linear systems and we show that the set of coherent assessments $\mathcal{M}$ is convex. To better illustrate our results, we examine more details in the case of three conditional events.

We discuss the case where the prevision of conjunctions is assessed by Lukasiewicz t-norms and we give explicit solutions for the linear systems; then, we analyze a selected example. We give a probabilistic interpretation of Frank t-norms and t-conorms as prevision of conjunction and disjunction of conditional events, respectively. Then, we characterize the sets of coherent prevision assessments on the families $\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}, \mathcal{C}_{1 \ldots n}\right\}$ and $\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}, \mathcal{D}_{1 \ldots n}\right\}$ in terms of Frank t-norms and Frank t-conorms, respectively. In addition, by assuming logical independence, we show that any Frank t-norm of two conditional events $A \mid H$ and $B \mid K, T_{\lambda}(A|H, B| K)$, is the conjunction $(A \mid H) \wedge(B \mid K)$ associated with the assessment $\mathbb{P}[(A \mid H) \wedge(B \mid K)]=T_{\lambda}(P(A \mid H), P(B \mid K))$. A dual result is given for the disjunction in terms of dual t-conorm.

We analyze the case of logical dependence where $A=B$ and we determine the set of all coherent assessments $(x, y, z)$ on $\{A|H, A| K,(A \mid H) \wedge(A \mid K)\}$, by also showing that $T_{\lambda}(A|H, A| K)$ represents a conjunction $(A \mid H) \wedge(A \mid K)$, only for $\lambda \in[0,1]$. In particular, when $H K=\varnothing$, we obtain that $(A \mid H) \wedge(A \mid K)$ coincides with the Product t-norm $T_{1}(A|H, A| K)=(A \mid H) \cdot(A \mid K)$.

Given three conditional events, we consider all possible conjunctions among them and we show that to make prevision assignments on conjunctions by means of the Product t-norm, or the Minimum t-norm, is coherent. Moreover, the conjoined conditionals can be represented as Product t-norms, or Minimum t-norms, of the involved conditional events. This representation may not hold for the Lukasiewicz t-norm. Indeed, we show by a counterexample that prevision assignments on conjunctions by means of the Lukasiewicz t-norm may be not coherent and we examine some sufficient conditions for coherence and incoherence. Finally, we give two sufficient conditions for coherence and incoherence when using the Lukasiewicz t-norm.

A relevant aspect which would deserve investigation is the application of our results on compound conditionals and t-norms in statistical matching, misclassified data, data fusion, aggregation operators, fuzzy logic, belief and plausibility functions, and description logic ( $[1,5,9,10,15,16,17,18,19,20,36,47,49])$. This paper originated from [32] and the large part of the material is new. In particular all the results given in Section 3, Section 4, and Subsection 5.1 are new. Revised and extended material from [32] is given in Subsections 5.2 and 5.3 , and Section 6.

The paper is organized as follows: In Section 2 we recall some preliminary notions and theoretical results on conditional random quantities and coherence. We give some examples and we examine an extended notion of conditional random quantity $X \mid H$. We recall compound conditionals and Frank t-norms. In Section 3, by studying the solvability of suitable linear systems, we show under logical independence the sharpness of Fréchet-Hoeffding bounds for the prevision of the conjunction $\mathcal{C}_{1 \cdots n}$ of $n$ conditional events; we illustrate more details in the case $n=3$. We also give a geometrical characterization of the set $\Pi$ of all coherent prevision assessments on $\mathcal{F}=\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}, \mathcal{C}_{1 \cdots n}\right\}$, by showing that $\Pi$ is convex. In Section
4) we examine in detail the case where the prevision of the conjunction is assessed by means of Lukasiewicz t-norm and we analyze a selected example. In Section 5 we study the representation of the prevision, for the conjunction $\mathcal{C}_{1 \cdots n}$ and the disjunction $\mathcal{D}_{1 \cdots n}$ of $n$ conditional events, as a Frank t-norm $T_{\lambda}$ and a Frank t-conorm $S_{\lambda}$, respectively. Then, by exploiting Frank t-norms and t-conorms, we characterize the sets of coherent prevision assessments on $\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}, \mathcal{C}_{1 \cdots n}\right\}$ and on $\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}, \mathcal{D}_{1 \cdots n}\right\}$. We show that, under logical independence, $T_{\lambda}(A|H, B| K)=(A \mid H) \wedge(B \mid K)$ and $S_{\lambda}(A|H, B| K)=(A \mid H) \vee(B \mid K)$ for every $\lambda \in[0,+\infty]$. We also examine the case of logical dependence where $A=B$ and the particular case where $H K=\varnothing$. In Section6 we give some particular results on Frank t-norms and coherence of prevision assessments on the family $\mathcal{F}=\left\{E_{1}\left|H_{1}, E_{2}\right| H_{2}, E_{3} \mid H_{3},\left(E_{1} \mid H_{1}\right) \wedge\left(E_{2} \mid H_{2}\right),\left(E_{1} \mid H_{1}\right) \wedge\left(E_{3} \mid H_{3}\right),\left(E_{2} \mid H_{2}\right) \wedge\right.$ $\left.\left(E_{3} \mid H_{3}\right),\left(E_{1} \mid H_{1}\right) \wedge\left(E_{2} \mid H_{2}\right) \wedge\left(E_{3} \mid H_{3}\right)\right\}$. In particular, we show that, under logical independence, the assessment $\mathcal{M}=\left(x_{1}, x_{2}, x_{3}, T_{\lambda}\left(x_{1}, x_{2}\right), T_{\lambda}\left(x_{1}, x_{3}\right), T_{\lambda}\left(x_{2}, x_{3}\right), T_{\lambda}\left(x_{1}, x_{2}, x_{3}\right)\right)$ on $\mathcal{F}$ is coherent for every $\left(x_{1}, x_{2}, x_{3}\right) \in[0,1]^{3}$ when $T_{\lambda}$ is the minimum t-norm, or the product t-norm. Moreover, when $T_{\lambda}$ is the Lukasiewicz t-norm, the coherence of $\mathcal{M}$ is not assured and hence it may happen that the Frank t-norm of three conditional events is not a conjunction. Finally, we give some sufficient conditions for coherence/incoherence of $\mathcal{M}$ when using the Lukasiewicz t-norm. In Section7we give some conclusions.

## 2. Preliminary notions and results

In this section we recall some basic notions and results which concern conditional events, conditional random quantities, coherence (see, e.g., [2, 3, 4, 7, 12, 26, 43, 46, 48]), and logical operations among conditional events (see [28, 29, 30, 31, 33, 35]).

### 2.1. Conditional events, conditional random quantities, and coherent prevision assessments

Uncertainty about unknown facts is formalized by events. In formal terms, an event $E$ is a two-valued logical entity which can be true, or false. The indicator of $E$, denoted by the same symbol, is 1 , or 0 , according to whether $E$ is true, or false. Thus, a symbol like $x E$ represents the product of the quantity $x$ and the indicator of the event $E$. The sure event and impossible event are denoted by $\Omega$ and $\varnothing$, respectively. Given two events $E_{1}$ and $E_{2}$, we denote by $E_{1} \wedge E_{2}$, or simply by $E_{1} E_{2}$, (resp., $E_{1} \vee E_{2}$ ) the logical conjunction (resp., the logical disjunction). The negation of $E$ is denoted $\bar{E}$. We simply write $E_{1} \subseteq E_{2}$ to denote that $E_{1}$ logically implies $E_{2}$, that is $E_{1} \bar{E}_{2}=\varnothing$. We recall that $n$ events $E_{1}, \ldots, E_{n}$ are logically independent when the number $m$ of constituents, or possible worlds, generated by them is $2^{n}$.

Given two events $E, H$, with $H \neq \varnothing$, the conditional event $E \mid H$ is defined as a three-valued logical entity which is true, or false, or void, according to whether $E H$ is true, or $\bar{E} H$ is true, or $\bar{H}$ is true, respectively.

Given a (real) random quantity $X$ and an event $H \neq \varnothing$, we denote by $\mathbb{P}(X \mid H)$ the prevision of $X$ conditional on $H$, with $\mathbb{P}(X \mid H)=P(E \mid H)$ when $X$ is (the indicator of) an event $E$. In what follows, for any given conditional random quantity $X \mid H$, we assume that, when $H$ is true, the set of possible values of $X$ is a finite subset of the set of real numbers $\mathbb{R}$. In this case we say that $X \mid H$ is a finite conditional random quantity. In the framework of coherence, to assess $\mathbb{P}(X \mid H)=\mu$ means that, for every real number $s$, you are willing to pay an amount $s \mu$ and to receive $s(X H+\mu \bar{H})$, that is to receive $s X$, or $s \mu$, according to whether $H$ is true, or $\bar{H}$ is true (bet called off), respectively. The random gain is $G=s(X H+\mu \bar{H})-s \mu=s H(X-\mu)$. In particular, given any conditional event $E \mid H$, if we assess $P(E \mid H)=x$, then the random gain is $G=s H(E-x)$.

Given a prevision function $\mathbb{P}$ defined on an arbitrary family $\mathcal{K}$ of finite conditional random quantities, consider a finite subfamily $\mathcal{F}=\left\{X_{1}\left|H_{1}, \ldots, X_{n}\right| H_{n}\right\} \subseteq \mathcal{K}$ and the vector $\mathcal{M}=\left(\mu_{1}, \ldots, \mu_{n}\right)$, where $\mu_{i}=$ $\mathbb{P}\left(X_{i} \mid H_{i}\right)$ is the assessed prevision for the conditional random quantity $X_{i} \mid H_{i}, i \in\{1, \ldots, n\}$. With the pair $(\mathcal{F}, \mathcal{M})$ we associate the random gain $G=\sum_{i=1}^{n} s_{i} H_{i}\left(X_{i}-\mu_{i}\right)$ and we denote by $\mathcal{G}_{\mathcal{H}_{n}}$ the set of values of $G$ restricted to $\mathcal{H}_{n}=H_{1} \vee \cdots \vee H_{n}$. Then, by the betting scheme of de Finetti, coherence is defined as:

Definition 1. The function $\mathbb{P}$ defined on $\mathcal{K}$ is coherent if and only if, $\forall n \geqslant 1, \forall s_{1}, \ldots, s_{n}, \forall \mathcal{F}=$ $\left\{X_{1}\left|H_{1}, \ldots, X_{n}\right| H_{n}\right\} \subseteq \mathcal{K}$, it holds that: $\min \mathcal{G}_{\mathcal{H}_{n}} \leqslant 0 \leqslant \max \mathcal{G}_{\mathcal{H}_{n}}$.

As it is well known, in Definition 11, the condition $\min \mathcal{G}_{\mathcal{H}_{n}} \leqslant 0 \leqslant \max \mathcal{G}_{\mathcal{H}_{n}}$ can be equivalently replaced by $\min \mathcal{G}_{\mathcal{H}_{n}} \leqslant 0$, or by max $\mathcal{G}_{\mathcal{H}_{n}} \geqslant 0$.

A conditional prevision assessment $\mathbb{P}$ on $\mathcal{K}$ is not coherent, or incoherent, if and only if there exists a finite combination of $n$ bets such that $\min \mathcal{G}_{\mathcal{H}_{n}} \cdot \max \mathcal{G}_{\mathcal{H}_{n}}>0$, that is such that the values in $\mathcal{G}_{\mathcal{H}_{n}}$ are all positive, or all negative (Dutch Book). In other words, $\mathbb{P}$ is incoherent if and only if there exists a finite combination of $n$ bets such that, after discarding the case where all the bets are called off, the values of the random gain are all positive or all negative. In the particular case where $\mathcal{K}$ is a family of conditional events, then Definition 1 becomes the well known definition of coherence for a probability function, denoted as $P$, defined on $\mathcal{K}$.

By Definition 11, given any (finite) conditional random quantity $X \mid H$ and denoting by $x_{1}, \ldots, x_{r}$ the possible values of $X$ when $H$ is true, a prevision assessment $\mu$ on $X \mid H$ is coherent if and only if $\min \left\{x_{1}, \ldots, x_{r}\right\} \leqslant \mu \leqslant \max \left\{x_{1}, \ldots, x_{r}\right\}$. When $X$ is (the indicator of) an event $E$, with $P(E \mid H)=x$, the coherence of $x$ amounts to $0 \leqslant x \leqslant 1$, or $x=0$, or $x=1$, according to whether $\varnothing \neq E H \neq H$, or $E H=\varnothing$, or $E H=H$, respectively.

Given a family $\mathcal{F}=\left\{X_{1}\left|H_{1}, \ldots, X_{n}\right| H_{n}\right\}$, for each $i=1, \ldots, n$, we denote by $\left\{x_{i 1}, \ldots, x_{i r_{i}}\right\}$ the set of possible values for the restriction of $X_{i}$ to $H_{i}$; then, for each $i=1, \ldots, n$, and $j=1, \ldots, r_{i}$, we set $A_{i j}=\left(X_{i}=x_{i j}\right)$. Of course, for each $i$, the family $\left\{\bar{H}_{i}, A_{i j} H_{i}, j=1, \ldots, r_{i}\right\}$ is a partition of the sure event $\Omega$, with $A_{i j} H_{i}=A_{i j}$ and $\bigvee_{j=1}^{r_{i}} A_{i j}=H_{i}$, that is $A_{11} \vee \cdots \vee A_{1 r_{1}} \vee \bar{H}_{1}=\cdots=A_{n 1} \vee \cdots \vee A_{n r_{n}} \vee \bar{H}_{n}=\Omega$, or more explicitly $\left(X_{1}=x_{11}\right) \vee \cdots \vee\left(X_{1}=x_{1 r_{1}}\right) \vee \bar{H}_{1}=\cdots=\left(X_{n}=x_{n 1}\right) \vee \cdots \vee\left(X_{n}=x_{n r_{n}}\right) \vee \bar{H}_{n}=\Omega$. Then,

$$
\begin{equation*}
\Omega=\left(A_{11} \vee \cdots \vee A_{1 r_{1}} \vee \bar{H}_{1}\right) \wedge \cdots \wedge\left(A_{n 1} \vee \cdots \vee A_{n r_{n}} \vee \bar{H}_{n}\right) \tag{1}
\end{equation*}
$$

By expanding the expression in (1) and by discarding the logical conjunctions which coincide with $\varnothing$, we obtain a disjunctive representation of $\Omega$. The elements of this disjunction form a partition of $\Omega$ and are called the constituents generated by the family $\mathcal{F}$. We denote by $C_{1}, \ldots, C_{m}$ the constituents contained in $\mathcal{H}_{n}=H_{1} \vee \cdots \vee H_{n}$. Moreover, when $\mathcal{H}_{n} \neq \Omega$, we set $C_{0}=\overline{\mathcal{H}}_{n}=\bar{H}_{1} \cdots \bar{H}_{n}$. Hence $\Omega=\bigvee_{h=0}^{m} C_{h}$. In particular, the constituents generated by a family of $n$ conditional events $\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}\right\}$ are obtained by expanding the expression $\left(E_{1} H_{1} \vee \bar{E}_{1} H_{1} \vee \bar{H}_{1}\right) \wedge \cdots \wedge\left(E_{n} H_{n} \vee \bar{E}_{n} H_{n} \vee \bar{H}_{n}\right)$, and by discarding the logical conjunctions which are impossible. If $E_{1}, \ldots, E_{n}, H_{1}, \ldots, H_{n}$ are logically independent, then the number of constituents for the family $\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}\right\}$ is $3^{n}$ (in which case the conditional events $E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}$ are said logically independent). Given a prevision assessment $\mathcal{M}=\left(\mu_{1}, \ldots, \mu_{n}\right)$ on $\mathcal{F}=\left\{X_{1}\left|H_{1}, \ldots, X_{n}\right| H_{n}\right\}$, with each constituent $C_{h}, h=1, \ldots, m$, we associate a vector

$$
Q_{h}=\left(q_{h 1}, \ldots, q_{h n}\right), \text { with } q_{h i}=\left\{\begin{array}{l}
x_{i j}, \text { if } C_{h} \subseteq A_{i j}, j=1, \ldots, r_{i}  \tag{2}\\
\mu_{i}, \text { if } C_{h} \subseteq \bar{H}_{i} .
\end{array}\right.
$$

With $C_{0}$ it is associated $Q_{0}=\mathcal{M}=\left(\mu_{1}, \ldots, \mu_{n}\right)$. As, for each $i, j$, the quantities $x_{i j}, \mu_{i}$ are real numbers, it holds that $Q_{h} \in \mathbb{R}^{n}, h=0,1, \ldots, m$. Denoting by $\mathcal{I}$ the convex hull of $Q_{1}, \ldots, Q_{m}$, the condition $\mathcal{M} \in \mathcal{I}$ amounts to the existence of a vector $\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ such that: $\sum_{h=1}^{m} \lambda_{h} Q_{h}=\mathcal{M}, \sum_{h=1}^{m} \lambda_{h}=1, \lambda_{h} \geqslant 0, \forall h$; in other words, $\mathcal{M} \in \mathcal{I}$ is equivalent to the solvability of the system $(\Sigma)$ given below.

$$
(\Sigma)\left\{\begin{array}{l}
\sum_{h=1}^{m} \lambda_{h} q_{h i}=\mu_{i}, i=1, \ldots, n,  \tag{3}\\
\sum_{h=1}^{m} \lambda_{h}=1, \quad \lambda_{h} \geqslant 0, \quad h=1, \ldots, m
\end{array}\right.
$$

We say that $(\Sigma)$ is the system associated to the $\operatorname{pair}(\mathcal{F}, \mathcal{M})$. By a suitable alternative theorem, it can be shown that the solvability of $(\Sigma)$ is equivalent to the condition: $\min \mathcal{G}_{\mathcal{H}_{n}} \leqslant 0 \leqslant \max \mathcal{G}_{\mathcal{H}_{n}}$.

Let $\mathbf{x}=\left(x_{1}, \ldots, x_{m}\right), \mathbf{y}=\left(y_{1}, \ldots, y_{n}\right)^{t}$ and $A=\left(a_{h i}\right)$ be, respectively, a row $m$-vector, a column $n$-vector and a $m \times n$-matrix. The vector $\mathbf{x}$ is said semipositive if $x_{h} \geqslant 0, h=1, \ldots, m$, and $x_{1}+\cdots+x_{m}>0$. Then, we have (cf. [23], Theorem 2.9)

Theorem 1. Exactly one of the following alternatives holds: (i) the equation $\mathbf{x} A=0$ has a semipositive solution; (ii) the inequality $A \mathbf{y}>0$ has a solution.

We observe that, choosing $a_{h i}=q_{h i}-\mu_{i}, h=1, \ldots, m, i=1, \ldots, n$, the solvability of $\mathbf{x} A=0$ means that $\mathcal{M} \in \mathcal{I}$, while the solvability of $A \mathbf{y}>0$ means that, choosing $s_{i}=y_{i}, i=1, \ldots, n$, one has $\min \mathcal{G}_{\mathcal{H}_{n}}>0$ (and hence $\mathcal{M}$ would be incoherent). Therefore, by applying Theorem 1 with $A=\left(q_{h i}-\mu_{i}\right)$, we obtain that $\mathcal{M} \in \mathcal{I}$ if and only if $\min \mathcal{G}_{\mathcal{H}_{n}} \leqslant 0$, that is, $(\Sigma)$ is solvable if and only if $\min \mathcal{G}_{\mathcal{H}_{n}} \leqslant 0$.

Given a nonempty subset $J \subseteq\{1, \ldots, n\}$, we set $\mathcal{F}_{J}=\left\{X_{j} \mid H_{j}: j \in J\right\}$ and $\mathcal{M}_{J}=\left(\mu_{j}: j \in J\right)$, then we denote by $\left(\Sigma_{J}\right)$ the system associated to the pair $\left(\mathcal{F}_{J}, \mathcal{M}_{J}\right)$. Of course, when $J=\{1, \ldots, n\}$ it holds that $\left(\mathcal{F}_{J}, \mathcal{M}_{J}\right)=(\mathcal{F}, \mathcal{M})$ and $\left(\Sigma_{J}\right)=(\Sigma)$. Then, by Definition 1 and Theorem 1, for the prevision assessment $\mathcal{M}$ on $\mathcal{F}$ it holds that

$$
\begin{equation*}
\mathcal{M} \text { is coherent } \Longleftrightarrow\left(\Sigma_{J}\right) \text { is solvable }, \forall J \subseteq\{1, \ldots, n\} . \tag{4}
\end{equation*}
$$

In other words $\mathcal{M}$ on $\mathcal{F}$ is coherent if and only if, for every nonempty subset $J \subseteq\{1, \ldots, n\}$, the sub-vector $\mathcal{M}_{J}$ belongs to the convex hull $\mathcal{I}_{J}$ associated to the pair $\left(\mathcal{F}_{J}, \mathcal{M}_{J}\right)$.

Given the assessment $\mathcal{M}=\left(\mu_{1}, \ldots, \mu_{n}\right)$ on $\mathcal{F}=\left\{X_{1}\left|H_{1}, \ldots, X_{n}\right| H_{n}\right\}$, let $S$ be the set of solutions $\Lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ of system $(\Sigma)$ defined in (3). We point out that the solvability of system ( $\Sigma$ ) (i.e., the condition $\mathcal{M} \in \mathcal{I}$ ) is a necessary (but not sufficient) condition for coherence of $\mathcal{M}$ on $\mathcal{F}$. We introduce, for each $i=1, \ldots, n$, the function $\sum_{h: C_{h} \subseteq H_{i}} \lambda_{h}$ of the vector $\Lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right)$. Moreover, by assuming the system $(\Sigma)$ solvable, that is $S \neq \varnothing$, we compute the maximum $M_{i}$ of the function $\sum_{h: C_{h} \subseteq H_{i}} \lambda_{h}$ with respect to $\Lambda \in S$. Then, we define:

$$
\begin{equation*}
I_{0}=\left\{i: M_{i}=0 ; i=1, \ldots, n\right\}, \quad \mathcal{F}_{0}=\left\{X_{i} \mid H_{i}, i \in I_{0}\right\}, \quad \mathcal{M}_{0}=\left(\mu_{i}, i \in I_{0}\right) \tag{5}
\end{equation*}
$$

We observe that $i \in I_{0}$ if and only if the (unique) coherent extension of $\mathcal{M}$ to $H_{i} \mid \mathcal{H}_{n}$ is zero.
Of course, the previous notions can be used in the case of conditional events. We observe that, given a probability assessment $\mathcal{P}=\left(p_{1}, \ldots, p_{n}\right)$ on a family of $n$ conditional events $\mathcal{F}=\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}\right\}$, we can determine the constituents $C_{0}, C_{1}, \ldots, C_{m}$, where $C_{0}=\bar{H}_{1} \cdots \bar{H}_{n}$, and the associated points $Q_{0}, Q_{1}, \ldots, Q_{m}$, where $Q_{0}=\mathcal{P}$. We observe that $Q_{h}=\left(q_{h 1}, \ldots, q_{h n}\right)$, with $q_{h i} \in\left\{1,0, p_{i}\right\}, i=1, \ldots, n$. We also observe that given a subset $J \subset\{1, \ldots, n\}$, we can determine the constituents $C_{h J}$ 's and the corresponding points $Q_{h J}$ 's associated to the pair $\left(\mathcal{F}_{J}, \mathcal{M}_{J}\right)$. We set $J^{c}=\{1, \ldots, n\} \backslash J$ and if, for instance, $J=\{1, \ldots, r\}$, with $r<n$, then $J^{c}=\{r+1, \ldots, n\}$ and $\mathcal{P}=\left(\mathcal{P}_{J}, \mathcal{P}_{J^{c}}\right)$. Moreover, each point $Q_{h}$ can be represented, for suitable indexes $i_{h}, k_{h}$, as $Q_{h}=\left(Q_{i_{h} J}, Q_{k_{h} J^{c}}\right)$; then, any linear convex combination $\sum_{h} \lambda_{h} Q_{h}$ coincides with $\left(\sum_{h} \lambda_{h} Q_{i_{h} J}, \sum_{h} \lambda_{h} Q_{k_{h} J^{c}}\right)$. A similar representation holds for $J=\left\{i_{1}, \ldots, i_{r}\right\}$, after a suitable permutation of indexes. On this basis, we recall three results ([24, Theorems 3.1, 3.2, 3.3]).

Theorem 2. Given a subset $J \subset\{1, \ldots, n\}$, if there exist $m$ nonnegative coefficients $\lambda_{1}, \ldots, \lambda_{m}$, with $\sum_{h=1}^{m} \lambda_{h}=1$, such that $\mathcal{P}_{J}=\sum_{h=1}^{m} \lambda_{h} Q_{i_{h} J}$, if $\sum_{h: C_{h} \subseteq H_{J}} \lambda_{h}>0$, where $H_{J}=\bigvee_{j \in J} H_{j}$, then $\mathcal{P}_{J} \in \mathcal{I}_{J}$.
Theorem 3. If $\mathcal{P} \in \mathcal{I}$, then for every $J \subset\{1, \ldots, n\}$ such that $J \backslash I_{0} \neq \varnothing$ it holds that $\mathcal{P}_{J} \in \mathcal{I}_{J}$.
Theorem 4. The conditional probability assessment $\mathcal{P}=\left(p_{1}, \ldots, p_{n}\right)$ on the family $\mathcal{F}=$ $\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}\right\}$ is coherent if and only if the following conditions are satisfied:
(i) $\mathcal{P} \in \mathcal{I}$; (ii) if $I_{0} \neq \varnothing$, then $\mathcal{P}_{0}$ is coherent.

We remark that when we consider prevision assessments on conditional random quantities results similar to Theorems 2, 3, 4 can be obtained. In particular, by taking into account that $\mathcal{M} \in \mathcal{I}$ amounts to the solvability of system $(\Sigma)$, Theorem 4 becomes

Theorem 5. The conditional prevision assessment $\mathcal{M}=\left(\mu_{1}, \ldots, \mu_{n}\right)$ on the family $\mathcal{F}=$ $\left\{X_{1}\left|H_{1}, \ldots, X_{n}\right| H_{n}\right\}$ is coherent if and only if the following conditions are satisfied:
(i) the system ( $\Sigma$ ) in (3) is solvable; (ii) if $I_{0} \neq \varnothing$, then $\mathcal{M}_{0}$ is coherent.

We observe that, when $I_{0}=\varnothing$, coherence of $\mathcal{M}$ amounts to solvability of $(\Sigma)$. In order to illustrate the previous results, we examine two examples.

Example 1. Let $A, H, K$ be three events, with $A, H, K$ logically independent. Moreover, let $\mathcal{P}=(x, y)$ be a probability assessment on the family $\mathcal{E}=\{A|H, A| K\}$, where $x=P(A \mid H), y=P(A \mid K)$. The constituents generated by $\mathcal{E}$ and contained in $H \vee K$ are: $C_{1}=A H K, C_{2}=\bar{A} H K, C_{3}=\bar{A} \bar{H} K, C_{4}=\bar{A} H \bar{K}, C_{5}=A \bar{H} K$, $C_{6}=A H \bar{K}$. Then, the points $Q_{h}$ 's associated with $C_{1}, \ldots, C_{6}$ are: $Q_{1}=(1,1), Q_{2}=(0,0), Q_{3}=(x, 0)$, $Q_{4}=(0, y), Q_{5}=(x, 1), Q_{6}=(1, y)$. Moreover $C_{0}=\bar{H} \bar{K}$ and $Q_{0}=(x, y)=\mathcal{P}$. The condition $\mathcal{P} \in \mathcal{I}$, where $I$ is the convex hull of the points $Q_{1}, \ldots, Q_{6}$, amounts to the solvability of the system ( $\Sigma$ ) below

$$
\lambda_{1}+\lambda_{3} x+\lambda_{5} x+\lambda_{6}=x, \quad \lambda_{1}+\lambda_{4} y+\lambda_{5}+\lambda_{6} y=y, \quad \lambda_{1}+\cdots+\lambda_{6}=1, \quad \lambda_{h} \geqslant 0, \quad \forall h
$$

We observe that, for each $(x, y) \in[0,1]^{2}$, the vector $\Lambda=\left(\lambda_{1}, \ldots, \lambda_{6}\right)=\left(0,0, \frac{1-y}{2}, \frac{1-x}{2}, \frac{y}{2}, \frac{x}{2}\right)$ is a solution of $(\Sigma)$; indeed $\mathcal{P}=\lambda_{1} Q_{1}+\cdots+\lambda_{6} Q_{6}=\frac{1-y}{2} Q_{3}+\frac{1-x}{2} Q_{4}+\frac{y}{2} Q_{5}+\frac{x}{2} Q_{6}=\frac{1-y}{2}(x, 0)+\frac{1-x}{2}(0, y)+$ $\frac{y}{2}(x, 1)+\frac{x}{2}(1, y)=(x, y)$. Moreover, for this solution it holds that $\sum_{C_{h} \subseteq H} \lambda_{h}=\lambda_{1}+\lambda_{2}+\lambda_{4}+\lambda_{6}=\frac{1}{2}>0$ and $\sum_{C_{h} \subseteq K} \lambda_{h}=\lambda_{1}+\lambda_{2}+\lambda_{3}+\lambda_{5}=\frac{1}{2}>0$. Then, $I_{0}=\varnothing$ and by Theorem 5 the assessment $(x, y)$ is coherent, for every $(x, y) \in[0,1]^{2}$. Notice that in particular cases, like $x=0$ or $x=1$, the number of distinct points $Q_{h}$ 's is less than 6, anyway the previous analysis is still valid. For instance, when $x=0$ and $0<y<1$ it holds that $Q_{2}=Q_{3}, \Lambda=\left(\lambda_{1}, \ldots, \lambda_{6}\right)=\left(0,0, \frac{1-y}{2}, \frac{1}{2}, \frac{y}{2}, 0\right)$, and in geometrical terms it holds that $\mathcal{P}=\frac{1-y}{2} Q_{3}+\frac{1}{2} Q_{4}+\frac{y}{2} Q_{5}=\frac{1-y}{2}(0,0)+\frac{1}{2}(0, y)+\frac{y}{2}(0,1)=(0, y)$.

Example 2. Let $A, H, K$ be three events, with $H K=\varnothing$ and $A$ logically independent from $H$ and $K$. Moreover, let $\mathcal{P}=(x, y)$ be a probability assessment on the family $\mathcal{E}=\{A|H, A| K\}$. The constituents generated by $\mathcal{E}$ are $C_{1}=\bar{A} \bar{H} K, C_{2}=\bar{A} H \bar{K}, C_{3}=A \bar{H} K, C_{4}=A H \bar{K}, C_{0}=\bar{H} \bar{K}$ (which coincide with $C_{3}, C_{4}, C_{5}, C_{6}, C_{0}$ examined in the Example 1 respectively). The associated points $Q_{h}$ 's are $Q_{1}=$ $(x, 0), Q_{2}=(0, y), Q_{3}=(x, 1), Q_{4}=(1, y), \mathcal{P}=(x, y)$. We observe that, for each $(x, y) \in[0,1]^{2}$, the vector $\left(\lambda_{1}, \ldots, \lambda_{4}\right)=\left(\frac{1-y}{2}, \frac{1-x}{2}, \frac{y}{2}, \frac{x}{2}\right)$ is a solution of $(\Sigma)$, with $I_{0}=\varnothing$. Then, by Theorem 5 the assessment $(x, y)$ is coherent, for every $(x, y) \in[0,1]^{2}$.

We recall the following extension theorem for conditional previsions, which is a generalization of de Finetti's fundamental theorem of probability to conditional random quantities (see, e.g.,[37, 50, 54])

Theorem 6. Let $\mathcal{M}=\left(\mu_{1}, \ldots, \mu_{n}\right)$ be a coherent prevision assessment on a family of bounded conditional random quantities $\mathcal{F}=\left\{X_{1}\left|H_{1}, \ldots, X_{n}\right| H_{n}\right\}$. Moreover, let $X \mid H$ be a further bounded conditional random quantity. Then, there exists a suitable closed interval $\left[\mu^{\prime}, \mu^{\prime \prime}\right]$ such that the extension $\mu=\mathbb{P}(X \mid H)$ is coherent if and only if $\mu \in\left[\mu^{\prime}, \mu^{\prime \prime}\right]$.

### 2.2. A deepening on conditional random quantities

The indicator of a conditional event $E \mid H$ (denoted by the same symbol), with $P(E \mid H)=x$, is defined as

$$
E \left\lvert\, H=E H+x \bar{H}=E H+x(1-H)= \begin{cases}1, & \text { if } E H \text { is true }  \tag{6}\\ 0, & \text { if } \bar{E} H \text { is true } \\ x, & \text { if } \bar{H} \text { is true }\end{cases}\right.
$$

Of course, the third value of the random quantity $E \mid H$ (subjectively) depends on the assessed probability $P(E \mid H)=x$. Notice that, when $H \subseteq E$ (i.e., $E H=H$ ), by coherence $P(E \mid H)=1$ and hence for the indicator it holds that $E \mid H=H+P(E \mid H) \bar{H}=1$. Moreover, when $E H=\varnothing$, by coherence $P(E \mid \underline{H})=0$ and hence $E \mid H=E H+P(E \mid H) \bar{H}=0$. The negation of a conditional event $E \mid H$ is defined as $\overline{E \mid H}=$ $\bar{E}|H=1-E| H$. We recall that, in the subjective approach to probability, if you assess $\mathbb{P}(X \mid H)=\mu$, then you agree to pay $\mu$ by knowing that you will receive the amount $X H+\mu \bar{H}$, which coincides with $X$, if $H$ is true, or with $\mu$, if $H$ is false (bet called off). Usually, in literature the conditional random quantity $X \mid H$ is defined as the restriction of $X$ to $H$, which coincides with $X$, when $H$ is true, and it is undefined when $H$ is false. Under this point of view, (when $H$ is false) $X \mid H$ does not coincide with $X H+\mu \bar{H}$. However, by coherence, it holds that

$$
\begin{equation*}
\mathbb{P}(X H+\mu \bar{H})=\mathbb{P}(X H)+\mu P(\bar{H})=\mathbb{P}(X \mid H) P(H)+\mu P(\bar{H})=\mu P(H)+\mu P(\bar{H})=\mu \tag{7}
\end{equation*}
$$

Therefore, once a coherent assessment $\mu=\mathbb{P}(X \mid H)$ is specified, we can extend the notion of $X \mid H$, by defining its value as equal to $\mu$ when $H$ is false (for further details see [30]). Then, denoting by $x_{1}, \ldots, x_{r}$ the possible values of $X$ when $H$ is true, it holds that

$$
\begin{equation*}
X \mid H=X H+\mu \bar{H} \in\left\{x_{1}, \ldots, x_{r}, \mu\right\} . \tag{8}
\end{equation*}
$$

By (7) the prevision of the extended notion of $X \mid H$, as defined in (8), coincides with the conditional prevision $\mu=\mathbb{P}(X \mid H)$ where $X \mid H$ is looked at as the restriction of $X$ to $H$. From (8) $X \mid H$ can be interpreted as the amount that you receive when you pay its prevision $\mu$. Then, the random gain $G$ can be also represented as $G=s(X \mid H-\mu)$. In particular, when $X$ is (the indicator of) an event $E$, we obtain $E \mid H=E H+P(E \mid H) \bar{H}$, that is formula (6). Moreover, the prevision $\mathbb{P}(E \mid H)$ of (the conditional random quantity) $E \mid H$ coincides with the conditional probability $P(E \mid H)$. For related discussions, see also [11, 28, 42].
Remark 1. Given a prevision assessment $\mathcal{M}=\left(\mu_{1}, \ldots, \mu_{n}\right)$ on a family of $n$ conditional random quantities $\left\{X_{1}\left|H_{1}, \ldots, X_{n}\right| H_{n}\right\}$, based on (8) we observe that for each constituent $C_{h}$ the corresponding point $Q_{h}$ represents the value assumed by the random vector $\left(X_{1}\left|H_{1}, \ldots, X_{n}\right| H_{n}\right)$ when $C_{h}$ is true. In particular, when $C_{0}$ is true the value of the random vector is the prevision point $\mathcal{M}$.

### 2.3. Conjunction and disjunction of conditional events

We recall now the notion of conjoined conditional which was introduced in the framework of conditional random quantities $([28,29,30,33])$. Given a coherent probability assessment $(x, y)$ on $\{A|H, B| K\}$ we consider the random quantity $A H B K+x \bar{H} B K+y \bar{K} A H$ and we set $\mathbb{P}[(A H B K+x \bar{H} B K+y \bar{K} A H) \mid(H \vee K)]=z$. Then we define the conjunction $(A \mid H) \wedge(B \mid K)$ as follows:
Definition 2. Given a coherent prevision assessment $P(A \mid H)=x, P(B \mid K)=y$, and $\mathbb{P}[(A H B K+x \bar{H} B K+$ $y \bar{K} A H) \mid(H \vee K)]=z$, the conjunction $(A \mid H) \wedge(B \mid K)$ is the conditional random quantity defined as

$$
\begin{align*}
& (A \mid H) \wedge(B \mid K)=(A H B K+x \bar{H} B K+y \bar{K} A H) \mid(H \vee K)= \\
& =(A H B K+x \bar{H} B K+y \bar{K} A H)(H \vee K)+z \bar{H} \bar{K}= \begin{cases}1, & \text { if } A H B K \text { is true }, \\
0, & \text { if } \bar{A} H \vee \bar{B} K \text { is true }, \\
x, & \text { if } \bar{H} B K \text { is true }, \\
y, & \text { if } A H \bar{K} \text { is true }, \\
z, & \text { if } \bar{H} \bar{K} \text { is true. }\end{cases} \tag{9}
\end{align*}
$$

Of course, by recalling (7), it holds that $\mathbb{P}[(A \mid H) \wedge(B \mid K)]=z$. Notice that in (9) the conjunction is represented as $X \mid H$ is in (8) and, once the (coherent) assessment $(x, y, z)$ is given, the conjunction $(A \mid H) \wedge$ $(B \mid K)$ is (subjectively) determined. Conversely, each given conjunction uniquely determines a coherent assessment $(x, y, z)$. We recall that, in betting terms, $z$ represents the amount you agree to pay, with the proviso that you will receive the quantity $(A \mid H) \wedge(B \mid K)=A H B K+x \bar{H} B K+y \bar{K} A H+z \bar{H} \bar{K}$, which assumes one of the following values: 1 , if both conditional events are true; 0 , if at least one of the conditional events is false; the probability of the conditional event that is void, if one conditional event is void and the other one is true; the payed amount $z$, if both conditional events are void. We recall that $A|H=B| K$ amounts to $A H=B K$ and $H=K$. Thus, when $A|H=B| K$ it holds that $(A H B K+x \bar{H} B K+y A H \bar{K}) \mid(H \vee$ $K)=A H|H=A| H$, that is $(A \mid H) \wedge(A \mid H)=A \mid H$. Moreover the conjunction is commutative, that is $(A \mid H) \wedge(B \mid K)=(B \mid K) \wedge(A \mid H)$. The next result shows that the Fréchet-Hoeffding bounds still hold for the conjunction of two conditional events ([30, Theorem 7]).

Theorem 7. Given any coherent assessment $(x, y)$ on $\{A|H, B| K\}$, with $A, H, B, K$ logically independent, and with $H \neq \varnothing, K \neq \varnothing$, the extension $z=\mathbb{P}[(A \mid H) \wedge(B \mid K)]$ is coherent if and only if the following Fréchet-Hoeffding bounds are satisfied:

$$
\begin{equation*}
\max \{x+y-1,0\}=z^{\prime} \leqslant z \leqslant z^{\prime \prime}=\min \{x, y\} \tag{10}
\end{equation*}
$$

From Definition 2 and Theorem 7 it holds that

$$
\begin{equation*}
\max \{A|H+B| K-1,0\} \leqslant(A \mid H) \wedge(B \mid K) \leqslant \min \{A|H, B| K\} \tag{11}
\end{equation*}
$$

Remark 2. We observe that, by logical independence, the assessment $(x, y)$ on $\{A|H, B| K\}$ is coherent for every $(x, y) \in[0,1]^{2}$. Then, from Theorems 6 and 7 the set $\Pi$ of coherent prevision assessments $(x, y, z)$ on $\{A|H, B| K,(A \mid H) \wedge(B \mid K)\}$ is

$$
\begin{equation*}
\Pi=\left\{(x, y, z):(x, y) \in[0,1]^{2}, \max \{x+y-1,0\} \leqslant z \leqslant \min \{x, y\}\right\} \tag{12}
\end{equation*}
$$

The set $\Pi$ is the tetrahedron with vertices the points $(1,1,1),(1,0,0),(0,1,0),(0,0,0)$. Notice that, the assumption of logical independence plays a key role for the validity of Theorem 7 . Indeed, in case of some logical dependencies, for the interval $\left[z^{\prime}, z^{\prime \prime}\right]$ of coherent extensions $z$ it holds that $\max \{x+y-1,0\} \leqslant$ $z^{\prime} \leqslant z^{\prime \prime} \leqslant \min \{x, y\}$. For instance, when $H=K$ and $A B=\varnothing$, the coherence of the assessment $(x, y)$ on $\{A|H, B| H\}$ is equivalent to the condition $x+y-1 \leqslant 0$. In this case, it holds that $(A \mid H) \wedge(B \mid H)=A B \mid H$ with $P(A B \mid H)=0$; then, the unique coherent extension on $A B \mid H$ is $z=0$. As another example, in the case $A=B$, with $A, H, K$ logically independent, it holds that the assessment $(x, y)$ on $\{A|H, A| K\}$ is coherent for every $(x, y) \in[0,1]^{2}$. Moreover, as it will be shown by Theorem 17, the extension $z$ is coherent if and only if $x y \leqslant z \leqslant \min \{x, y\}$. Finally, we remark that in all cases, for each coherent extension $z$, it holds that $z \in\left[z^{\prime}, z^{\prime \prime}\right] \subseteq[0,1]$; thus $(A \mid H) \wedge(B \mid K) \in[0,1]$.

Other approaches to compounded conditionals, which are not based on coherence, can be found in [6, 22, 39, 44]. A study of the lower and upper bounds for other definitions of conjunction, where the conjunction is a conditional event like Adams' quasi conjunction, has been given in [51].

We recall now the notion of disjoined conditional. Given a coherent probability assessment $(x, y)$ on $\{A|H, B| K\}$ we consider the random quantity $(A H \vee B K)+x \bar{H} \bar{B} K+y \bar{K} \bar{A} H$ and we set $\mathbb{P}[((A H \vee B K)+$ $x \bar{H} \bar{B} K+y \bar{K} \bar{A} H) \mid(H \vee K)]=w$. Then we define the disjunction $(A \mid H) \vee(B \mid K)$ as follows:

Definition 3. Given a coherent prevision assessment $P(A \mid H)=x, P(B \mid K)=y$, and $\mathbb{P}[((A H \vee B K)+$ $x \bar{H} \bar{B} K+y \bar{K} \bar{A} H) \mid(H \vee K)]=w$, the disjunction $(A \mid H) \vee(B \mid K)$ is the conditional random quantity

$$
\begin{align*}
& (A \mid H) \vee(B \mid K)=((A H \vee B K)+x \bar{H} \bar{B} K+y \bar{K} \bar{A} H) \mid(H \vee K)= \\
& =((A H \vee B K)+x \bar{H} \bar{B} K+y \bar{K} \bar{A} H)(H \vee K)+w \bar{H} \bar{K}= \begin{cases}1, & \text { if } A H \vee B K \text { is true }, \\
0, & \text { if } \bar{A} H \bar{B} K \text { is true }, \\
x, & \text { if } \bar{H} \bar{B} K \text { is true, } \\
y, & \text { if } \bar{A} H \bar{K} \text { is true, } \\
w, & \text { if } \bar{H} \bar{K} \text { is true. }\end{cases} \tag{13}
\end{align*}
$$

We recall the notion of conjunction of $n$ conditional events ([33]).
Definition 4. Let $n$ conditional events $E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}$ be given. For each non-empty strict subset $S$ of $\{1, \ldots, n\}$, let $x_{S}$ be a prevision assessment on $\bigwedge_{i \in S}\left(E_{i} \mid H_{i}\right)$. Then, the conjunction $\left(E_{1} \mid H_{1}\right) \wedge \cdots \wedge\left(E_{n} \mid H_{n}\right)$ is the conditional random quantity $\mathcal{C}_{1 \cdots n}$ defined as

$$
\begin{align*}
& \mathcal{C}_{1 \cdots n}=\left[\bigwedge_{i=1}^{n} E_{i} H_{i}+\sum_{\varnothing \neq S \subset\{1,2 \ldots, n\}} x_{S}\left(\bigwedge_{i \in S} \bar{H}_{i}\right) \wedge\left(\bigwedge_{i \notin S} E_{i} H_{i}\right)\right] \mid\left(\bigvee_{i=1}^{n} H_{i}\right)= \\
& = \begin{cases}1, & \text { if } \bigwedge_{i=1}^{n} E_{i} H_{i} \text { is true, } \\
0, & \text { if } \bigvee_{i=1}^{n} \bar{E}_{i} H_{i} \text { is true, } \\
x_{S}, & \text { if }\left(\bigwedge_{i \in S} \bar{H}_{i}\right) \wedge\left(\bigwedge_{i \neq S} E_{i} H_{i}\right) \text { is true, } \varnothing \neq S \subset\{1,2 \ldots, n\}, \\
x_{1 \cdots n}, & \text { if } \bigwedge_{i=1}^{n} \bar{H}_{i} \text { is true, }\end{cases} \tag{14}
\end{align*}
$$

where

$$
x_{1 \cdots n}=x_{\{1, \ldots, n\}}=\mathbb{P}\left(\bigodot_{1 \cdots n}\right)=\mathbb{P}\left[\left(\bigwedge_{i=1}^{n} E_{i} H_{i}+\sum_{\varnothing \neq S \subset\{1,2 \ldots, n\}} x_{S}\left(\bigwedge_{i \in S} \bar{H}_{i}\right) \wedge\left(\bigwedge_{i \notin S} E_{i} H_{i}\right)\right) \mid\left(\bigvee_{i=1}^{n} H_{i}\right)\right]
$$

Of course, we obtain $\mathcal{C}_{1}=E_{1} \mid H_{1}$, when $n=1$. In Definition 4 each possible value $x_{S}$ of $\mathcal{C}_{1 \ldots n}, \varnothing \neq S \subset$ $\{1, \ldots, n\}$, is evaluated when defining (in a previous step) the conjunction $\mathcal{C}_{S}=\bigwedge_{i \in S}\left(E_{i} \mid H_{i}\right)$. Then, after the conditional prevision $x_{1 \cdots n}$ is evaluated, $\mathcal{C}_{1 \cdots n}$ is completely specified. Of course, we require coherence for the prevision assessment $\left(x_{S}, \varnothing \neq S \subseteq\{1, \ldots, n\}\right)$, so that $\mathcal{C}_{1 \cdots n} \in[0,1]$. In the framework of the betting scheme, $x_{1 \ldots n}$ is the amount that you agree to pay with the proviso that you will receive:

- 1 , if all conditional events are true;
- 0 , if at least one of the conditional events is false;
- the prevision of the conjunction of that conditional events which are void, otherwise. In particular you receive back $x_{1 \cdots n}$ when all conditional events are void.

The operation of conjunction is associative and commutative ([33, Proposition 1]). We recall below a necessary condition of coherence related with the Fréchet-Hoeffding bounds ([33, Theorem 13]).

Theorem 8. Let $\left(x_{1}, \ldots, x_{n}, x_{1 \cdots n}\right)$ be a coherent prevision assessment on the family $\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}, \mathcal{C}_{1 \cdots n}\right\}$. Then, $\max \left\{\sum_{i=1}^{n} x_{i}-(n-1), 0\right\} \leqslant x_{1 \cdots n} \leqslant \min \left\{x_{1}, \ldots, x_{n}\right\}$.

### 2.4. Frank t-norms

We recall below the notion of t-norm (see [36, 41, 40]).
Definition 5. A $t$-norm is a function $T:[0,1]^{2} \longrightarrow[0,1]$ which satisfies, for all $x, y, z \in[0,1]$, the following four axioms: $T(x, y)=T(y, x)$ (commutativity); $T(x, T(y, z))=T(T(x, y), z$ ) (associativity); $T(x, y) \leqslant T(x, z)$ whenever $y \leqslant z$ (monotonicity); $T(x, 1)=x$ (boundary condition).

Some basic t-norms are the minimum $T_{M}$ (which is the greatest t -norm), the product $T_{P}$, the Łukasiewicz t-norm $T_{L}$, given below:

$$
T_{M}(x, y)=\min (x, y), \quad T_{P}(x, y)=x y, \quad T_{L}(x, y)=\max (x+y-1,0)
$$

Frank t -norms are a relevant class of t -norms to which the previous basic ones belong. The Frank t -norm $T_{\lambda}:[0,1]^{2} \rightarrow[0,1]$, with parameter $\lambda \in[0,+\infty]$, is defined as

$$
T_{\lambda}(x, y)= \begin{cases}T_{M}(x, y)=\min \{x, y\}, & \text { if } \lambda=0  \tag{15}\\ T_{P}(x, y)=x y, & \text { if } \lambda=1 \\ T_{L}(x, y)=\max \{x+y-1,0\}, & \text { if } \lambda=+\infty, \\ \log _{\lambda}\left(1+\frac{\left(\lambda^{x}-1\right)\left(\lambda^{y}-1\right)}{\lambda-1}\right), & \text { otherwise }\end{cases}
$$

We recall that $T_{\lambda}$ is continuous with respect to $\lambda$; moreover, it is decreasing with respect to the parameter $\lambda$. Then, for each given $(x, y) \in[0,1]^{2}$, it holds that $T_{L}(x, y) \leqslant T_{\lambda}(x, y) \leqslant T_{M}(x, y)$, for every $\lambda \in[0,+\infty]$ (see, e.g., 41], 40]). Frank t-norms provide a gradual transition between Lukasiewicz t-norm $(\lambda=+\infty)$ and minimum t-norm $(\lambda=0)$. Frank t-norms have been exploited in [8] (see also [13]) with the aim of obtaining the coherent values for the membership function of the intersection of two fuzzy subsets. Since t-norms are associative they can be extended in a unique way to an $n$-ary operation for arbitrary integer $n \geqslant 2$ (see [36, 40]).

## 3. Sharpness of the Fréchet-Hoeffding bounds for the conjunction of $\boldsymbol{n}$ conditional events

In this section we show, under logical independence, the sharpness of Fréchet-Hoeffding bounds for the prevision of the conjunction $\mathcal{C}_{1 \cdots n}$ and we illustrate some details by considering the case $n=3$. We also show that the set of all coherent prevision assessments on $\mathcal{F}=\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}, \mathcal{C}_{1 \cdots n}\right\}$ is convex.

Let $\mathcal{M}=\left(x_{1}, \ldots, x_{n}, x_{1 \cdots n}\right)$ be a prevision assessment on $\mathcal{F}=\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}, \mathcal{C}_{1 \cdots n}\right\}$, with $E_{1}, \ldots, E_{n}, H_{1}, \ldots, H_{n}$ logically independent. In order to determine the constituents generated by the family $\mathcal{F}$ it is enough to consider the constituents $C_{0}, C_{1}, \ldots, C_{m}$ generated by the family $\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}\right\}$, where by logical independence $m+1=3^{n}$. Indeed, each $C_{h}$ uniquely determines the value of $\mathcal{C}_{1 \cdots n}$, that is for each $h$ there exists a unique $x_{S}$ such that $C_{h}$ logically implies the event $\left(\mathcal{C}_{1 \cdots n}=x_{S}\right)$ and hence $C_{h} \wedge\left(\complement_{1 \cdots n}=x_{S}\right)=C_{h}$. Then, $C_{0}, C_{1}, \ldots, C_{m}$ also represent the constituents generated by the family $\mathcal{F}$. By Remark 1, for each $C_{h}$ the associated point $Q_{h}$ represents the value of the random vector $\left(E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}, \mathcal{C}_{1 \cdots n}\right)$ when $C_{h}$ is true. The last component of $Q_{h}$ is the value of $\mathcal{C}_{1 \ldots n}$ when $C_{h}$ is true. By Definition 4 we observe that, when the conditioning events $H_{1}, \ldots, H_{n}$ are all true, it holds that $\mathcal{C}_{1 \cdots n} \in\{1,0\}$. In this section we only need to consider the constituents $C_{h}$ 's such that $C_{h} \subseteq \bigwedge_{i=1}^{n} H_{i}$. For these constituents the associated $Q_{h}^{\prime}$ s have binary components, where the last component is 1 , or 0 , according to whether $C_{h}=\bigwedge_{i=1}^{n} E_{i} H_{i}$, or $C_{h} \subseteq\left(\bigvee_{i=1}^{n} \bar{E}_{i}\right) \wedge\left(\bigwedge_{i=1}^{n} H_{i}\right)$. Given any subset $\left\{i_{1}, \ldots, i_{k}\right\}$ of $\{1, \ldots, n\}$, we set

$$
\left\{i_{k+1}, \ldots, i_{n}\right\}=\{1, \ldots, n\} \backslash\left\{i_{1}, \ldots, i_{k}\right\}
$$

Then, we denote by

$$
\begin{equation*}
\mathcal{K}=\left\{K_{i_{1} \cdots i_{k}}^{\overline{i_{k+1}} \cdots \overline{i_{n}}},\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n\}\right\} \tag{16}
\end{equation*}
$$

where

$$
K_{i_{1} \cdots i_{k} \overline{i_{k+1}} \cdots \overline{i_{n}}}=\left(\bigwedge_{i \in\left\{i_{1}, \ldots, i_{k}\right\}} E_{i} H_{i}\right) \wedge\left(\bigwedge_{i \in\left\{i_{k+1}, \ldots, i_{n}\right\}} \bar{E}_{i} H_{i}\right)=E_{i_{1}} H_{i_{1}} \cdots E_{i_{k}} H_{i_{k}} \bar{E}_{i_{k+1}} H_{i_{k+1}} \cdots \bar{E}_{i_{n}} H_{i_{n}}
$$

the set of $2^{n}$ constituents $C_{h}$ 's contained in $\bigwedge_{i=1}^{n} H_{i}$, that is $\mathcal{K}=\left\{K_{1 \cdots n}, K_{1 \cdots n-1 \bar{n}}, \ldots, K_{\overline{1} \cdots \bar{n}}\right\}$. Of course, there are $3^{n}-2^{n}$ constituents $C_{h}$ 's which logically imply $\bigvee_{i=1}^{n} \bar{H}_{i}$ and hence do not belong to $\mathcal{K}$. For each subset $\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n\}$, we denote by $Q_{i_{1} \ldots i_{k}} \overline{k_{k+1} \ldots \bar{i}_{n}}$ the point associated with the constituent $K_{i_{1} \cdots i_{k} \overline{i_{k+1}} \cdots \bar{i}_{n}} \in \mathcal{K}$. Each point $Q_{i_{1} \cdots i_{k} \overline{i_{k+1}} \cdots \overline{i_{n}}}$ is a $(n+1)$-vector, say $\left(q_{1}, \ldots, q_{n+1}\right)$, where

$$
q_{j}=\left\{\begin{array}{l}
1, \text { if } j \in\left\{i_{1}, \ldots, i_{k}\right\},  \tag{17}\\
0, \text { if } j \in\left\{i_{k+1}, \ldots, i_{n}\right\},
\end{array} \quad q_{n+1}=\left\{\begin{array}{l}
1, \text { if } k=n \\
0, \text { if } k<n
\end{array}\right.\right.
$$

Then, from (17), the set of points $\left\{Q_{i_{1} \cdots i_{k} \overline{\bar{k}_{k+1}} \cdots \bar{i}_{n}},\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n\}\right\}$, which we also denote by $\left\{Q_{1 \cdots n}\right.$, $\left.Q_{1 \cdots n-1 \bar{n}}, \ldots, Q_{\overline{1} \cdots \bar{n}}\right\}$, is $\{(1, \ldots, 1,1),(1, \ldots 1,0,0), \ldots,(0, \ldots, 0)\}$. We denote by $I^{*}$ the convex hull of these $2^{n}$ points, that is

$$
\begin{equation*}
\mathcal{I}^{*}=\left\{\mathcal{M}: \mathcal{M}=\lambda_{1 \cdots n} Q_{1 \cdots n}+\cdots+\lambda_{\overline{1} \cdots \bar{n}} Q_{\overline{1} \cdots \bar{n}} ; \lambda_{1 \cdots n}+\cdots+\lambda_{\overline{1} \cdots \bar{n}}=1 ; \lambda_{1 \cdots n} \geqslant 0, \ldots, \lambda_{\overline{1} \cdots \bar{n}} \geqslant 0\right\} . \tag{18}
\end{equation*}
$$

Moreover, we denote by $\left(\sum_{n}^{*}\right)$ the following system, with $2^{n}$ unknowns $\lambda_{i_{1} \cdots i_{k} \overline{i_{k+1}} \cdots \overline{i_{n}}}$,

$$
\left(\Sigma_{n}^{*}\right)\left\{\begin{array}{l}
\mathcal{M}=\sum_{\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n\}} \lambda_{i_{1} \cdots i_{k} \overline{i_{k+1}} \cdots \bar{i}_{n}} Q_{i_{1} \cdots i_{k} \overline{\bar{i}_{k+1}} \cdots \overline{i_{n}}},  \tag{19}\\
\sum_{\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n\}} \lambda_{i_{1} \cdots i_{k} \bar{i}_{k+1} \cdots \bar{i}_{n}}=1, \\
\lambda_{i_{1} \cdots i_{k} \overline{i_{k+1}} \cdots \bar{i}_{n} \geqslant 0, \quad \forall\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n\} .} .
\end{array}\right.
$$

which is solvable if and only if $\mathcal{M} \in I^{*}$. In more explicit terms the system $\left(\Sigma_{n}^{*}\right)$ becomes

Remark 3. Let $I$ be the convex hull of all the points $Q_{h}$ 's associated with all the constituents $C_{h}$ 's in $H_{1} \vee \cdots \vee H_{n}$. Of course, for each $C_{h} \in \mathcal{K}$, it holds that $C_{h} \subseteq \bigwedge_{i=1}^{n} H_{i} \subseteq \bigvee_{i=1}^{n} H_{i}$. Then, the convex hull $I^{*}$ is a subset of $I$.

Theorem 9. Let $E_{1}, \ldots, E_{n}, H_{1}, \ldots, H_{n}$ be logically independent events, with $H_{1} \neq \varnothing, \ldots, H_{n} \neq \varnothing$, $n \geqslant 2$. Moreover, let $\mathcal{M}=\left(x_{1}, \ldots, x_{n}, x_{1 \cdots n}\right)$ be a prevision assessment on $\mathcal{F}=\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}, \mathcal{C}_{1 \cdots n}\right\}$. If $\mathcal{M} \in \mathcal{I}^{*}$, that is $\left(\Sigma_{n}^{*}\right)$ is solvable, then $\mathcal{M}$ is coherent.

Proof. Let be $\mathcal{M} \in I^{*}$, that is $\left(\Sigma_{n}^{*}\right)$ solvable, with a solution $\Lambda^{*}$. From Remark 3, as $I^{*} \subseteq \mathcal{I}$, where $I$ is the convex hull of all the points $Q_{h}$ 's, $h=1, \ldots, m$, it holds that $\mathcal{M} \in I$. Then, the system ( $\Sigma$ ) in (3) is solvable with a solution $\Lambda=\left(\lambda_{h}, h=1, \ldots, m\right)=\left(\Lambda^{*}, \mathbf{0}\right)$, that is $\lambda_{h}=0$ for each $C_{h} \nsubseteq \bigwedge_{i=1}^{n} H_{i}$. Moreover, as $\sum_{h: C_{h} \subseteq H_{i}} \lambda_{h}=\sum_{h: C_{h} \subseteq H_{1} \cdots H_{n}} \lambda_{h}=1, i=1, \ldots, n$, it holds that $I_{0}=\varnothing$. Thus, as $(\Sigma)$ is solvable and $I_{0}$ is empty, by Theorem 5] the assessment $\mathcal{M}$ is coherent.

We recall that a t-norm $T$, introduced as a binary operator, can be extended as an $n$-ary operator. For any integer $n \geqslant 2$ the extension of $T$ is defined as ([41])

$$
T\left(x_{1}, \ldots, x_{n}\right)= \begin{cases}T\left(T\left(x_{1}, \ldots, x_{n-1}\right), x_{n}\right), & \text { if } n>2 \\ T\left(x_{1}, x_{2}\right), & \text { if } n=2\end{cases}
$$

The Fréchet-Hoeffding bounds are

$$
T_{L}\left(x_{1}, \ldots, x_{n}\right)=\max \left\{\sum_{i=1}^{n} x_{i}-n+1,0\right\}, \quad T_{M}\left(x_{1}, \ldots, x_{n}\right)=\min \left\{x_{1}, \ldots, x_{n}\right\}
$$

In the next result (Theorem (10) we show that, when propagating the probability assessment $\mathcal{P}=$ $\left(x_{1}, \ldots, x_{n}\right)$, defined on the family of $n$ conditional events $\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}\right\}$, to their conjunction $\mathcal{C}_{1 \ldots n}$, under logical independence the prevision assessment $\mathbb{P}\left(\mathcal{C}_{1 \cdots n}\right)=\mu$ is a coherent extension of $\mathscr{P}$ if and only if $\mu \in\left[\mu^{\prime}\left(x_{1}, \ldots, x_{n}\right), \mu^{\prime \prime}\left(x_{1}, \ldots, x_{n}\right)\right]$, where

$$
\mu^{\prime}\left(x_{1}, \ldots, x_{n}\right)=T_{L}\left(x_{1}, \ldots, x_{n}\right), \mu^{\prime \prime}\left(x_{1}, \ldots, x_{n}\right)=T_{M}\left(x_{1}, \ldots, x_{n}\right)
$$

For the convenience of the reader we sketch the proof.

1. We first observe that in general it holds that

$$
T_{L}\left(x_{1}, \ldots, x_{n}\right) \leqslant \mu^{\prime}\left(x_{1}, \ldots, x_{n}\right) \leqslant \mu^{\prime \prime}\left(x_{1}, \ldots, x_{n}\right) \leqslant T_{M}\left(x_{1}, \ldots, x_{n}\right)
$$

2. We show that $\mu^{\prime}\left(x_{1}, \ldots, x_{n}\right)=T_{L}\left(x_{1}, \ldots, x_{n}\right)$, by verifying the coherence of the assessment $\left(x_{1}, \ldots, x_{n}, T_{L}\left(x_{1}, \ldots, x_{n}\right)\right)$ on $\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}, \mathcal{C}_{1 \ldots n}\right\}$. Based on Theorem 9 we verify the coherence of $\left(x_{1}, \ldots, x_{n}, T_{L}\left(x_{1}, \ldots, x_{n}\right)\right)$ by showing that the associated system $\left(\Sigma_{n}^{*}\right)$ is solvable, for each $n$. We proceed by induction. We assume $\left(\Sigma_{n}^{*}\right)$ solvable and then we verify the solvability of $\left(\Sigma_{n+1}^{*}\right)$, by separately examining two cases: $(i) T_{L}\left(x_{1}, \ldots, x_{n}\right)=0$, (ii) $T_{L}\left(x_{1}, \ldots, x_{n}\right)>0$. In the case $(i)$ for the assessment $P\left(E_{n+1} \mid H_{n+1}\right)=x_{n+1}$ we distinguish three sub-cases: $x_{n+1}=0, x_{n+1}=1,0<x_{n+1}<1$. In the case (ii) we give an explicit solution of $\left(\Sigma_{n}^{*}\right)$ and a related solution for $\left(\sum_{n+1}^{*}\right)$, by distinguishing two sub-cases which concern $x_{n+1}$ : (ii.a) $0 \leqslant x_{n+1} \leqslant n-\sum_{i=1}^{n}$ (with three further sub-cases); (ii.b) $n-\sum_{i=1}^{n}<x_{n+1} \leqslant 1$.
3. We show that $\mu^{\prime \prime}\left(x_{1}, \ldots, x_{n}\right)=T_{M}\left(x_{1}, \ldots, x_{n}\right)$. We verify the coherence of the assessment $\left(x_{1}, \ldots, x_{n}, T_{M}\left(x_{1}, \ldots, x_{n}\right)\right)$ on $\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}, \mathcal{C}_{1 \cdots n}\right\}$, by providing an explicit solution of $\left(\Sigma_{n}^{*}\right)$ and by applying Theorem 9

Theorem 10. Let $E_{1}, \ldots, E_{n}, H_{1}, \ldots, H_{n}$ be logically independents events, with $H_{1} \neq \varnothing, \ldots, H_{n} \neq \varnothing$, $n \geqslant 2$. The set $\Pi$ of all prevision coherent assessments $\mathcal{M}=\left(x_{1}, \ldots, x_{n}, x_{1 \cdots n}\right)$ on the family $\mathcal{F}=$ $\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}, \mathcal{C}_{1 \cdots n}\right\}$ is

$$
\begin{equation*}
\Pi=\left\{\left(x_{1}, \ldots, x_{n}, x_{1 \cdots n}\right):\left(x_{1}, \ldots, x_{n}\right) \in[0,1]^{n}, x_{1 \cdots n} \in\left[T_{L}\left(x_{1}, \ldots, x_{n}\right), T_{M}\left(x_{1}, \ldots, x_{n}\right)\right]\right\} \tag{21}
\end{equation*}
$$

Proof. Given any integer $n \geqslant 2$, by logical independence of $E_{1}, \ldots, E_{n}, H_{1}, \ldots, H_{n}$ each point $\left(x_{1}, \ldots, x_{n}\right) \in$ $[0,1]^{n}$ is a coherent assessment on $\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}\right\}$ ([25, Proposition 11]). Moreover, by Theorem 6, for each $\left(x_{1}, \ldots, x_{n}\right) \in[0,1]^{n}$ there exist two values $\mu^{\prime}\left(x_{1}, \ldots, x_{n}\right)$ and $\mu^{\prime \prime}\left(x_{1}, \ldots, x_{n}\right)$ such that $x_{1 \ldots n}$ is a coherent extension of $\left(x_{1}, \ldots, x_{n}\right)$ if and only if $x_{1 \ldots n} \in\left[\mu^{\prime}\left(x_{1}, \ldots, x_{n}\right), \mu^{\prime \prime}\left(x_{1}, \ldots, x_{n}\right)\right]$. Then,

$$
\Pi=\left\{\left(x_{1}, \ldots, x_{n}, x_{1 \cdots n}\right):\left(x_{1}, \ldots, x_{n}\right) \in[0,1]^{n}, x_{1 \cdots n} \in\left[\mu^{\prime}\left(x_{1}, \ldots, x_{n}\right), \mu^{\prime \prime}\left(x_{1}, \ldots, x_{n}\right)\right]\right\}
$$

By Theorem 8, coherence requires that $x_{1 \cdots n} \in\left[T_{L}\left(x_{1}, \ldots, x_{n}\right), T_{M}\left(x_{1}, \ldots, x_{n}\right)\right]$ and hence

$$
T_{L}\left(x_{1}, \ldots, x_{n}\right) \leqslant \mu^{\prime}\left(x_{1}, \ldots, x_{n}\right) \leqslant \mu^{\prime \prime}\left(x_{1}, \ldots, x_{n}\right) \leqslant T_{M}\left(x_{1}, \ldots, x_{n}\right)
$$

Thus, $\Pi \subseteq\left\{\left(x_{1}, \ldots, x_{n}, x_{1 \cdots n}\right):\left(x_{1}, \ldots, x_{n}\right) \in[0,1]^{n}, x_{1 \cdots n} \in\left[T_{L}\left(x_{1}, \ldots, x_{n}\right), T_{M}\left(x_{1}, \ldots, x_{n}\right)\right]\right\}$. In order to complete the proof it is enough to show that the two assessments $\left(x_{1}, \ldots, x_{n}, T_{L}\left(x_{1}, \ldots, x_{n}\right)\right)$ and $\left(x_{1}, \ldots, x_{n}, T_{M}\left(x_{1}, \ldots, x_{n}\right)\right)$ are coherent, for every $\left(x_{1}, \ldots, x_{n}\right) \in[0,1]^{n}$, that is $\mu^{\prime}\left(x_{1}, \ldots, x_{n}\right)=$ $T_{L}\left(x_{1}, \ldots, x_{n}\right)$ and $\mu^{\prime \prime}\left(x_{1}, \ldots, x_{n}\right)=T_{M}\left(x_{1}, \ldots, x_{n}\right)$, which amounts to the sharpness of the FréchetHoeffding bounds.

Coherence of $\left(x_{1}, \ldots, x_{n}, T_{L}\left(x_{1}, \ldots, x_{n}\right)\right)$. We will proceed by induction on the solvability of the system $\left(\Sigma_{n}^{*}\right)$ associated to the assessment $\left(x_{1}, \ldots, x_{n}, T_{L}\left(x_{1}, \ldots, x_{n}\right)\right)$.
( $n=2$ ). In this case, by Remark 2, the assessment $\mathcal{M}=\left(x_{1}, x_{2}, T_{L}\left(x_{1}, x_{2}\right)\right)$ is coherent because $\mathcal{M}$ belongs to the set of coherent prevision assessments, given by the tetrahedron with vertices the points $(1,1,1),(1,0,0),(0,1,0),(0,0,0)$. Moreover, by recalling (16), for $n=2$ the constituents which logically imply $H_{1} H_{2}$ are

$$
K_{11}=E_{1} H_{1} E_{2} H_{2}, \quad K_{1 \overline{2}}=E_{1} H_{1} \bar{E}_{2} H_{2}, \quad K_{\overline{1} 2}=\bar{E}_{1} H_{1} E_{2} H_{2}, \quad K_{\overline{1} \overline{2}}=\bar{E}_{1} H_{1} \bar{E}_{2} H_{2} .
$$

The associated points are

$$
Q_{11}=(1,1,1), \quad Q_{1 \overline{2}}=(1,0,0), \quad Q_{\overline{1} 2}=(0,1,0), \quad Q_{\overline{1} \overline{2}}=(0,0,0)
$$

Thus, the convex hull $I^{*}$ of $Q_{12}, Q_{1 \overline{2}}, Q_{\overline{1} 2}, Q_{\overline{1} \overline{2}}$ coincides with the tetrahedron and hence $\mathcal{M} \in I^{*}$, that is $\left(\Sigma_{2}^{*}\right)$ is solvable. Indeed, $\left(\Sigma_{2}^{*}\right)$ is the following system

$$
\left(\Sigma_{2}^{*}\right)\left\{\begin{array}{l}
x_{1}=\lambda_{12}+\lambda_{1 \overline{1}},  \tag{22}\\
x_{2}=\lambda_{12}+\lambda_{\overline{1} 2}, \\
T_{L}\left(x_{1}, x_{2}\right)=\lambda_{12}, \\
\lambda_{12}+\lambda_{1 \overline{2}}+\lambda_{\overline{1} 2}+\lambda_{\overline{1} \overline{2}}=1, \\
\lambda_{i_{1} i_{2}} \geqslant 0, \quad \forall\left(i_{1}, i_{2}\right) \in\{1, \overline{1}\} \times\{2, \overline{2}\},
\end{array}\right.
$$

with a solution

$$
\Lambda_{2}=\left(\lambda_{12}, \lambda_{\overline{1} 2}, \lambda_{1 \overline{2}}, \lambda_{\overline{1} \overline{2}}\right)=\left(T_{L}\left(x_{1}, x_{2}\right), x_{2}-T_{L}\left(x_{1}, x_{2}\right), x_{1}-T_{L}\left(x_{1}, x_{2}\right), 1-x_{1}-x_{2}+T_{L}\left(x_{1}, x_{2}\right)\right)
$$

In particular

$$
\Lambda_{2}=\left\{\begin{array}{l}
\left(0, x_{2}, x_{1}, 1-x_{1}-x_{2}\right), \text { if } x_{1}+x_{2}-1 \leqslant 0 \\
\left(x_{1}+x_{2}-1,1-x_{1}, 1-x_{2}, 0\right), \text { if } x_{1}+x_{2}-1>0
\end{array}\right.
$$

We now assume the system $\left(\sum_{n}^{*}\right)$ associated with the assessment $\left(x_{1}, \ldots, x_{n}, T_{L}\left(x_{1}, \ldots, x_{n}\right)\right)$ is solvable and we show that the system $\left(\Sigma_{n+1}^{*}\right)$ associated with the assessment $\left(x_{1}, \ldots, x_{n+1}, T_{L}\left(x_{1}, \ldots, x_{n+1}\right)\right)$ is solvable too. Then, $\left(\Sigma_{n}^{*}\right)$ is solvable for every $n \geqslant 2$ and by Theorem 9 it follows the coherence of the assessment $\left(x_{1}, \ldots, x_{n}, T_{L}\left(x_{1}, \ldots, x_{n}\right)\right)$, for every $n$.
Let the vector $\Lambda_{n}=\left(\lambda_{i_{1} \ldots i_{k} \overline{i_{k+1}} \ldots \overline{i_{n}}}:\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n\}\right)$ be a solution of $\left(\Sigma_{n}^{*}\right)$. Then, by (20), $\lambda_{1 \cdots n}=x_{1 \cdots n}=T_{L}\left(x_{1}, \ldots, x_{n}\right)$. When necessary we assume that the components of $\Lambda_{n}$ are suitably ordered. Given a further conditional event $E_{n+1} \mid H_{n+1}$, with $P\left(E_{n+1} \mid H_{n+1}\right)=x_{n+1}$, the system $\left(\Sigma_{n+1}^{*}\right)$ associated with the assessment $\left(x_{1}, \ldots, x_{n+1}, T_{L}\left(x_{1}, \ldots, x_{n+1}\right)\right)$ on $\left\{E_{1}\left|H_{1}, \ldots, E_{n+1}\right| H_{n+1}, \mathcal{C}_{1 \cdots n+1}\right\}$ is

Based on $\Lambda_{n}$ we will find a solution $\Lambda_{n+1}$ of $\left(\Sigma_{n+1}^{*}\right)$ such that

$$
\begin{equation*}
\lambda_{i_{1} \cdots i_{k} \overline{i_{k+1}} \cdots \overline{i_{n}}}=\lambda_{i_{1} \cdots i_{k} \overline{i_{k+1}} \cdots \overline{i_{n}} n+1}+\lambda_{i_{1} \cdots i_{k} \overline{i_{k+1}} \cdots \overline{i_{n}} \overline{n+1}}, \quad\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n\} . \tag{24}
\end{equation*}
$$

Then, the system $\left(\Sigma_{n+1}^{*}\right)$ becomes

We distinguish two cases: $($ i $) T_{L}\left(x_{1}, \ldots, x_{n}\right)=0$, that is $x_{1}+\cdots+x_{n}-n+1 \leqslant 0$; (ii) $T_{L}\left(x_{1}, \ldots, x_{n}\right)>0$, that is $x_{1}+\cdots+x_{n}-n+1>0$.
Case $(i)$. As $T_{L}\left(x_{1}, \ldots, x_{n}\right)=0$, it holds that $T_{L}\left(x_{1}, \ldots, x_{n+1}\right)=T_{L}\left(T_{L}\left(x_{1}, \ldots, x_{n}\right), x_{n+1}\right)=$ $T_{L}\left(0, x_{n+1}\right)=0$. Moreover, for the component $\lambda_{1 \cdots n}$ of the vector $\Lambda_{n}$ it holds that $\lambda_{1 \cdots n}=0$; hence, in (25), $\lambda_{1 \cdots n \overline{n+1}}=0$ and $\lambda_{1 \cdots n n+1}=0$, which satisfies the equation $T_{L}\left(x_{1}, \ldots, x_{n+1}\right)=\lambda_{1 \cdots n+1}$. We first examine the particular cases where $x_{n+1}=0$, or $x_{n+1}=1$; then, we consider the case $0<x_{n+1}<1$.

If $x_{n+1}=0$, the system (25) becomes
with a solution $\Lambda_{n+1,0}$ given by
where $\lambda_{i_{1} \ldots i_{k}} \overline{\overline{i_{k+1}} \ldots \overline{i_{n}} n+1}=0$ and $\lambda_{i_{1} \cdots i_{k} \overline{i_{k+1}} \cdots \overline{i_{n}}} \overline{n+1}=\lambda_{i_{1} \cdots i_{k} \overline{i_{k+1}} \ldots \overline{i_{n}}},\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n\}$, with in particular $\lambda_{1 \cdots n \overline{n+1}}=\lambda_{1 \cdots n}=0$. Thus $\left(\Sigma_{n+1}^{*}\right)$ is solvable when $T_{L}\left(x_{1}, \ldots, x_{n}\right)=0$ and $x_{n+1}=0$. We also observe that $\Lambda_{n+1,0}$ has the following structure

$$
\begin{equation*}
\left(\lambda_{1 \cdots n+1}, \ldots, \lambda_{\overline{1} \cdots \bar{n} n+1}, \lambda_{1 \cdots n \overline{n+1}}, \ldots, \lambda_{\overline{1} \cdots \bar{n} \overline{n+1}}\right)=\left(0, \ldots, 0, \lambda_{1 \cdots n}, \ldots, \lambda_{\overline{1} \cdots \bar{n}}\right)=\left(\mathbf{0}_{n}, \Lambda_{n}\right), \tag{27}
\end{equation*}
$$

where $\mathbf{0}_{n}$ is the subvector $(0, \ldots, 0)$ of length $2^{n}$ and $\Lambda_{n}$ is a solution of $\left(\Sigma_{n}^{*}\right)$.

If $x_{n+1}=1$, the system (25) becomes
with a solution $\Lambda_{n+1,1}$ given by
where $\lambda_{i_{1} \cdots i_{k} \overline{k_{k+1}} \cdots \bar{i}_{n} n+1}=\lambda_{i_{1} \cdots i_{k} \overline{i_{k+1}} \cdots \overline{i_{n}}}$ and $\lambda_{i_{1} \cdots i_{k} \overline{\bar{i}_{k+1}} \cdots \overline{i_{n}} \overline{n+1}}=0,\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n\}$, with in particular $\lambda_{1 \cdots n \overline{n+1}}=\lambda_{1 \cdots n}=0$. Thus $\left(\Sigma_{n+1}^{*}\right)$ is solvable when $T_{L}\left(x_{1}, \ldots, x_{n}\right)=0$ and $x_{n+1}=1$. We also observe that $\Lambda_{n+1,1}$ has the following structure

$$
\begin{align*}
& \Lambda_{n+1,1}=\left(\lambda_{1 \cdots n+1}, \ldots, \lambda_{\overline{1} \cdots \bar{n} n+1}, \lambda_{1 \cdots n \overline{n+1}}, \ldots, \lambda_{\overline{1} \cdots \bar{n} \overline{n+1}}\right)=  \tag{29}\\
& =\left(\lambda_{1 \cdots n}, \ldots, \lambda_{\overline{1} \cdots \bar{n}}, 0, \ldots, 0\right)=\left(\Lambda_{n}, \mathbf{0}_{n}\right)
\end{align*}
$$

If $0<x_{n+1}<1$, by observing that $\left(x_{1}, \ldots, x_{n+1}, T_{L}\left(x_{1}, \ldots, x_{n+1}\right)\right)=\left(x_{1}, \ldots, x_{n+1}, 0\right)$, as

$$
\left(x_{1}, \ldots, x_{n+1}, 0\right)=\left(1-x_{n+1}\right) \cdot\left(x_{1}, \ldots, x_{n}, 0,0\right)+x_{n+1} \cdot\left(x_{1}, \ldots, x_{n}, 1,0\right)
$$

the vector $\Lambda_{n+1}=\left(1-x_{n+1}\right) \Lambda_{n+1,0}+x_{n+1} \Lambda_{n+1,1}$ is a solution of system (25); thus $\left(\sum_{n+1}^{*}\right)$ is solvable when $T_{L}\left(x_{1}, \ldots, x_{n}\right)=0$ and $0<x_{n+1}<1$.

Therefore, by exploiting the solution $\Lambda_{n}$ of $\left(\Sigma_{n}^{*}\right)$, when $T_{L}\left(x_{1}, \ldots, x_{n}\right)=0$ the system $\left(\Sigma_{n+1}^{*}\right)$ is solvable for every $x_{n+1} \in[0,1]$, with a solution given by

$$
\begin{align*}
& \Lambda_{n+1}=\left(\lambda_{1 \cdots n+1}, \ldots, \lambda_{\overline{1} \cdots \bar{n} n+1}, \lambda_{1 \cdots n \overline{n+1}}, \ldots, \lambda_{\overline{1} \cdots \bar{n} \overline{n+1}}\right)=\left(1-x_{n+1}\right) \Lambda_{n+1,0}+x_{n+1} \Lambda_{n+1,1}= \\
& =\left(1-x_{n+1}\right)\left(\mathbf{0}_{n}, \Lambda_{n}\right)+x_{n+1}\left(\Lambda_{n}, \mathbf{0}_{n}\right)=\left(x_{n+1} \Lambda_{n},\left(1-x_{n+1}\right) \Lambda_{n}\right)=  \tag{30}\\
& =\left(x_{n+1} \lambda_{1 \cdots n}, \ldots, x_{n+1} \lambda_{\overline{1} \cdots \bar{n}},\left(1-x_{n+1}\right) \lambda_{1 \cdots n}, \ldots,\left(1-x_{n+1}\right) \lambda_{\overline{1} \cdots \bar{n}}\right)
\end{align*}
$$

Case (ii). In this case $T_{L}\left(x_{1}, \ldots, x_{n}\right)=x_{1}+\ldots+x_{n}-(n-1)>0$ and by the inductive hypothesis the system $\left(\Sigma_{n}^{*}\right)$ is solvable. Actually, an explicit solution of $\left(\Sigma_{n}^{*}\right)$ is the nonnegative vector $\Lambda_{n}=\left(\lambda_{i_{1} \cdots i_{k} \overline{k_{k+1}} \cdots \overline{i_{n}}},\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n\}\right)$ given by

Indeed, $\Lambda_{n}$ is a solution of $\left(\Sigma_{n}^{*}\right)$ as shown below

$$
\left\{\begin{array}{l}
x_{j}=\lambda_{1 \cdots n}+\sum_{k=1}^{n} \lambda_{1 \cdots k-1 \bar{k} k+1 \cdots n}-\lambda_{1 \cdots j-1 \bar{j} j+1 \cdots n}, \quad j=1,2 \ldots, n,  \tag{32}\\
T_{L}\left(x_{1}, \ldots, x_{n}\right)=\lambda_{1 \cdots n}, \\
\lambda_{i_{1} \cdots i_{k} \overline{k_{k+1}} \overline{\overline{i_{n}}}=0, \quad \forall\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n\}, \quad k<n-1,} \sum_{\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n\}} \lambda_{i_{1} \cdots i_{k} \overline{k_{k+1} \cdots \overline{i_{n}}}=\lambda_{1 \cdots n}+\sum_{k=1}^{n} \lambda_{1 \cdots k-1 \bar{k} k+1 \cdots n}=1 .} .
\end{array}\right.
$$

Based on (31) the system (25) becomes

$$
\left\{\begin{array}{l}
\lambda_{1 \cdots n+1}=T_{L}\left(x_{1}, \ldots, x_{n+1}\right),  \tag{33}\\
\lambda_{1 \cdots n+1}+\lambda_{1 \cdots n+1}=\lambda_{1 \cdots n}=x_{1}+\cdots+x_{n}-n+1, \\
\lambda_{1 \cdots r-1} \bar{r} r+1 \cdots n+1+\lambda_{1 \cdots r-1} \bar{r} r+1 \cdots n \overline{n+1}=\lambda_{1 \cdots r-1} \bar{r} r+1 \cdots n=1-x_{r}, \quad r=1, \ldots, n, \\
\lambda_{1 \cdots n+1}+\lambda_{\overline{1} 2 \cdots n+1}+\lambda_{12} \overline{2} \cdots n+1+\cdots+\lambda_{12 \cdots n-1 \bar{n} n+1}=x_{n+1}, \\
\lambda_{1 \cdots n \overline{1}}+\lambda_{\overline{1} 2 \cdots n n+1}+\lambda_{12} 3 \cdots n \overline{n+1}+\cdots+\lambda_{12 \cdots n-1 \bar{n} \overline{n+1}}=1-x_{n+1}, \\
\lambda_{i_{1} \cdots i_{k} \overline{i_{k+1}} \cdots \bar{i}_{n} n+1}+\lambda_{i_{1} \cdots i_{k}} \overline{i_{k+1} \cdots \bar{i}_{n}} \overline{n+1}=\lambda_{i_{1} \cdots i_{k}} \overline{i_{k+1} \cdots \overline{i_{n}}}=0, \forall\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n\}, k<n-1, \\
\lambda_{i_{1} \cdots i_{k}}^{\overline{k_{k+1}} \cdots i_{n+1}} \geqslant 0, \quad \forall\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n+1\} .
\end{array}\right.
$$

Based on the solution of $\left(\Sigma_{n}^{*}\right)$ given in (31) we find a solution of (33), which of course is also a solution of $\left(\Sigma_{n+1}^{*}\right)$. We observe that, as $T_{L}\left(x_{1}, \ldots, x_{n}\right)>0$, it holds that $n-\sum_{i=1}^{n} x_{i}=1-T_{L}\left(x_{1}, \ldots, x_{n}\right)<1$; then, we distinguish two sub-cases which concern $x_{n+1}$ :
(ii.a) $0 \leqslant x_{n+1} \leqslant n-\sum_{i=1}^{n} x_{i}<1$; (ii.b) $n-\sum_{i=1}^{n} x_{i}<x_{n+1} \leqslant 1$.

Sub-case (ii.a). In this case $T_{L}\left(x_{1}, \ldots, x_{n+1}\right)=0$. We analyze separately three cases:
(ii.a.1) $x_{n+1}=0$; (ii.a.2) $x_{n+1}=n-x_{1}-\cdots-x_{n}$; (ii.a.3) $0<x_{n+1}<n-x_{1}-\cdots-x_{n}$.

In case (ii.a.1), as $x_{n+1}=0$, the system (33) becomes

$$
\left\{\begin{array}{l}
\lambda_{1 \cdots n+1}=0,  \tag{34}\\
\lambda_{1 \cdots n \overline{n+1}}=x_{1}+\cdots+x_{n}-n+1, \\
\lambda_{1 \cdots r-1} \bar{r} r+1 \cdots n \overline{n+1}=1-x_{r}, \quad r=1, \ldots, n, \\
\lambda_{\overline{1} 2 \cdots n+1}=\lambda_{1} \overline{2} 3 \cdots n+1 \\
\lambda_{1 \cdots n} \overline{n+1}+\lambda_{\overline{1} 2 \cdots n \overline{n+1}}+\lambda_{1 \overline{2} 3 \cdots n} \overline{\lambda_{12}} \overline{n+1}+\cdots+\lambda_{12} \bar{n} n+1=x_{n+1}=0, \\
\lambda_{i_{1} \cdots i_{k} \overline{k_{k+1}} \cdots \overline{i_{n} n+1}}=\lambda_{i_{1} \cdots i_{k}} \overline{i_{k+1} \cdots} \overline{i_{n}} \overline{n+1}=0, \forall\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n\}, \quad k<n-1, \\
\lambda_{i_{1} \cdots i_{k}} \overline{k_{k+1} \cdots} \cdots \overline{i_{n+1}} \geqslant 0, \quad \forall\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n+1\},
\end{array}\right.
$$

with a solution $\Lambda_{n+1,0}$ given by

$$
\Lambda_{n+1,0}=\left(\lambda_{1 \cdots n+1}, \ldots, \lambda_{\overline{1} \cdots \bar{n} n+1}, \lambda_{1 \cdots n \overline{n+1}}, \ldots, \lambda_{\overline{1} \cdots \bar{n} \overline{n+1}}\right)
$$

where

$$
\left\{\begin{array}{l}
\lambda_{1 \cdots n+1}=0,  \tag{35}\\
\lambda_{1 \cdots r-1} \bar{r} r+1 \cdots n+1=0, r=1, \ldots, n, \\
\lambda_{i_{1} \cdots i_{k} \bar{i}_{k+1} \cdots \bar{i}_{n} n+1}=0, \forall\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n\}, k<n-1, \\
\lambda_{1 \cdots n \overline{1}}=x_{1}+\cdots+x_{n}-n+1, \\
\lambda_{1 \cdots r-1 \bar{r} r+1 \cdots n n+1}=1-x_{r}, r=1, \ldots, n, \\
\lambda_{i_{1} \cdots i_{k} \overline{i_{k+1}} \cdots i_{n} n+1}=0, \forall\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n\}, \quad k<n-1 .
\end{array}\right.
$$

Thus, $\left(\Sigma_{n+1}^{*}\right)$ is solvable when $T_{L}\left(x_{1}, \ldots, x_{n}\right)>0$ and $x_{n+1}=0$. We observe that, from (33) and (35), it holds that

$$
\begin{equation*}
\Lambda_{n+1,0}=\left(0, \ldots, 0, \lambda_{1 \cdots n}, \ldots, \lambda_{\overline{1} \cdots \bar{n}}\right)=\left(\mathbf{0}_{n}, \Lambda_{n}\right) \tag{36}
\end{equation*}
$$

In case (ii.a.2), we preliminarily observe that, if $n-\left(x_{1}+\cdots+x_{n}\right)=\sum_{r=1}^{n}\left(1-x_{r}\right)=0$, that is $x_{r}=1$, $r=1, \ldots, n$ and hence $T_{L}\left(x_{1}, \ldots, x_{n}\right)=1$, then $x_{n+1}=n-\left(x_{1}+\cdots+x_{n}\right)=0$, which is the case (ii.a.1) considered before. In this case a solution $\Lambda_{n+1}$ of $\left(\Sigma_{n+1}^{*}\right)$ is the vector $\Lambda_{n+1,0}$ given in (35), which becomes

$$
\left\{\begin{array}{l}
\lambda_{1 \cdots n+1}=0,  \tag{37}\\
\lambda_{1 \cdots r-1 \bar{r} r+1 \cdots n+1}=0, \quad r=1, \ldots, n, \\
\lambda_{i_{1} \cdots i_{k} \overline{i_{k+1}} \cdots \overline{i_{n}} n+1}=0, \forall\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n\}, \quad k<n-1, \\
\lambda_{1 \cdots n \overline{n+1}}=1, \\
\lambda_{1 \cdots r-1 \bar{r} r+1 \cdots n \bar{n}}=0, \quad r=1, \ldots, n, \\
\lambda_{i_{1} \cdots i_{k} \overline{i_{k+1}} \cdots \overline{i_{n}} \overline{n+1}}=0, \forall\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n\}, \quad k<n-1 .
\end{array}\right.
$$

If $0<x_{n+1}=n-\left(x_{1}+\cdots+x_{n}\right)<1$, then the system (33) becomes

$$
\left\{\begin{array}{l}
\lambda_{1 \cdots n+1}=0,  \tag{38}\\
\lambda_{1 \cdots n+1}=x_{1}+\cdots+x_{n}-n+1, \\
\lambda_{1 \cdots r-1} \bar{r} r+1 \cdots n+1+\lambda_{1 \cdots r-1} \bar{r} r+1 \cdots n \overline{n+1}=1-x_{r}, \quad r=1, \ldots, n, \\
\lambda_{\overline{1} 2 \cdots n+1}+\lambda_{1} \overline{2} 3 \cdots n+1+\cdots+\lambda_{12}+\cdots n-1 \bar{n} n+1=x_{n+1}=n-\left(x_{1}+\cdots+x_{n}\right), \\
\lambda_{1 \cdots n \overline{n+1}}+\lambda_{\overline{1} 2 \cdots n \overline{n+1}}+\lambda_{1 \overline{2} 3 \cdots n \overline{n+1}}+\cdots+\lambda_{12 \cdots n-1 \bar{n} \overline{n+1}}=1-x_{n+1}=x_{1}+\cdots+x_{n}-n+1, \\
\lambda_{i_{1} \cdots i_{k} \overline{i_{k+1}} \cdots \overline{i_{n}} n+1}+\lambda_{i_{1} \cdots i_{k} \overline{i_{k+1}} \overline{i_{n}} \overline{n+1}}=0, \forall\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n\}, \quad k<n-1, \\
\lambda_{i_{1} \cdots i_{k} \overline{i_{k+1}} \cdots \overline{i_{n+1}}} \geqslant 0, \quad \forall\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n+1\},
\end{array}\right.
$$

which, by setting $s=n-\left(x_{1}+\cdots+x_{n}\right)$, is solvable with a solution given by

$$
\Lambda_{n+1, s}=\left(\lambda_{1 \cdots n+1}, \ldots, \lambda_{\overline{1} \cdots \bar{n} n+1}, \lambda_{1 \cdots n \overline{n+1}}, \ldots, \lambda_{\overline{1} \cdots \bar{n} \overline{n+1}}\right),
$$

where

$$
\left\{\begin{array}{l}
\lambda_{1 \cdots n+1}=0,  \tag{39}\\
\lambda_{1 \cdots r-1 \bar{r} r+1 \cdots n+1}=1-x_{r}, r=1, \ldots, n, \\
\lambda_{i_{1} \cdots i_{k} \overline{i_{k+1}} \cdots \overline{i_{n}} n+1}=0, \forall\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n\}, \quad k<n-1, \\
\lambda_{1 \cdots n \overline{n+1}}=x_{1}+\cdots+x_{n}-n+1, \\
\lambda_{1 \cdots r-1} \bar{r} r+1 \cdots n \overline{n+1}=0, \quad r=1, \ldots, n, \\
\lambda_{i_{1} \cdots i_{k} \overline{i_{k+1}} \cdots \overline{i_{n}} \overline{n+1}}=0, \forall\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n\}, \quad k<n-1 .
\end{array}\right.
$$

Thus, $\left(\Sigma_{n+1}^{*}\right)$ is solvable when $T_{L}\left(x_{1}, \ldots, x_{n}\right)>0$ and $x_{n+1}=n-\left(x_{1}+\cdots+x_{n}\right)$.
In case (ii.a.3), as the vector $\left(x_{1}, \ldots, x_{n+1}, 0\right)$ coincides with the linear convex combination

$$
\left(1-\frac{x_{n+1}}{n-\left(x_{1}+\cdots+x_{n}\right)}\right) \cdot\left(x_{1}, \ldots, x_{n}, 0,0\right)+\frac{x_{n+1}}{n-\left(x_{1}+\cdots+x_{n}\right)} \cdot\left(x_{1}, \ldots, x_{n}, n-\left(x_{1}+\cdots+x_{n}\right), 0\right)
$$

the vector

$$
\begin{equation*}
\Lambda_{n+1}=\left(1-\frac{x_{n+1}}{n-\left(x_{1}+\cdots+x_{n}\right)}\right) \Lambda_{n+1,0}+\frac{x_{n+1}}{n-\left(x_{1}+\cdots+x_{n}\right)} \Lambda_{n+1, s} \tag{40}
\end{equation*}
$$

is a solution of system (25); thus $\left(\sum_{n+1}^{*}\right)$ is solvable when $T_{L}\left(x_{1}, \ldots, x_{n}\right)>0$ and $0<x_{n+1}<n-\left(x_{1}+\right.$ $\cdots+x_{n}$ ). We observe that, from (35) and (39), in explicit terms the components of the solution $\Lambda_{n+1}$ in (40) are

$$
\left\{\begin{array}{l}
\lambda_{1 \cdots n+1}=0,  \tag{41}\\
\lambda_{1 \ldots r-1} \bar{r} r+1 \cdots n+1=\frac{x_{n+1}}{n-\left(x_{1} \cdots+x_{n}\right)}\left(1-x_{r}\right), r=1, \ldots, n, \\
\lambda_{i_{1} \cdots i_{k} \overline{\bar{k}_{k+1}} \cdots \bar{i}_{n} n+1}=0, \forall\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n\}, \quad k<n-1, \\
\lambda_{1 \cdots n \bar{n}}=x_{1}+\cdots+x_{n}-n+1, \\
\lambda_{1 \ldots n-1} \bar{r} r+1 \cdots n \overline{x_{n}}=\left(1-\frac{x_{n}+1}{n-\left(x_{1}+\cdots+x_{n}\right)}\right)\left(1-x_{r}\right), \quad r=1, \ldots, n, \\
\lambda_{i_{1} \cdots i_{k} \overline{k_{k+1}} \cdots \bar{i}_{n} \overline{n+1}}=0, \forall\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n\}, \quad k<n-1 .
\end{array}\right.
$$

Therefore, by exploiting the solution $\Lambda_{n}$ of $\left(\Sigma_{n}^{*}\right)$, when $T_{L}\left(x_{1}, \ldots, x_{n}\right)>0$ the system $\left(\Sigma_{n+1}^{*}\right)$ is solvable for every $x_{n+1} \in\left[0, n-\left(x_{1}+\cdots+x_{n}\right)\right]$, with a solution given by the vector $\Lambda_{n+1}$ in (40) when $n-\left(x_{1}+\right.$ $\left.\cdots+x_{n}\right)>0$, that is when $T_{L}\left(x_{1}, \ldots, x_{n}\right)<1$, or by the vector given in (37) when $n-\left(x_{1}+\cdots+x_{n}\right)=0$, that is when $T_{L}\left(x_{1}, \ldots, x_{n}\right)=1$.

Sub-case (ii.b). We recall that $n-\left(x_{1}+\cdots+x_{n}\right)=1-T_{L}\left(x_{1}, \ldots, x_{n}\right)<1$ as $T_{L}\left(x_{1}, \ldots, x_{n}\right)>0$. Moreover, $T_{L}\left(x_{1}, \ldots, x_{n+1}\right)=x_{1}+\cdots+x_{n+1}-n>0$, as $n-x_{1}-\cdots-x_{n}<x_{n+1} \leqslant 1$. Similarly to the solution $\Lambda_{n}$ of $\left(\Sigma_{n}^{*}\right)$ given in (31), the system $\left(\Sigma_{n+1}^{*}\right)$ has a solution $\Lambda_{n+1}$ given below.

Therefore, based on the solvability of $\left(\Sigma_{n}^{*}\right)$, we showed that in both cases $(i)$ and $(i i)$ system $\left(\Sigma_{n+1}^{*}\right)$ is solvable. In conclusion, $\left(\Sigma_{n}^{*}\right)$ is solvable for every $n \geqslant 2$ and by Theorem 9 the assessment $\left(x_{1}, \ldots, x_{n}, T_{L}\left(x_{1}, \ldots, x_{n}\right)\right)$ on the family $\mathcal{F}=\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}, \mathcal{C}_{1 \ldots n}\right\}$ is coherent for every $n$. Then, $\mu^{\prime}\left(x_{1}, \ldots, x_{n}\right)=T_{L}\left(x_{1}, \ldots, x_{n}\right)$.

Coherence of $\left(x_{1}, \ldots, x_{n}, T_{M}\left(x_{1}, \ldots, x_{n}\right)\right)$. Without loss of generality we can assume that $x_{1} \leqslant x_{2} \leqslant \cdots \leqslant$ $x_{n}$. We show that the assessment $\left(x_{1}, \ldots, x_{n}, x_{1 \cdots n}\right)$, with $x_{1 \cdots n}=T_{M}\left(x_{1}, \ldots, x_{n}\right)=x_{1}$, is coherent. We simply observe that system $\left(\Sigma_{n}^{*}\right)$ in (20) is solvable with a solution $\Lambda_{n}=\left(\lambda_{i_{1} \cdots i_{n}} ;\left(i_{1}, \ldots, i_{n}\right) \in\{1, \overline{1}\} \times \cdots \times\right.$ $\{n, \bar{n}\})$ given by

Indeed, based on (43), it holds that
that is the system $\left(\Sigma_{n}^{*}\right)$ in 20) is solvable. Therefore, by Theorem 9] the assessment $\left(x_{1}, \ldots, x_{n}, x_{1 \ldots n}\right)$, with $x_{1 \cdots n}=T_{M}\left(x_{1}, \ldots, x_{n}\right)$, on $\mathcal{F}=\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}, \mathcal{C}_{1 \cdots n}\right\}$ is coherent. Then, $\mu^{\prime \prime}\left(x_{1}, \ldots, x_{n}\right)=$ $T_{M}\left(x_{1}, \ldots, x_{n}\right)$.

Finally, the statement in (21) is valid.

### 3.1. On the relationship between the sets $\Pi$ and $I^{*}$

In this section we show that the set $\Pi$ defined in (21) is convex and coincides with the set $I^{*}$ defined in (18). We first recall the properties of convexity and concavity of $T_{L}$ and $T_{M}$, respectively. Given two vectors $\mathcal{V}_{1}=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in[0,1]^{n}, \mathcal{V}_{2}=\left(\beta_{1}, \ldots, \beta_{n}\right) \in[0,1]^{n}$, and any quantity $a \in[0,1]$, we set

$$
\mathcal{V}=a \mathcal{V}_{1}+(1-a) \mathcal{V}_{2}=\left(\gamma_{1}, \ldots, \gamma_{n}\right)
$$

Then, the following properties are satisfied:

$$
\begin{array}{cl}
(\text { convexity }) & T_{L}(\mathcal{V})=T_{L}\left(a \mathcal{V}_{1}+(1-a) \mathcal{V}_{2}\right) \leqslant a T_{L}\left(\mathcal{V}_{1}\right)+(1-a) T_{L}\left(\mathcal{V}_{2}\right) \\
(\text { concavity }) & a T_{M}\left(\mathcal{V}_{1}\right)+(1-a) T_{M}\left(\mathcal{V}_{2}\right) \leqslant T_{M}\left(a \mathcal{V}_{1}+(1-a) \mathcal{V}_{2}\right)=T_{M}(\mathcal{V}) \tag{46}
\end{array}
$$

Convexity of $T_{L}$. We observe that

$$
\sum_{i=1}^{n}\left[a \alpha_{i}+(1-a) \beta_{i}\right]-(n-1)=a\left[\sum_{i=1}^{n} \alpha_{i}-(n-1)\right]+(1-a)\left[\sum_{i=1}^{n} \beta_{i}-(n-1)\right]
$$

Then, we distinguish the following cases: $(i) T_{L}\left(\mathcal{V}_{1}\right) \geqslant 0, T_{L}\left(\mathcal{V}_{2}\right) \geqslant 0$, or $T_{L}\left(\mathcal{V}_{1}\right)<0, T_{L}\left(\mathcal{V}_{2}\right)<0$; (ii) $T_{L}\left(\mathcal{V}_{1}\right) \geqslant 0, T_{L}\left(\mathcal{V}_{2}\right)<0$, or $T_{L}\left(\mathcal{V}_{1}\right)<0, T_{L}\left(\mathcal{V}_{2}\right) \geqslant 0$.
In case $(i)$ it holds that $T_{L}(\mathcal{V})=a T_{L}\left(\mathcal{V}_{1}\right)+(1-a) T_{L}\left(\mathcal{V}_{2}\right)$. In case $(i i)$ it holds that $T_{L}(\mathcal{V}) \leqslant a T_{L}\left(\mathcal{V}_{1}\right)+$ $(1-a) T_{L}\left(\mathcal{V}_{2}\right)$. Therefore, $T_{L}$ is convex.
Concavity of $T_{M}$. We observe that $T_{M}\left(\mathcal{V}_{1}\right)=\min \left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ and $T_{M}\left(\mathcal{V}_{2}\right)=\min \left\{\beta_{1}, \ldots, \beta_{n}\right\}=\beta^{*}$. We set $T_{M}\left(\mathcal{V}_{1}\right)=\alpha^{*}$ and $T_{M}\left(\mathcal{V}_{2}\right)=\beta^{*}$; moreover, we observe that

$$
a \alpha^{*}+(1-a) \beta^{*} \leqslant a \alpha_{i}+(1-a) \beta_{i}, i=1, \ldots, n
$$

that is

$$
a \alpha^{*}+(1-a) \beta^{*} \leqslant \min \left\{a \alpha_{1}+(1-a) \beta_{1}, \ldots, a \alpha_{n}+(1-a) \beta_{n}\right\}=T_{M}(\mathcal{V})
$$

Then

$$
a T_{M}\left(\mathcal{V}_{1}\right)+(1-a)+(1-a) T_{M}\left(\mathcal{V}_{2}\right) \leqslant T_{M}(\mathcal{V})
$$

that is $T_{M}$ is concave.
In the next result we show that $\Pi$ is convex and coincide with $I^{*}$.

Theorem 11. Let $E_{1}, \ldots, E_{n}, H_{1}, \ldots, H_{n}$ be logically independents events, with $H_{1} \neq \varnothing, \ldots, H_{n} \neq \varnothing$, $n \geqslant 2$. The set $\Pi$ of all prevision coherent assessments $\mathcal{M}=\left(x_{1}, \ldots, x_{n}, x_{1 \cdots n}\right)$ on the family $\mathcal{F}=$ $\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}, \mathcal{C}_{1 \ldots n}\right\}$ is convex and coincides with the set $\mathcal{I}^{*}$.

Proof. Let $\mathcal{M}_{1}=\left(\alpha_{1}, \ldots, \alpha_{n}, \alpha_{1 \cdots n}\right)$ and $\mathcal{M}_{2}=\left(\beta_{1}, \ldots, \beta_{n}, \beta_{1 \cdots n}\right)$ be two coherent assessments on $\mathcal{F}$. Given any $a \in[0,1]$ we show that the assessment

$$
\mathcal{M}=a \mathcal{M}_{1}+(1-a) \mathcal{M}_{2}=\left(\gamma_{1}, \ldots, \gamma_{n}, \gamma_{1 \cdots n}\right)
$$

on $\mathcal{F}$ is coherent. From (21) it holds that $\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in[0,1]^{n}$ and $\left(\beta_{1}, \ldots, \beta_{n}\right) \in[0,1]^{n}$. Then, $\left(\gamma_{1}, \ldots, \gamma_{n}\right) \in[0,1]^{n}$. Moreover,

$$
T_{L}\left(\alpha_{1}, \ldots, \alpha_{n}\right) \leqslant \alpha_{1 \cdots n} \leqslant T_{M}\left(\alpha_{1}, \ldots, \alpha_{n}\right), \quad T_{L}\left(\beta_{1}, \ldots, \beta_{n}\right) \leqslant \beta_{1 \cdots n} \leqslant T_{M}\left(\beta_{1}, \ldots, \beta_{n}\right)
$$

Then, by taking into account that $\gamma_{1 \cdots n}=a \alpha_{1 \cdots n}+(1-a) \beta_{1 \cdots n}$, it follows

$$
a T_{L}\left(\alpha_{1}, \ldots, \alpha_{n}\right)+(1-a) T_{L}\left(\beta_{1}, \ldots, \beta_{n}\right) \leqslant \gamma_{1 \cdots n} \leqslant a T_{M}\left(\alpha_{1}, \ldots, \alpha_{n}\right)+(1-a) T_{M}\left(\beta_{1}, \ldots, \beta_{n}\right)
$$

By recalling (45) and (46), it holds that

$$
T_{L}\left(\gamma_{1}, \ldots, \gamma_{n}\right) \leqslant a T_{L}\left(\alpha_{1}, \ldots, \alpha_{n}\right)+(1-a) T_{L}\left(\beta_{1}, \ldots, \beta_{n}\right) \leqslant \gamma_{1 \cdots n}
$$

and

$$
\gamma_{1 \cdots n} \leqslant a T_{M}\left(\alpha_{1}, \ldots, \alpha_{n}\right)+(1-a) T_{M}\left(\beta_{1}, \ldots, \beta_{n}\right) \leqslant T_{M}\left(\gamma_{1}, \ldots, \gamma_{n}\right)
$$

Finally, by observing that

$$
\left(\gamma_{1}, \ldots, \gamma_{n}\right) \in[0,1]^{n}, \quad T_{L}\left(\gamma_{1}, \ldots, \gamma_{n}\right) \leqslant \gamma_{1 \cdots n} \leqslant T_{M}\left(\gamma_{1}, \ldots, \gamma_{n}\right)
$$

it follows that $\mathcal{M}$ is coherent, that is $\mathcal{M} \in \Pi$; thus $\Pi$ is convex.
We now show that $\Pi=I^{*}$. For each assessment $\mathcal{M}$ on $\mathcal{F}$, by Theorem 9 , if $\mathcal{M} \in I^{*}$, then $\mathcal{M}$ is coherent. Thus $I^{*} \subseteq \Pi$. Then, in order to complete the proof we need to show that $\Pi \subseteq I^{*}$. Given any $\mathcal{M}=\left(x_{1}, \ldots, x_{n}, x_{1 \cdots n}\right) \in \Pi$, by Theorem 10 it holds that $x_{1 \cdots n} \in\left[T_{L}\left(x_{1}, \ldots, x_{n}\right), T_{M}\left(x_{1}, \ldots, x_{n}\right)\right]$. Then, there exists $\alpha \in[0,1]$ such that

$$
x_{1 \cdots n}=\alpha T_{L}\left(x_{1}, \ldots, x_{n}\right)+(1-\alpha) T_{M}\left(x_{1}, \ldots, x_{n}\right),
$$

and hence

$$
\mathcal{M}=\left(x_{1}, \ldots, x_{n}, x_{1 \cdots n}\right)=\alpha\left(x_{1}, \ldots, x_{n}, T_{L}\left(x_{1}, \ldots, x_{n}\right)\right)+(1-\alpha)\left(x_{1}, \ldots, x_{n}, T_{M}\left(x_{1}, \ldots, x_{n}\right)\right)
$$

We denote by $\Lambda_{L}$, or $\Lambda_{M}$, a solution of the system $\left(\Sigma_{n}^{*}\right)$ associated with the assessment $\left(x_{1}, \ldots, x_{n}, T_{L}\left(x_{1}, \ldots, x_{n}\right)\right)$, or the assessment $\left(x_{1}, \ldots, x_{n}, T_{M}\left(x_{1}, \ldots, x_{n}\right)\right)$, respectively. Then, the vector $\Lambda=\alpha \Lambda_{L}+(1-\alpha) \Lambda_{M}$ is a solution of the system $\left(\Sigma_{n}^{*}\right)$ associated with the assessment $\mathcal{M}=$ $\left(x_{1}, \ldots, x_{n}, x_{1 \cdots n}\right)$; thus $\mathcal{M} \in \mathcal{I}^{*}$, so that $\Pi \subseteq I^{*}$. Therefore $I^{*}=\Pi$.

### 3.2. An illustration of sharpness of the Fréchet-Hoeffding bounds in the case of three conditional events

In this section, to better understand the previous general results, we illustrate some details which concern the case of three conditional events. Given any logically independent events $E_{1}, E_{2}, E_{3}, H_{1}, H_{2}, H_{3}$, let $\mathcal{M}=\left(x_{1}, x_{2}, x_{3}, x_{123}\right)$ be a prevision assessment on $\mathcal{F}=\left\{E_{1}\left|H_{1}, E_{2}\right| H_{2}, E_{3} \mid H_{3}, \mathcal{C}_{123}\right\}$. The constituents $C_{h}$ 's which imply $H_{1} H_{2} H_{3}$ are

$$
\begin{aligned}
& K_{123}=E_{1} E_{2} E_{3} H_{1} H_{2} H_{3}, K_{1 \overline{2} 3}=E_{1} \bar{E}_{2} E_{3} H_{1} H_{2} H_{3}, K_{\overline{1} 23}=\bar{E}_{1} E_{2} E_{3} H_{1} H_{2} H_{3}, K_{\overline{1} \overline{2} 3}=\bar{E}_{1} \bar{E}_{2} E_{3} H_{1} H_{2} H_{3}, \\
& K_{12 \overline{3}}=E_{1} E_{2} \bar{E}_{3} H_{1} H_{2} H_{3}, K_{1 \overline{2} \overline{3}}=E_{1} \bar{E}_{2} \bar{E}_{3} H_{1} H_{2} H_{3}, K_{\overline{1} 2 \overline{3}}^{\bar{L}_{1}}=\bar{E}_{1} E_{2} \bar{E}_{3} H_{1} H_{2} H_{3}, K_{\overline{1} \overline{2} \overline{3}}=\bar{E}_{1} \bar{E}_{2} \bar{E}_{3} H_{1} H_{2} H_{3} .
\end{aligned}
$$

The associated points $Q_{123}, \ldots, Q_{\overline{1} \overline{3} \overline{3}}$ are

$$
\begin{aligned}
& Q_{123}=(1,1,1,1), Q_{1 \overline{2} 3}=(1,0,1,0), Q_{\overline{1} 23}=(0,1,1,0), Q_{\overline{1} \overline{2} 3}=(0,0,1,0), \\
& Q_{12 \overline{3}}=(1,1,0,0), Q_{1 \overline{2} \overline{3}}=(1,0,0,0), Q_{\overline{1} 2 \overline{3}}=(0,1,0,0), Q_{\overline{1} \overline{2} \overline{3}}=(0,0,0,0) .
\end{aligned}
$$

In this case system $\left(\Sigma_{n}^{*}\right)$ in 20 becomes

$$
\left(\Sigma_{3}^{*}\right)\left\{\begin{array}{l}
x_{123}=\lambda_{123} \\
x_{1}=\lambda_{123}+\lambda_{1 \overline{2} 3}+\lambda_{12 \overline{3}}+\lambda_{1 \overline{2} \overline{3}} \\
x_{2}=\lambda_{123}+\lambda_{\overline{1} 23}+\lambda_{12 \overline{3}}+\lambda_{\overline{1} 2 \overline{3}} \\
x_{3}=\lambda_{123}+\lambda_{1 \overline{2} 3}+\lambda_{\overline{1} 23}+\lambda_{\overline{1} \overline{2} 3} \\
\lambda_{123}+\cdots+\lambda_{\overline{1} \overline{2} \overline{3}}=1, \quad \lambda_{123} \geqslant 0, \ldots, \lambda_{\overline{1} \overline{2} \overline{3}} \geqslant 0 .
\end{array}\right.
$$

By recalling the proof of Theorem (10), we illustrate below the structure of the vector $\Lambda_{3}=$ $\left(\lambda_{123}, \lambda_{1 \overline{2} 3}, \lambda_{\overline{1} 23}, \lambda_{\overline{1}{ }_{2} 3}, \lambda_{12 \overline{3}}, \lambda_{1 \overline{2} \overline{3}}, \lambda_{\overline{1} 2 \overline{3}}, \lambda_{\overline{1} \overline{2} \overline{3}}\right)$, solution of $\left(\Sigma_{3}^{*}\right)$, in the different cases.

Assessment $\left(x_{1}, x_{2}, x_{3}, x_{123}\right)$, with $x_{123}=T_{L}\left(x_{1}, x_{2}, x_{3}\right)$.
We have two cases: $(i) T_{L}\left(x_{1}, x_{2}\right)=0$, that is $x_{1}+x_{2}-1 \leqslant 0$; (ii) $T_{L}\left(x_{1}, x_{2}\right)>0$, that is $x_{1}+x_{2}-1>0$. In case $(i) T_{L}\left(x_{1}, x_{2}\right)=T_{L}\left(x_{1}, x_{2}, x_{3}\right)=0$ and we have three sub-cases: $x_{3}=0$, or $x_{3}=1$, or $0<x_{3}<1$. If $x_{3}=0$ the system $\left(\Sigma_{3}^{*}\right)$ has a solution

$$
\Lambda_{3,0}=\left(0,0,0,0,0, x_{1}, x_{2}, 1-x_{1}-x_{2}\right)
$$

If $x_{3}=1$ the system $\left(\Sigma_{3}^{*}\right)$ has a solution

$$
\Lambda_{3,1}=\left(0, x_{1}, x_{2}, 1-x_{1}-x_{2}, 0,0,0,0\right)
$$

If $0<x_{3}<1$ the system $\left(\Sigma_{3}^{*}\right)$ has a solution

$$
\begin{align*}
& \Lambda_{3}=\left(1-x_{3}\right) \Lambda_{3,0}+x_{3} \Lambda_{3,1}= \\
& =\left(0, x_{1} x_{3}, x_{2} x_{3},\left(1-x_{1}-x_{2}\right) x_{3}, 0, x_{1}\left(1-x_{3}\right), x_{2}\left(1-x_{3}\right),\left(1-x_{1}-x_{2}\right)\left(1-x_{3}\right)\right) \tag{47}
\end{align*}
$$

In case $(i i)$, where $T_{L}\left(x_{1}, x_{2}\right)>0$, we have two sub-cases:
(ii.a) $0 \leqslant x_{3} \leqslant 2-x_{1}-x_{2}<1$; (ii.b) $2-x_{1}-x_{2}<x_{3} \leqslant 1$.

Sub-case (ii.a). We have three cases:
(ii.a.1) $x_{3}=0$; (ii.a.2) $x_{3}=2-x_{1}-x_{2}$; (ii.a.3) $0<x_{3}<2-x_{1}-x_{2}$.

If $x_{3}=0$ the system $\left(\Sigma_{3}^{*}\right)$ has a solution

$$
\begin{equation*}
\Lambda_{3,0}=\left(0,0,0,0, x_{1}+x_{2}-1,1-x_{2}, 1-x_{1}, 0\right) \tag{48}
\end{equation*}
$$

If $x_{3}=2-x_{1}-x_{2}=0$, a solution of $\left(\Sigma_{3}^{*}\right)$ is the vector in (48).
If $x_{3}=2-x_{1}-x_{2}>0$, by setting $s=2-x_{1}-x_{2}$, the system $\left(\Sigma_{3}^{*}\right)$ has a solution

$$
\Lambda_{3, s}=\left(0,1-x_{2}, 1-x_{1}, 0, x_{1}+x_{2}-1,0,0,0\right)
$$

If $0<x_{3}<2-x_{1}-x_{2}$ the system $\left(\Sigma_{3}^{*}\right)$ has a solution

$$
\begin{align*}
& \Lambda_{3}=\left(1-\frac{x_{3}}{2-x_{1}-x_{2}}\right) \Lambda_{3,0}+\frac{x_{3}}{2-x_{1}-x_{2}} \Lambda_{3, s}= \\
& =\left(0, \frac{\left(1-x_{2}\right) x_{3}}{2-x_{1}-x_{2}}, \frac{\left(1-x_{1}\right) x_{3}}{2-x_{1}-x_{2}}, 0, x_{1}+x_{2}-1,\left(1-\frac{x_{3}}{2-x_{1}-x_{2}}\right)\left(1-x_{2}\right),\left(1-\frac{x_{3}}{2-x_{1}-x_{2}}\right)\left(1-x_{1}\right), 0\right) \tag{49}
\end{align*}
$$

Sub-case (ii.b). The system $\left(\Sigma_{3}^{*}\right)$ has a solution

$$
\Lambda_{3}=\left(x_{1}+x_{2}+x_{3}-2,1-x_{2}, 1-x_{1}, 0,1-x_{3}, 0,0,0\right)
$$

Assessment $\left(x_{1}, x_{2}, x_{3}, x_{123}\right)$, with $x_{123}=T_{M}\left(x_{1}, x_{2}, x_{3}\right)$. We assume that $0 \leqslant x_{1} \leqslant x_{2} \leqslant x_{3} \leqslant 1$, so that $x_{123}=T_{M}\left(x_{1}, x_{2}, x_{3}\right)=x_{1}$. The system $\left(\Sigma_{3}^{*}\right)$ has a solution

$$
\Lambda_{3}=\left(\lambda_{123}, \lambda_{1 \overline{2} 3}, \lambda_{\overline{1} 23}, \lambda_{\overline{1} \overline{2} 3}, \lambda_{12 \overline{3}}, \lambda_{1 \overline{2} \overline{3}}, \lambda_{\overline{1} 2 \overline{3}}, \lambda_{\overline{1} \overline{2} \overline{3}}\right)=\left(x_{1}, 0, x_{2}-x_{1}, x_{3}-x_{2}, 0,0,0,1-x_{3}\right)
$$

We give below two examples.
Example 3. Let $\left(x_{1}, x_{2}, x_{3}, T_{L}\left(x_{1}, x_{2}, x_{3}\right)\right)=(0.4,0.4,0.4,0)$ be a prevision assessment on $\mathcal{F}=$ $\left\{E_{1}\left|H_{1}, E_{2}\right| H_{2}, E_{3} \mid H_{3}, \mathcal{C}_{123}\right\}$. We observe that $x_{1}+x_{2}-1=-0.2<0$; then, based on (47), the system $\left(\Sigma_{3}^{*}\right)$ has a solution

$$
\Lambda_{3}=\left(\lambda_{123}, \lambda_{1 \overline{2} 3}, \lambda_{\overline{1} 23}, \lambda_{\overline{1} \overline{2} 3}, \lambda_{12 \overline{3}}, \lambda_{1 \overline{2} \overline{3}}, \lambda_{\overline{1} 2 \overline{3}}, \lambda_{\overline{1} \overline{2} \overline{3}}\right)=(0,0.16,0.16,0.08,0,0.24,0.24,0.12)
$$

Example 4. Let $\left(x_{1}, x_{2}, x_{3}, T_{L}\left(x_{1}, x_{2}, x_{3}\right)\right)=(0.5,0.6,0.7,0)$ be a prevision assessment on $\mathcal{F}=$ $\left\{E_{1}\left|H_{1}, E_{2}\right| H_{2}, E_{3} \mid H_{3}, \mathcal{C}_{123}\right\}$. As $x_{1}+x_{2}-1=0.1>0$, based on (49), the system $\left(\Sigma_{3}^{*}\right)$ has a solution

$$
\Lambda_{3}=\left(\lambda_{123}, \lambda_{1 \overline{2} 3}, \lambda_{\overline{1} 23}, \lambda_{\overline{1} \overline{2} 3}, \lambda_{12 \overline{3}}, \lambda_{1 \overline{2} \overline{3}}, \lambda_{\overline{1} 2 \overline{3}}, \lambda_{\overline{1} \overline{2} \overline{3}}\right)=\left(0, \frac{14}{45}, \frac{7}{18}, 0, \frac{1}{10}, \frac{4}{45}, \frac{1}{9}, 0\right) .
$$

## 4. On the computation of $\Lambda_{n+1}$ when $x_{1 \cdots n+1}=T_{L}\left(x_{1}, \ldots, x_{n+1}\right)$

In this section we examine further aspects which concern the prevision assessment $\left(x_{1}, \ldots, x_{n+1}, T_{L}\left(x_{1}, \ldots, x_{n+1}\right)\right)$. We observe that in the proof of Theorem 10 the explicit solution $\Lambda_{n+1}$ of the $\operatorname{system}\left(\Sigma_{n+1}^{*}\right)$ is given for the assessment $\left(x_{1}, \ldots, x_{n+1}, T_{L}\left(x_{1}, \ldots, x_{n+1}\right)\right.$, when $T_{L}\left(x_{1}, \ldots, x_{n}\right)>0$. In the case where $T_{L}\left(x_{1}, \ldots, x_{n}\right)=0$, for the vector $\Lambda_{n+1}$ we only have the representation given in (30) in terms of the solution $\Lambda_{n}$. In what follows we give an explicit formula for $\Lambda_{n+1}$ when $T_{L}\left(x_{1}, \ldots, x_{n}\right)=0$.

Given any integer $n \geqslant 1$, we distinguish two cases: (i) $T_{L}\left(x_{1}, \ldots, x_{h}\right)=0$, for all $h=1, \ldots, n$; (ii) $T_{L}\left(x_{1}\right)>0, \ldots, T_{L}\left(x_{1}, \ldots, x_{h}\right)>0, T_{L}\left(x_{1}, \ldots, x_{h+1}\right)=\cdots=T_{L}\left(x_{1}, \ldots, x_{n}\right)=0$, for some $h$ such that $1 \leqslant h<n$.
Case $(i)$. If $n=1$, the assessment is $\left(x_{1}, x_{2}, T_{L}\left(x_{1}, x_{2}\right)\right)$ and $T_{L}\left(x_{1}\right)=x_{1}=0$. Moreover, the (unique) solution of $\left(\Sigma_{1}^{*}\right)$ is $\Lambda_{1}=\left(\lambda_{1}, \lambda_{\overline{1}}\right)=\left(x_{1}, 1-x_{1}\right)=(0,1)$. Then, by applying (30) with $n=1$, we obtain the solution

$$
\begin{equation*}
\Lambda_{2}=\left(\lambda_{12}, \lambda_{\overline{1} 2}, \lambda_{1 \overline{2}}, \lambda_{\overline{1} \overline{2}}\right)=\left(x_{2} \Lambda_{1},\left(1-x_{2}\right) \Lambda_{1}\right)=\left(x_{2}(0,1),\left(1-x_{2}\right)(0,1)\right)=\left(0, x_{2}, 0,1-x_{2}\right) \tag{50}
\end{equation*}
$$

If $n=2$, the assessment is $\left(x_{1}, x_{2}, x_{3}, T_{L}\left(x_{1}, x_{2}, x_{3}\right)\right)$ and $T_{L}\left(x_{1}\right)=x_{1}=T_{L}\left(x_{1}, x_{2}\right)=0$. Moreover, as $x_{1}=0$, it holds that $\Lambda_{2}$ is the vector given in (50) and by applying (30) with $n=2$, a solution for $\left(\Sigma_{3}^{*}\right)$ is given by

$$
\begin{aligned}
& \Lambda_{3}=\left(\lambda_{123}, \lambda_{\overline{1} 23}, \lambda_{1 \overline{2} 3}, \lambda_{\overline{1} \overline{2} 3}, \lambda_{12 \overline{3}}, \lambda_{\overline{1} 2 \overline{3} \overline{3}}, \lambda_{1 \overline{2} \overline{3}}, \lambda_{\overline{1} \overline{2} \overline{3}}\right)=\left(x_{3} \Lambda_{2},\left(1-x_{3}\right) \Lambda_{2}\right)= \\
& =\left(0, x_{2} x_{3}, 0,\left(1-x_{2}\right) x_{3}, 0, x_{2}\left(1-x_{3}\right), 0,\left(1-x_{2}\right)\left(1-x_{3}\right)\right)
\end{aligned}
$$

More in general, by iterating (30) we obtain

$$
\begin{aligned}
& \Lambda_{n+1}=\left(\lambda_{1 \cdots n+1}, \ldots, \lambda_{\overline{1} \cdots \bar{n} n+1}, \lambda_{1 \cdots n \overline{n+1}}, \ldots, \lambda_{\overline{1} \cdots \bar{n} \overline{n+1}}\right)= \\
& =\left(x_{1} \cdots x_{n} x_{n+1}, \ldots,\left(1-x_{1}\right) \cdots\left(1-x_{n}\right) x_{n+1}, x_{1} \cdots x_{n}\left(1-x_{n+1}\right), \ldots,\left(1-x_{1}\right) \cdots\left(1-x_{n}\right)\left(1-x_{n+1}\right)\right),
\end{aligned}
$$

where $x_{1}=0$. Alternatively, by setting

$$
\Lambda_{n+1}=\left(\lambda_{1 * \ldots(n+1)^{*}} ;\left(1^{*}, \ldots,(n+1)^{*}\right) \in\{1, \overline{1}\} \times \cdots \times\{n+1, \overline{n+1}\}\right)
$$

and

$$
x_{j^{*}}=\left\{\begin{array}{l}
x_{j}, \text { if } j^{*}=j,  \tag{51}\\
x_{\bar{j}}=1-x_{j}, \text { if } j^{*}=\bar{j}
\end{array}\right.
$$

it holds that

$$
\begin{equation*}
\lambda_{1 * \ldots(n+1)^{*}}=\prod_{j=1}^{n+1} x_{j^{*}}, \quad\left(1^{*}, \ldots,(n+1)^{*}\right) \in\{1, \overline{1}\} \times \cdots \times\{n+1, \overline{n+1}\} \tag{52}
\end{equation*}
$$

where $\prod_{j=1}^{n+1} x_{j^{*}}=0$, if $1^{*}=1$, because $x_{1}=0$, and $\prod_{j=1}^{n+1} x_{j^{*}}=\prod_{j=2}^{n+1} x_{j^{*}}$, if $1^{*}=\overline{1}$, because $x_{\overline{1}}=1-x_{1}=1$.
Case (ii). For $t=h+1, \ldots, n$, it holds that $T_{L}\left(x_{1}, \ldots, x_{t+1}\right)=0$ and, from (30), it holds that

$$
\begin{aligned}
& \Lambda_{t+1}=\left(\lambda_{1 \cdots t+1}, \ldots, \lambda_{\overline{1} \cdots \bar{t} t+1}, \lambda_{1 \cdots t \overline{t+1}}, \ldots, \lambda_{\overline{1} \cdots \bar{t} \bar{t}+1}\right)= \\
& =\left(x_{t+1} \lambda_{1 \cdots t}, \ldots, x_{t+1} \lambda_{\overline{1} \cdots \bar{t}},\left(1-x_{t+1}\right) \lambda_{1 \cdots t}, \ldots,\left(1-x_{t+1}\right) \lambda_{\overline{1} \cdots \bar{t}}\right) .
\end{aligned}
$$

Then, based on the representations

$$
\Lambda_{t}=\left(\lambda_{1^{*} \ldots t^{*}} ;\left(1^{*}, \ldots, t^{*}\right) \in\{1, \overline{1}\} \times \cdots \times\{t, \bar{t}\}\right)
$$

and

$$
\Lambda_{t+1}=\left(\lambda_{1^{*} \ldots(t+1)^{*}} ;\left(1^{*}, \ldots,(t+1)^{*}\right) \in\{1, \overline{1}\} \times \cdots \times\{t+1, \overline{t+1}\}\right)
$$

based on (51), for the components $\lambda_{1 * \ldots(t+1) *}$ and $\lambda_{1 * \ldots t^{*}}$ it holds that

$$
\begin{equation*}
\lambda_{1^{*} \ldots(t+1)^{*}}=\lambda_{1^{*} \ldots t^{*}} \cdot x_{(t+1)^{*}} \tag{53}
\end{equation*}
$$

that is

$$
\left\{\begin{aligned}
\lambda_{1 * \ldots t^{*}}{ }^{*} t+1 & =\lambda_{1^{*} \ldots t^{*}} \cdot x_{t+1}, \\
\lambda_{1^{*} \ldots t^{*}} \overline{t+1} & =\lambda_{1^{*} \ldots t^{*}} \cdot\left(1-x_{t+1}\right),
\end{aligned}\right.
$$

for every $\left(1^{*}, \ldots, t^{*}\right) \in\{1, \overline{1}\} \times \cdots \times\{t, \bar{t}\}, t=h+1, \ldots, n$.
By iterating (53) backward from $t=n$ until $t=h+1$, it follows that

$$
\begin{equation*}
\lambda_{1 * \ldots(n+1)^{*}}=\lambda_{1 * \ldots n^{*}} \cdot x_{(n+1)}=\lambda_{1 * \ldots(n-1)^{*}} \cdot x_{n} \cdot x_{(n+1)^{*}}=\cdots=\lambda_{1^{*} \ldots(h+1)^{*}} \prod_{t=h+2}^{n+1} x_{t} * \tag{54}
\end{equation*}
$$

Thus, in order to determine the vector $\Lambda_{n+1}$ we need to compute the vector $\Lambda_{h+1}$. We examine below this aspect.

If $0<T_{L}\left(x_{1}, \ldots, x_{h}\right)<1$, as $T_{L}\left(x_{1}, \ldots, x_{h+1}\right)=0$ it holds that $0 \leqslant x_{h+1} \leqslant h-x_{1}-\cdots-x_{h}$; then from (41) we obtain

$$
\left\{\begin{array}{l}
\lambda_{1 \cdots h+1}=0,  \tag{55}\\
\lambda_{1 \cdots r-1} \bar{r} r+1 \cdots h+1=\frac{x_{h+1}}{h-\left(x_{1}+\cdots+x_{h}\right)}\left(1-x_{r}\right), r=1, \ldots, h, \\
\lambda_{i_{1} \cdots i_{k}}^{\overline{i_{k+1}} \cdots \overline{i_{h}} h+1}=0, \forall\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, h\}, \quad k<h-1, \\
\lambda_{1 \cdots h+1}=x_{1}+\cdots+x_{h}-h+1, \\
\lambda_{1 \cdots r-1} \bar{r} r+1 \cdots h \overline{h+1}=\left(1-\frac{x_{h+1}}{h-\left(x_{1}+\cdots+x_{h}\right)}\right)\left(1-x_{r}\right), \quad r=1, \ldots, h, \\
\lambda_{i_{1} \cdots i_{k}}^{\overline{i_{k+1}} \cdots \overline{i_{h}} \overline{h+1}=0, \forall\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, h\}, \quad k<h-1} .
\end{array}\right.
$$

Then, concerning the components of $\Lambda_{n+1}$, for every

$$
\left((h+2)^{*}, \ldots,(n+1)^{*}\right) \in\{h+2, \overline{h+2}\} \times \cdots \times\{n+2, \overline{n+2}\}
$$

from (54) and (55) it follows that

$$
\left\{\begin{array}{l}
\lambda_{1 \cdots h+1}(h+2)^{*} \cdots(n+1)^{*}=0,  \tag{56}\\
\lambda_{1 \cdots r-1} \bar{r} r+1 \cdots h+1(h+2) * \ldots(n+1)^{*}=\left(1-x_{r}\right) \frac{x_{h+1}}{h-\left(x_{1}+\cdots+x_{h}\right)} \prod_{t=h+2}^{n+1} x_{t^{*}}, \quad r=1, \ldots, h, \\
\lambda_{i_{1} \cdots i_{k}} \overline{i_{k+1} \cdots} \overline{i_{h}} h+1(h+2)^{*} \cdots(n+1)^{*}=0, \forall\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, h\}, \quad k<h-1, \\
\lambda_{1 \cdots r-1} \bar{r} r+1 \cdots h \overline{h+1}(h+2)^{*} \cdots(n+1)^{*}=\left(1-x_{r}\right)\left(1-\frac{x_{h+1}}{h-\left(x_{1}+\cdots+x_{h}\right)}\right) \prod_{t=h+2}^{n+1} x_{t^{*}}, \quad r=1, \ldots, h, \\
\lambda_{1 \cdots h \overline{h+1}(h+2)^{*} *(n+1)^{*}}=\left(x_{1}+\cdots+x_{h}-h+1\right) \prod_{t=h+2}^{n+1} x_{t} * \\
\lambda_{i_{1} \cdots i_{k}} \overline{\bar{l}_{k+1} \cdots \bar{i}_{h}} \overline{h+1}(h+2)^{*} \cdots(n+1)^{*}=0, \forall\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, h\}, \quad k<h-1 .
\end{array}\right.
$$

Of course the sum of all the components of $\Lambda_{n+1}$ is equal to 1 , indeed

$$
\begin{aligned}
& \left(1-x_{r}\right) \frac{x_{h+1}}{h-\left(x_{1}+\cdots+x_{h}\right)} \prod_{t=h+2}^{n+1} x_{t^{*}}+\left(1-x_{r}\right)\left(1-\frac{x_{h+1}}{h-\left(x_{1}+\cdots+x_{h}\right)}\right) \prod_{t=h+2}^{n+1}=\left(1-x_{r}\right) \prod_{t=h+2}^{n+1} x_{t^{*}}, \\
& \sum_{r=1}^{h}\left(1-x_{r}\right) \prod_{t=h+2}^{n+1} x_{t^{*}}=\left(h-\left(x_{1}+\cdots+x_{h}\right)\right) \prod_{t=h+2}^{n+1} x_{t^{*}} \\
& \left(x_{1}+\cdots+x_{h}-h+1\right) \prod_{t=h+2}^{n+1} x_{t^{*}}+\left(h-\left(x_{1}+\cdots+x_{h}\right)\right) \prod_{t=h+2}^{n+1} x_{t^{*}}=\prod_{t=h+2}^{n+1} x_{t^{*}}
\end{aligned}
$$

finally

$$
\begin{aligned}
& \sum_{\left((h+2)^{*}, \ldots,(n+1)^{*}\right)} \prod_{t=h+2}^{n+1} x_{t^{*}}=\sum_{\left((h+2)^{*}, \ldots, n^{*}\right)} \prod_{t=h+2}^{n} x_{t^{*}}\left(x_{n+1}+1-x_{n+1}\right)= \\
& =\sum_{\left((h+2)^{*}, \ldots, n^{*}\right)} \prod_{t=h+2}^{n} x_{t^{*}}=\ldots=x_{h+2}+\left(1-x_{h+2}\right)=1 .
\end{aligned}
$$

If $T_{L}\left(x_{1}, \ldots, x_{h}\right)=1$, as $T_{L}\left(x_{1}, \ldots, x_{h+1}\right)=0$ it holds that $x_{h+1}=0$; then, concerning the vector $\Lambda_{h+1}$, from (37) we obtain that
that is the vector $\Lambda_{h+1}$ has the component $\lambda_{1 \ldots h \overline{h+1}}$ equal to 1 and all the other components equal to zero. Then, concerning the components of $\Lambda_{n+1}$, for every

$$
\left((h+2)^{*}, \ldots,(n+1)^{*}\right) \in\{h+2, \overline{h+2}\} \times \cdots \times\{n+2, \overline{n+2}\}
$$

from (54) and (57) it follows that

$$
\left\{\begin{array}{l}
\lambda_{1 \cdots h+1}(h+2)^{*} \cdots(n+1)^{*}=0,  \tag{58}\\
\lambda_{1 \cdots r-1} \bar{r} r+1 \cdots h+1(h+2)^{*} \cdots(n+1)^{*}=0, \quad r=1, \ldots, h, \\
\lambda_{i_{1} \cdots i_{k}}^{\overline{i_{k+1}} \cdots \overline{i_{h} h+1} h(h+2)^{*} \ldots(n+1)^{*}=0, \forall\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, h\}, k<h-1} \\
\lambda_{1 \cdots h+1} \overline{h+}(h+2)^{*} \ldots(n+1)^{*}=\prod_{t=h+2}^{n+1} x_{t^{*}}, \\
\lambda_{1 \cdots r-1} \bar{r} r+\cdots h \overline{h+1}(h+2)^{*} \ldots(n+1)^{*}=0, \quad r=1, \ldots, h, \\
\lambda_{i_{1} \cdots i_{k}}^{\bar{i}_{k+1} \cdots \bar{i}_{h}} \overline{\overline{h+1}}(h+2)^{*} \cdots(n+1)^{*}=0, \quad \forall\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, h\}, \quad k<h-1 .
\end{array}\right.
$$

Remark 4. In summary, concerning the problem of giving an explicit solution $\Lambda_{n+1}$ of the system $\left(\Sigma_{n+1}^{*}\right)$ for the assessment $\left(x_{1}, \ldots, x_{n+1}, T_{L}\left(x_{1}, \ldots, x_{n+1}\right)\right.$, we distinguish the following cases:
(a) $T_{L}\left(x_{1}, \ldots, x_{n}\right)=1$ and $T_{L}\left(x_{1}, \ldots, x_{n+1}\right)=0$ (in which case $x_{n+1}=n-\sum_{i=1}^{n} x_{i}=0$ ); the solution is given in (37).
(b) $0<T_{L}\left(x_{1}, \ldots, x_{n}\right)<1$ and $T_{L}\left(x_{1}, \ldots, x_{n+1}\right)=0$ (in which case $0 \leqslant x_{n+1} \leqslant n-\sum_{i=1}^{n} x_{i}$, with $0<n-\sum_{i=1}^{n} x_{i}<1$ ); the solution is given in 41).
(c) $T_{L}\left(x_{1}, \ldots, x_{n}\right)>0$ and $T_{L}\left(x_{1}, \ldots, x_{n}+1\right)>0$ (in which case $n-\sum_{i=1}^{n} x_{i}<x_{n+1} \leqslant 1$ ); the solution is given in (42).
(d) $T_{L}\left(x_{1}, \ldots, x_{h}\right)=0, h=1, \ldots, n+1$ (in which case $x_{1}=0$ ); the solution is given in (52).
(e) $0<T_{L}\left(x_{1}, \ldots, x_{h}\right)<1, T_{L}\left(x_{1}, \ldots, x_{h+1}\right)=\cdots=T_{L}\left(x_{1}, \ldots, x_{n+1}\right)=0$, with $1 \leqslant h<n$; the solution is given in (56).
(f) $T_{L}\left(x_{1}, \ldots, x_{h}\right)=1, T_{L}\left(x_{1}, \ldots, x_{h+1}\right)=\cdots=T_{L}\left(x_{1}, \ldots, x_{n+1}\right)=0$, with $1 \leqslant h<n$; the solution is given in (58).

We illustrate below the cases $(e)$ and $(f)$ by an example where $n+1=5$.
Example 5. Given any logically independent events. Let $E_{1}, \ldots, E_{5}, H_{1}, \ldots, H_{5}$ be logically Let $\left(x_{1}, \ldots, x_{5}, x_{1 \cdots 5}\right)$, with $x_{1 \cdots 5}=T_{L}\left(x_{1}, \ldots, x_{5}\right)$, be a prevision assessment on $\left\{E_{1}\left|H_{1}, \ldots, E_{5}\right| H_{5}, \mathcal{C}_{1 \cdots 5}\right\}$, where $\mathcal{C}_{1 \ldots 5}=\bigwedge_{i=1}^{5} E_{i} \mid H_{i}$. We examine below all the cases of Remark 4
(a) $T_{L}\left(x_{1}, \ldots, x_{4}\right)=1$ and $T_{L}\left(x_{1}, \ldots, x_{5}\right)=0$ (in which case $x_{1}=\cdots=x_{4}=1$ and $x_{5}=4-\sum_{i=1}^{4} x_{i}=$ 0 ); the solution obtained from (37) is such that $\lambda_{1234 \overline{5}}=1$, with all the other components of $\Lambda_{5}$ equal to zero.
(b) $0<T_{L}\left(x_{1}, \ldots, x_{4}\right)<1$ and $T_{L}\left(x_{1}, \ldots, x_{5}\right)=0$ (in which case $0 \leqslant x_{5} \leqslant 4-\sum_{i=1}^{4} x_{i}$, with $0<4-\sum_{i=1}^{4} x_{i}<1$ ); the solution obtained from (41) is

$$
\left\{\begin{array}{l}
\lambda_{\overline{1} 2345}=\frac{x_{5}}{4-\left(x_{1}+x_{2}+x_{3}+x_{4}\right)}\left(1-x_{1}\right), \quad \lambda_{\overline{1} 234 \overline{5}}=\left(1-\frac{x_{5}}{4-\left(x_{1}+x_{2}+x_{3}+x_{4}\right)}\right)\left(1-x_{1}\right), \\
\lambda_{1 \overline{2} 345}=\frac{x_{5}}{4-\left(x_{1}+x_{2}+x_{3}+x_{4}\right)}\left(1-x_{2}\right), \quad \lambda_{1 \overline{2} 34 \overline{5}}=\left(1-\frac{x_{5}}{4-\left(x_{1}+x_{2}+x_{3}+x_{4}\right)}\right)\left(1-x_{2}\right), \\
\lambda_{12 \overline{3} 45}=\frac{x_{5}}{4-\left(x_{1}+x_{2}+x_{3}+x_{4}\right)}\left(1-x_{3}\right), \quad \lambda_{12 \overline{3} 4 \overline{5}}=\left(1-\frac{x_{5}}{4-\left(x_{1}+x_{2}+x_{3}+x_{4}\right)}\right)\left(1-x_{3}\right), \\
\lambda_{123 \overline{4} 5}=\frac{x_{5}}{4-\left(x_{1}+x_{2}+x_{3}+x_{4}\right)}\left(1-x_{4}\right), \quad \lambda_{123 \overline{4} \overline{5}}=\left(1-\frac{x_{4}}{4-\left(x_{1}+x_{2}+x_{3}+x_{4}\right)}\right)\left(1-x_{4}\right), \\
\lambda_{1234 \overline{5}}=x_{1}+x_{2}+x_{3}+x_{4}-3, \quad \lambda_{1 * 2 * 3 * 4 * 5 *}=0, \text { otherwise. }
\end{array}\right.
$$

(c) $T_{L}\left(x_{1}, \ldots, x_{4}\right)>0$ and $T_{L}\left(x_{1}, \ldots, x_{5}\right)>0$ (in which case $4-\sum_{i=1}^{4} x_{i}<x_{5} \leqslant 1$ ); the solution obtained from (42) is

$$
\left\{\begin{array}{l}
\lambda_{12345}=x_{1}+x_{2}+x_{3}+x_{4}+x_{5}-4 \\
\lambda_{\overline{1} 2345}=1-x_{1}, \quad \lambda_{1 \overline{2} 345}=1-x_{2} \\
\lambda_{12 \overline{3} 45}=1-x_{3}, \quad \lambda_{123 \overline{4} 5}=1-x_{4} \\
\lambda_{1234 \overline{5}}=1-x_{5}, \quad \lambda_{1 * 2 * 3 * 4 * 5 *}=0, \text { otherwise. }
\end{array}\right.
$$

(d) $T_{L}\left(x_{1}\right)=\cdots=T_{L}\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right)=0$ (in which case $x_{1}=0$ ); the solution obtained from (52) is

$$
\begin{aligned}
& \lambda_{12345}=0, \\
& \lambda_{12345}=x_{2} x_{3} x_{4} x_{5} \text {, } \\
& \lambda_{1 \overline{2} 345}=0 \text {, } \\
& \lambda_{12} \overline{1}_{345}=\left(1-x_{2}\right) x_{3} x_{4} x_{5} \text {, } \\
& \lambda_{12 \overline{3} 45}=0 \text {, } \\
& \lambda_{\overline{1} 2 \overline{3} 45}=x_{2}\left(1-x_{3}\right) x_{4} x_{5} \text {, } \\
& \lambda_{1 \overline{2} \overline{3} 45}=0 \text {, } \\
& \lambda_{1 \overline{2} \overline{3} 45}=\left(1-x_{2}\right)\left(1-x_{3}\right) x_{4} x_{5}, \text {, } \\
& \lambda_{123 \overline{4} 5}=0 \text {, } \\
& \lambda_{\overline{1} 23 \overline{4} 5}=x_{2} x_{3}\left(1-x_{4}\right) x_{5} \text {, } \\
& \lambda_{12}^{2} 3 \overline{4} 5=0, \\
& \lambda_{\overline{1} \overline{2} 3 \overline{4} 5}=\left(1-x_{2}\right) x_{3}\left(1-x_{4}\right) x_{5} \text {, } \\
& \lambda_{12 \overline{3} \overline{4} 5}=0 \text {, } \\
& \lambda_{\overline{1} 2 \overline{3} \overline{4} 5}=x_{2}\left(1-x_{3}\right)\left(1-x_{4}\right) x_{5} \text {, } \\
& \lambda_{1234 \overline{5}}=0, \\
& \lambda_{1234 \overline{5}}=x_{2} x_{3} x_{4}\left(1-x_{5}\right), \\
& \lambda_{1 \overline{2} 34 \overline{5}}=0 \text {, } \\
& \lambda_{\overline{1} \overline{2} 34 \overline{5}}=\left(1-x_{2}\right) x_{3} x_{4}\left(1-x_{5}\right) \text {, } \\
& \lambda_{12 \overline{3} 4 \overline{5}}=0 \text {, } \\
& \lambda_{12}^{12 \overline{3} 4 \overline{5}}=x_{2}\left(1-x_{3}\right) x_{4}\left(1-x_{5}\right) \text {, } \\
& \lambda_{1 \overline{2} \overline{3} 4 \overline{5}}=0 \text {, } \\
& \lambda_{\overline{1} \overline{2} \overline{3} 4 \overline{5}}=\left(1-x_{2}\right)\left(1-x_{3}\right) x_{4}\left(1-x_{5}\right), \\
& \lambda_{123 \overline{4} \overline{5}}=0 \text {, } \\
& \lambda_{\overline{1} 23 \overline{4} \overline{5}}=x_{2} x_{3}\left(1-x_{4}\right)\left(1-x_{5}\right), \\
& \lambda_{1 \overline{2} 3 \overline{4} \overline{5}}=0 \text {, } \\
& \lambda_{\overline{1} \overline{2} 3 \overline{4} \overline{5}}=\left(1-x_{2}\right) x_{3}\left(1-x_{4}\right)\left(1-x_{5}\right), \\
& \lambda_{12 \overline{3} \overline{4} \overline{5}}=0 \text {, } \\
& \lambda_{1 \overline{2} \overline{3} \overline{4} 5}=0, \quad \lambda_{1 \overline{2} \overline{3} \overline{4} \overline{5}=0,} \\
& \lambda_{\overline{1} \overline{2} \overline{3} \overline{4} 5}=\left(1-x_{2}\right)\left(1-x_{3}\right)\left(1-x_{4}\right) x_{5}, \quad \lambda_{\overline{1} \overline{2} \overline{3} \overline{4} \overline{5}}=\left(1-x_{2}\right)\left(1-x_{3}\right)\left(1-x_{4}\right)\left(1-x_{5}\right) .
\end{aligned}
$$

(e) $0<T_{L}\left(x_{1}, \ldots, x_{h}\right)<1, T_{L}\left(x_{1}, \ldots, x_{h+1}\right)=\cdots=T_{L}\left(x_{1}, \ldots, x_{5}\right)=0$, with $1 \leqslant h<4$; the solution is given in (56). If for instance $h=3$, the components of the vector $\Lambda_{5}$ are

$$
\begin{aligned}
& \lambda_{12345}=0, \\
& \lambda_{12345}=\left(1-x_{1}\right) \frac{x_{4}}{3-x_{1}-x_{2}-x_{3}} x_{5} \text {, } \\
& \lambda_{12}^{2} 345=\left(1-x_{2}\right) \frac{x_{4}}{3-x_{1}-x_{2}-x_{3}} x_{5} \text {, } \\
& \lambda_{\overline{1} \overline{2} 345}=0 \text {, } \\
& \lambda_{12 \overline{3} 45}=\left(1-x_{3}\right) \frac{x_{4}}{3-x_{1}-x_{2}-x_{3}} x_{5} \text {, } \\
& \lambda_{\overline{1} 2 \overline{3} 45}=0 \text {, } \\
& \lambda_{1 \overline{2} \overline{3} 45}=0 \text {, } \\
& \lambda_{\overline{1} \overline{2} \overline{3} 45}=0 \text {, } \\
& \lambda_{123 \overline{4} 5}=\left(x_{1}+x_{2}+x_{3}-2\right) x_{5} \text {, } \\
& \lambda_{\overline{1} 23 \overline{4} 5}=\left(1-x_{1}\right)\left(1-\frac{x_{4}}{3-x_{1}-x_{2}-x_{3}}\right) x_{5} \text {, } \\
& \lambda_{1234 \overline{5}}=0, \\
& \lambda_{\overline{1} 234 \overline{5}}=\left(1-x_{1}\right) \frac{x_{4}}{3-x_{1}-x_{2}-x_{3}}\left(1-x_{5}\right) \text {, } \\
& \lambda_{1 \overline{2} 34 \overline{5}}=\left(1-x_{2}\right) \frac{x_{4}}{3-x_{1}-x_{2}-x_{3}}\left(1-x_{5}\right) \text {, } \\
& \lambda_{\overline{1} \overline{2} 34 \overline{5}}=0 \text {, } \\
& \lambda_{12 \overline{3} 4 \overline{5}}=\left(1-x_{3}\right) \frac{x_{4}}{3-x_{1}-x_{2}-x_{3}}\left(1-x_{5}\right) \text {, } \\
& \lambda_{\overline{1} 2 \overline{3} 4 \overline{5}}=0, \\
& \lambda_{1 \overline{2} \overline{3} 4 \overline{5}}=0 \text {, } \\
& \lambda_{\overline{1} \overline{2} \overline{3} 4 \overline{5}}=0 \text {, } \\
& \lambda_{123 \overline{4} \overline{5}}=\left(x_{1}+x_{2}+x_{3}-2\right)\left(1-x_{5}\right), \\
& \lambda_{123 \overline{4} \overline{5}}=\left(1-x_{1}\right)\left(1-\frac{x_{4}}{3-x_{1}-x_{2}-x_{3}}\right)\left(1-x_{5}\right), \\
& \lambda_{1 \overline{2} 3 \overline{4} 5}=\left(1-x_{2}\right)\left(1-\frac{x_{4}}{3-x_{1}-x_{2}-x_{3}}\right) x_{5}, \quad \lambda_{1 \overline{2} 3 \overline{4} \overline{5}}=\left(1-x_{2}\right)\left(1-\frac{x_{4}-x_{2}}{3-x_{1}-x_{2}-x_{3}}\right)\left(1-x_{5}\right) \text {, } \\
& \lambda_{\overline{1} \overline{2} 3 \overline{4} 5}=0, \quad \lambda_{\overline{1} \overline{2} 3 \overline{4} \overline{5}}=0, \\
& \lambda_{12 \overline{3} \overline{4} 5}=\left(1-x_{3}\right)\left(1-\frac{x_{4}}{3-x_{1}-x_{2}-x_{3}}\right) x_{5}, \quad \lambda_{12 \overline{3} \overline{4} \overline{5}}=\left(1-x_{3}\right)\left(1-\frac{x_{4}}{3-x_{1}-x_{2}-x_{3}}\right)\left(1-x_{5}\right) \text {, } \\
& \lambda_{12 \overline{3} \overline{4} 5}=0, \\
& \lambda_{\overline{1} 2 \overline{3} \overline{4} \overline{5}}=0, \\
& \lambda_{1 \overline{2} \overline{3} \overline{4} 5}=0 \text {, } \\
& \lambda_{1 \overline{2} \overline{3} \overline{4} \overline{5}}=0 \text {, } \\
& \lambda_{\overline{1} \overline{2} \overline{3} \overline{4} 5}=0, \\
& \lambda_{\overline{1} \overline{2} \overline{3} \overline{4} \overline{5}}=0 \text {. }
\end{aligned}
$$

(f) $T_{L}\left(x_{1}, \ldots, x_{h}\right)=1, T_{L}\left(x_{1}, \ldots, x_{h+1}\right)=\cdots=T_{L}\left(x_{1}, \ldots, x_{5}\right)=0$, with $1 \leqslant h<4$; the solution is given in (58). If for instance $h=2$, the components of the vector $\Lambda_{5}$ are

$$
\left\{\begin{array}{l}
\lambda_{12 \overline{3} 45}=x_{4} x_{5}, \quad \lambda_{12 \overline{3} 4 \overline{5}}=x_{4}\left(1-x_{5}\right), \quad \lambda_{12 \overline{3} \overline{4} 5}=\left(1-x_{4}\right) x_{5} \\
\lambda_{12 \overline{3} \overline{4} \overline{5}}=\left(1-x_{4}\right)\left(1-x_{5}\right), \quad \lambda_{1 * 2} * 3 * 4 * 5 *=0, \text { otherwise }
\end{array}\right.
$$

## 5. Probabilistic interpretation of Frank $\mathbf{t}$-norms and $\mathbf{t}$-conorms

In this section we show that the previsions of the conjunction and the disjunction of $n$ conditional events can be represented as a Frank t-norm $T_{\lambda}$ and a Frank t-conorm $S_{\lambda}$, respectively. Then, we characterize the set of coherent assessments by Frank t-norms and t-conorms. Moreover, when $n=2$, we show that, under logical independence, $T_{\lambda}(A|H, B| K)=(A \mid H) \wedge(B \mid K)$ and $S_{\lambda}(A|H, B| K)=(A \mid H) \vee(B \mid K)$ for every $\lambda \in[0,+\infty]$. We also examine cases where there are logical dependencies.

### 5.1. Set of coherent assessments, Frank t-norms and t-conorms

We recall that the $n$-ary Frank t-norm, with parameter $\lambda \in[0,+\infty]$, is

$$
T_{\lambda}\left(x_{1}, \ldots, x_{n}\right)= \begin{cases}T_{M}\left(x_{1}, \ldots, x_{n}\right)=\min \left\{x_{1}, \ldots, x_{n}\right\}, & \text { if } \lambda=0  \tag{59}\\ T_{P}\left(x_{1}, \ldots, x_{n}\right)=\prod_{i=1}^{n} x_{i}, & \text { if } \lambda=1 \\ T_{L}\left(x_{1}, \ldots, x_{n}\right)=\max \left\{\sum_{i=1}^{n} x_{i}-n+1,0\right\}, & \text { if } \lambda=+\infty \\ \log _{\lambda}\left(1+\frac{\prod_{i=1}^{n}\left(\lambda^{x_{i}}-1\right)}{(\lambda-1)^{n-1}}\right), & \text { otherwise }\end{cases}
$$

The next result shows that, under logical independence, given any coherent assessment $\left(x_{1}, \ldots, x_{n}, x_{1 \cdots n}\right)$ on $\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}, \mathcal{C}_{1 \cdots n}\right\}$, it holds that $x_{1 \cdots n}=T_{\lambda}\left(x_{1}, \cdots, x_{n}\right)$ for some $\lambda \in[0,+\infty]$; conversely, for every $\lambda \in[0,+\infty]$ the extension $x_{1 \cdots n}=T_{\lambda}\left(x_{1}, \cdots, x_{n}\right)$ is coherent.

Theorem 12. Let $E_{1}, \ldots, E_{n}, H_{1}, \ldots, H_{n}$ be logically independents events, with $H_{1} \neq \varnothing, \ldots, H_{n} \neq \varnothing$, $n \geqslant 2$. The set $\Pi$ of all prevision coherent assessments $\mathcal{M}=\left(x_{1}, \ldots, x_{n}, x_{1 \cdots n}\right)$ on the family $\mathcal{F}=$ $\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}, \mathcal{C}_{1 \cdots n}\right\}$ coincides with the set

$$
\begin{equation*}
\Pi_{T}=\left\{\left(x_{1}, \ldots, x_{n}, x_{1 \cdots n}\right):\left(x_{1}, \ldots, x_{n}\right) \in[0,1]^{n}, x_{1 \cdots n}=T_{\lambda}\left(x_{1}, \cdots, x_{n}\right), \lambda \in[0,+\infty]\right\} \tag{60}
\end{equation*}
$$

Proof. We show that $\Pi \subseteq \Pi_{T}$ and $\Pi_{T} \subseteq \Pi$. For each given $\mathcal{M}=\left(x_{1}, \ldots, x_{n}, x_{1 \cdots n}\right) \in \Pi$, by Theorem [10, it holds that $\left(x_{1}, \ldots, x_{n}\right) \in[0,1]^{n}$ and $x_{1 \cdots n} \in\left[T_{L}\left(x_{1}, \ldots, x_{n}\right), T_{M}\left(x_{1}, \ldots, x_{n}\right)\right]=$ $\left[T_{+\infty}\left(x_{1}, \ldots, x_{n}\right), T_{0}\left(x_{1}, \ldots, x_{n}\right)\right]$. Then, by the continuity property of $T_{\lambda}$ with respect to $\lambda$, there exists $\lambda \in[0,+\infty]$ such that $x_{1 \cdots n}=T_{\lambda}\left(x_{1}, \ldots, x_{n}\right)$. Thus, $\Pi \subseteq \Pi_{T}$.

Conversely, for every $\lambda \in[0,+\infty]$ and for every $\left(x_{1}, \ldots, x_{n}\right) \in[0,1]^{n}$, by Theorem 10 the assessment $\mathcal{M}=\left(x_{1}, \ldots, x_{n}, T_{\lambda}\left(x_{1}, \ldots, x_{n}\right)\right)$ is coherent because $T_{\lambda}\left(x_{1}, \ldots, x_{n}\right) \in\left[T_{L}\left(x_{1}, \ldots, x_{n}\right), T_{M}\left(x_{1}, \ldots, x_{n}\right)\right]$. Thus $\Pi_{T} \subseteq \Pi$ and hence $\Pi=\Pi_{T}$.

Remark 5. We observe that in case of some logical dependencies, for each given coherent assessment $\left(x_{1}, \ldots, x_{n}\right)$, the set of coherent extensions $x_{1 \cdots n}$ is an interval

$$
\left[\mu^{\prime}\left(x_{1}, \ldots, x_{n}\right), \mu^{\prime \prime}\left(x_{1} \cdots x_{n}\right)\right] \subseteq\left[T_{+\infty}\left(x_{1}, \ldots, x_{n}\right), T_{0}\left(x_{1}, \ldots, x_{n}\right)\right]
$$

By Theorem 12, there exist $\lambda^{\prime}$ and $\lambda^{\prime \prime}$ such that $\mu^{\prime}\left(x_{1}, \ldots, x_{n}\right)=T_{\lambda^{\prime}}\left(x_{1}, \ldots, x_{n}\right)$ and $\mu^{\prime \prime}\left(x_{1}, \ldots, x_{n}\right)=$ $T_{\lambda^{\prime \prime}}\left(x_{1}, \ldots, x_{n}\right)$, with $+\infty \geqslant \lambda^{\prime} \geqslant \lambda^{\prime \prime} \geqslant 0$ because $T_{\lambda}$ is decreasing with respect to the parameter $\lambda$. Then,

$$
\left[\mu^{\prime}\left(x_{1}, \ldots, x_{n}\right), \mu^{\prime \prime}\left(x_{1} \cdots x_{n}\right)\right]=\left[T_{\lambda^{\prime}}\left(x_{1}, \ldots, x_{n}\right), T_{\lambda^{\prime \prime}}\left(x_{1}, \ldots, x_{n}\right)\right]
$$

Moreover, for each $x_{1 \cdots n} \in\left[\mu^{\prime}\left(x_{1}, \ldots, x_{n}\right), \mu^{\prime \prime}\left(x_{1} \cdots x_{n}\right)\right]$, there exists $\lambda \in\left[\lambda^{\prime \prime}, \lambda^{\prime}\right]$ such that $x_{1 \cdots n}=$ $T_{\lambda}\left(x_{1}, \ldots, x_{n}\right)$. However, the set of all coherent assessments $\left(x_{1}, \ldots, x_{n}, x_{1 \cdots n}\right)$ is in general a subset of the set $\Pi_{T}$ given in (60). Then, it may happen that, given any coherent assessment $\left(x_{1}, \ldots, x_{n}\right)$, the extension $x_{1 \cdots n}=T_{\lambda}\left(x_{1}, \ldots, x_{n}\right)$ is not coherent, for some $\lambda \in[0,+\infty]$.

We now show that a result dual of Theorem (12) holds for the disjunction of conditional events, where the Frank t-norm is replaced by the dual Frank t-conorm. The notion of disjunction given in Definition 3 can be extended to the case of $n$ conditional events $E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}$ ([33]). Moreover, the conjunction $\mathcal{C}_{1 \cdots n}$ and the disjunction $\mathcal{D}_{1 \cdots n}$ satisfy De Morgan's Laws; in particular

$$
\begin{equation*}
\mathcal{D}_{1 \cdots n}=\bigvee_{i=1}^{n}\left(E_{i} \mid H_{i}\right)=1-\bigwedge_{i=1}^{n}\left(\bar{E}_{i} \mid H_{i}\right)=1-\mathcal{C}_{\overline{1} \cdots \bar{n}} \tag{61}
\end{equation*}
$$

where $\mathcal{C}_{\overline{1} \cdots \bar{n}}=\bigwedge_{i=1}^{n}\left(\bar{E}_{i} \mid H_{i}\right)$. We set $\mathbb{P}\left(\mathcal{D}_{1 \cdots n}\right)=y_{1 \cdots n}$ and $\mathbb{P}\left(\mathcal{C}_{\overline{1} \cdots \bar{n}}\right)=x_{\overline{1} \cdots \bar{n}}$. Of course, $y_{1 \cdots n}=1-x_{\overline{1} \cdots \bar{n}}$. By Theorem 10, $x_{\overline{1} \ldots \bar{n}}$ is a coherent extension of the assessment $\left(x_{1}, \ldots, x_{n}\right)$ on $\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}\right\}$ if and only if

$$
T_{L}\left(1-x_{1}, \ldots, 1-x_{n}\right) \leqslant x_{\overline{1} \cdots \bar{n}} \leqslant T_{M}\left(1-x_{1}, \ldots, 1-x_{n}\right)
$$

that is

$$
1-T_{M}\left(1-x_{1}, \ldots, 1-x_{n}\right) \leqslant y_{1 \cdots n} \leqslant 1-T_{L}\left(1-x_{1}, \ldots, 1-x_{n}\right)
$$

Moreover, denoting by $S_{L}$ and $S_{M}$ the Lukasiewicz and Minimum t-conorms, respectively, it holds that

$$
S_{L}\left(x_{1}, \ldots, x_{n}\right)=\min \left\{\sum_{i=1}^{n} x_{i}, 1\right\}=1-T_{L}\left(1-x_{1}, \ldots, 1-x_{n}\right)
$$

and

$$
S_{M}\left(x_{1}, \ldots, x_{n}\right)=\max \left\{x_{1}, \ldots, x_{n}\right\}=1-T_{M}\left(1-x_{1}, \ldots, 1-x_{n}\right)
$$

Then, from (61), we obtain the result below which establishes the Fréchet-Hoeffding bounds for the disjunction of $n$ conditional events.

Theorem 13. Let $E_{1}, \ldots, E_{n}, H_{1}, \ldots, H_{n}$ be logically independents events, with $H_{1} \neq \varnothing, \ldots, H_{n} \neq \varnothing, n \geqslant$ 2. The set of all prevision coherent assessments $\left(x_{1}, \ldots, x_{n}, y_{1 \cdots n}\right)$ on the family $\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}, \mathcal{D}_{1 \cdots n}\right\}$ is the set

$$
\begin{equation*}
\Gamma=\left\{\left(x_{1}, \ldots, x_{n}, y_{1 \cdots n}\right):\left(x_{1}, \ldots, x_{n}\right) \in[0,1]^{n}, y_{1 \cdots n} \in\left[S_{M}\left(x_{1}, \ldots, x_{n}\right), S_{L}\left(x_{1}, \ldots, x_{n}\right)\right]\right\} \tag{62}
\end{equation*}
$$

Based on Theorems 12 and 13 we have
Theorem 14. Let $E_{1}, \ldots, E_{n}, H_{1}, \ldots, H_{n}$ be logically independents events, with $H_{1} \neq \varnothing, \ldots, H_{n} \neq \varnothing$, $n \geqslant 2$. The set $\Gamma$ of all prevision coherent assessments $\mathcal{M}=\left(x_{1}, \ldots, x_{n}, y_{1 \cdots n}\right)$ on the family $\mathcal{F}=$ $\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}, \mathcal{D}_{1 \ldots n}\right\}$ coincides with the set

$$
\begin{equation*}
\Gamma_{S}=\left\{\left(x_{1}, \ldots, x_{n}, y_{1 \cdots n}\right):\left(x_{1}, \ldots, x_{n}\right) \in[0,1]^{n}, y_{1 \cdots n}=S_{\lambda}\left(x_{1}, \cdots, x_{n}\right), \lambda \in[0,+\infty]\right\} \tag{63}
\end{equation*}
$$

### 5.2. Representation of conjunction and disjunction of two conditional events

In this section we examine the representation of conjunction and disjunction of two conditional events in terms of Frank t -norms and Frank t -conorms, respectively.

Theorem 15. For each coherent prevision assessment $(x, y, z)$ on $\{A|H, B| K,(A \mid H) \wedge(B \mid K)\}$, it holds that

$$
\begin{equation*}
(A \mid H) \wedge(B \mid K)=T_{\lambda}(A|H, B| K), \text { for some } \lambda \in[0,+\infty] . \tag{64}
\end{equation*}
$$

Proof. From Definition 5 it holds that $T_{\lambda}(1,1)=1, T_{\lambda}(x, 0)=T_{\lambda}(0, y)=0, T_{\lambda}(x, 1)=x, T_{\lambda}(1, y)=y$. Then,

$$
T_{\lambda}(A|H, B| K)= \begin{cases}1, & \text { if } A H B K \text { is true, }  \tag{65}\\ 0, & \text { if } \bar{A} H \text { is true or } \bar{B} K \text { is true } \\ x, & \text { if } \bar{H} B K \text { is true } \\ y, & \text { if } \bar{K} A H \text { is true } \\ T_{\lambda}(x, y), & \text { if } \bar{H} \bar{K} \text { is true. }\end{cases}
$$

By Remark [5] there exists $\lambda \in[0,+\infty]$ such that $z=T_{\lambda}(x, y)$. Then, from (9) and (65), for each coherent assessment $(x, y, z)$ on $\{A|H, B| K,(A \mid H) \wedge(B \mid K)\}$ there exists $\lambda \in[0,+\infty]$ such that $(A \mid H) \wedge(B \mid K)=$ $T_{\lambda}(A|H, B| K)$.

Remark 6. We observe that to define the conjunction $(A \mid H) \wedge(B \mid K)$ amounts to specify a coherent assessment $(x, y, z)$ on $\{A|H, B| K,(A \mid H) \wedge(B \mid K)\}$. Moreover, we recall that, by Theorem [12 (see also formula (12)), in the particular case of logical independence of $A, B, H, K$, for each $\lambda \in[0,+\infty]$ the extension $z=T_{\mathcal{\lambda}}(x, y)$ on $(A \mid H) \wedge(B \mid K)$ of the assessment $(x, y)$ on $\{A|H, B| K\}$ is coherent, for every $(x, y) \in[0,1]^{2}$. Then, for any given assessment $\left(x, y, T_{\lambda}(x, y)\right)$ on $\{A|H, B| K,(A \mid H) \wedge(B \mid K)\}$, with $(x, y) \in[0,1]^{2}, \lambda \in[0,+\infty]$ it holds that

$$
(A \mid H) \wedge(B \mid K)=T_{\lambda}(A|H, B| K)
$$

In other words, for every $\lambda \in[0,+\infty]$, it is possible to define the conjunction as $(A \mid H) \wedge(B \mid K)=$ $T_{\lambda}(A|H, B| K)$, for every $(x, y) \in[0,1]^{2}$. Of course, in case of some logical dependencies, given a coherent assessment $(x, y)$, it may happen that $T_{\lambda}(A|H, B| K)$ is not a conjunction for some $\lambda \in[0,+\infty]$ because, by Remark [5, the extension $z=T_{\lambda}(x, y)$ is not coherent. In Section 5 we will give an example where $T_{\lambda}(A|H, A| K)$, with $\lambda>1$, does not represent the conjunction $(A \mid H) \wedge(A \mid K)$ for some coherent $(x, y)$.

We recall that the dual Frank t-conorm $S_{\lambda}(x, y)=1-T_{\lambda}(1-x, 1-y)$ is defined as

$$
S_{\lambda}(x, y)= \begin{cases}S_{M}(x, y)=\max \{x, y\}, & \text { if } \lambda=0,  \tag{66}\\ S_{P}(x, y)=x+y-x y, & \text { if } \lambda=1, \\ S_{L}(x, y)=\min \{x+y, 1\}, & \text { if } \lambda=+\infty, \\ 1-\log _{\lambda}\left(1+\frac{\left(\lambda^{1-x}-1\right)\left(\lambda^{1-y}-1\right)}{\lambda-1}\right), & \text { otherwise } .\end{cases}
$$

Moreover, for every $\lambda \in[0,+\infty]$, the pair $\left(T_{\lambda}, S_{\lambda}\right)$ satisfies the functional equation ([41, Theorem 5.14])

$$
\begin{equation*}
S_{\lambda}(x, y)=x+y-T_{\lambda}(x, y), \quad(x, y) \in[0,1]^{2} . \tag{67}
\end{equation*}
$$

Theorem 16. For each coherent prevision assessment $(x, y, w)$ on $\{A|H, B| K,(A \mid H) \vee(B \mid K)\}$, it holds that

$$
\begin{equation*}
(A \mid H) \vee(B \mid K)=S_{\lambda}(A|H, B| K) \text {, for some } \lambda \in[0,+\infty] \text {. } \tag{68}
\end{equation*}
$$

Proof. From (66) it holds that $S_{\lambda}(1,1)=1, S_{\lambda}(x, 1)=S_{\lambda}(1, y)=1, S_{\lambda}(x, 0)=x, S_{\lambda}(0, y)=y$. Then,

$$
S_{\lambda}(A|H, B| K)= \begin{cases}1, & \text { if } A H \vee B K \text { is true }  \tag{69}\\ 0, & \text { if } \bar{A} H \bar{B} H \text { is true } \\ x, & \text { if } \bar{H} \bar{B} K \text { is true } \\ y, & \text { if } \bar{K} \bar{A} H \text { is true } \\ S_{\lambda}(x, y), & \text { if } \bar{H} \bar{K} \text { is true }\end{cases}
$$

By recalling the prevision sum rule ([30, Section 6]), it holds that

$$
\mathbb{P}[(A \mid H) \vee(B \mid K)]=P(A \mid H)+P(B \mid K)-\mathbb{P}[(A \mid H) \wedge(B \mid K)]
$$

that is $w=x+y-z$, where $z=\mathbb{P}[(A \mid H) \wedge(B \mid K)]$. Moreover, by Theorem 15 there exists $\lambda \in[0,+\infty]$ such that $z=T_{\lambda}(x, y)$. Then, $w=x+y-T_{\lambda}(x, y)$ and hence, from (67), there exists $\lambda \in[0,+\infty]$ such that $w=$ $S_{\lambda}(x, y)$. Finally, from (13) and (69), for each coherent assessment $(x, y, z)$ on $\{A|H, B| K,(A \mid H) \vee(B \mid K)\}$ there exists $\lambda \in[0,+\infty]$ such that $(A \mid H) \vee(B \mid K)=S_{\lambda}(A|H, B| K)$.

As a further comment, we also observe that, for each coherent assessment $(x, y, z, w)$ on the family $\{A|H, B| K,(A \mid H) \wedge(B \mid K),(A \mid H) \vee(B \mid K)\}$, there exists $\lambda \in[0,+\infty]$ such that

$$
(A \mid H) \vee(B \mid K)=(A \mid H)+(B \mid K)-T_{\lambda}(A|H, B| K)=S_{\lambda}(A|H, B| K)
$$

We remark that in the case of some logical dependencies among the basic events $A, B, H, K$, the Frank t-norm may represent the conjunction only for the values of $\lambda$ in a subset of $[0,+\infty]$. In the next section we examine a case where the subset is the interval $[0,1]$.

### 5.3. The conjunction $(A \mid H) \wedge(B \mid K)$, when $A=B$

In this section we examine a case of logical dependencies by considering the conjunction $(A \mid H) \wedge(B \mid K)$ when $A=B$, that is $(A \mid H) \wedge(A \mid K)$. By setting $P(A \mid H)=x, P(A \mid K)=y$ and $\mathbb{P}[(A \mid H) \wedge(A \mid K)]=z$, it holds that

$$
(A \mid H) \wedge(A \mid K)= \begin{cases}1, & \text { if } A H K \text { is true } \\ 0, & \text { if } \bar{A} H \vee \bar{A} K \text { is true } \\ x, & \text { if } \bar{H} A K \text { is true } \\ y, & \text { if } A H \bar{K} \text { is true } \\ z, & \text { if } \bar{H} \bar{K} \text { is true }\end{cases}
$$

that is

$$
(A \mid H) \wedge(A \mid K)=A H K+x \bar{H} A K+y \bar{K} A H+z \bar{H} \bar{K}
$$

In the next result we show that, for each coherent assessment $(x, y)$, the lower bound on $z$ is, not $T_{L}(x, y)$, but $T_{P}(x, y)$; the upper bound is still $T_{M}(x, y)$.

Theorem 17. Let $A, H, K$ be three logically independent events, with $H \neq \varnothing, K \neq \varnothing$. The set $\Pi$ of all coherent assessments $(x, y, z)$ on the family $\mathcal{F}=\{A|H, A| K,(A \mid H) \wedge(A \mid K)\}$ is given by

$$
\begin{equation*}
\Pi=\left\{(x, y, z):(x, y) \in[0,1]^{2}, T_{P}(x, y)=x y \leqslant z \leqslant \min \{x, y\}=T_{M}(x, y)\right\} \tag{70}
\end{equation*}
$$

Proof. We recall that, by Example 1, the assessment $(x, y)$ is coherent for every $(x, y) \in[0,1]^{2}$. Given any coherent assessment $(x, y)$, by Theorem 6 there exists an interval $\left[z^{\prime}, z^{\prime \prime}\right]$ of coherent extensions $z$ to $(A \mid H) \wedge(A \mid K)$. We will show that $z^{\prime}=x y$ and $z^{\prime \prime}=\min \{x, y\}$. Let $\mathcal{M}=(x, y, z)$ be a prevision assessment on $\mathcal{F}$, with $(x, y) \in[0,1]^{2}$. The constituents associated with the pair $(\mathcal{F}, \mathcal{M})$ and contained in $H \vee K$ are: $C_{1}=A H K, C_{2}=\bar{A} H K, C_{3}=\bar{A} \bar{H} K, C_{4}=\bar{A} H \bar{K}, C_{5}=A \bar{H} K, C_{6}=A H \bar{K}$. The associated points $Q_{h}$ 's are $Q_{1}=(1,1,1), Q_{2}=(0,0,0), Q_{3}=(x, 0,0), Q_{4}=(0, y, 0), Q_{5}=(x, 1, x), Q_{6}=(1, y, y)$. With the further constituent $C_{0}=\bar{H} \bar{K}$ it is associated the point $Q_{0}=\mathcal{M}=(x, y, z)$. Considering the convex hull $I$ (see Figure (1) of $Q_{1}, \ldots, Q_{6}$, a necessary condition for the coherence of the prevision assessment $\mathcal{M}=(x, y, z)$ on $\mathcal{F}$ is that $\mathcal{M} \in \mathcal{I}$, that is the following system must be solvable

$$
(\Sigma)\left\{\begin{array}{l}
\lambda_{1}+x \lambda_{3}+x \lambda_{5}+\lambda_{6}=x, \quad \lambda_{1}+y \lambda_{4}+\lambda_{5}+y \lambda_{6}=y, \quad \lambda_{1}+x \lambda_{5}+y \lambda_{6}=z \\
\sum_{h=1}^{6} \lambda_{h}=1, \quad \lambda_{h} \geqslant 0, h=1, \ldots, 6
\end{array}\right.
$$

First of all, we observe that solvability of $(\Sigma)$ requires that $z \leqslant x$ and $z \leqslant y$, that is $z \leqslant \min \{x, y\}$; thus $z^{\prime \prime} \leqslant \min \{x, y\}$. We now verify that $(x, y, z)$, with $(x, y) \in[0,1]^{2}$ and $z=\min \{x, y\}$, is coherent, from which it follows that $z^{\prime \prime}=\min \{x, y\}$. We distinguish two cases: $(i) x \leqslant y$ and $(i i) x>y$.
Case $(i)$. In this case $z=\min \{x, y\}=x$. If $y=0$ the system $(\Sigma)$ becomes

$$
\lambda_{1}+\lambda_{6}=0, \quad \lambda_{1}+\lambda_{5}=0, \quad \lambda_{1}=0, \quad \lambda_{2}+\lambda_{3}+\lambda_{4}=1, \quad \lambda_{h} \geqslant 0, \quad h=1, \ldots, 6
$$

which is clearly solvable. In particular there exist solutions with $\lambda_{2}>0, \lambda_{3}>0, \lambda_{4}>0$, by Theorem 5, as the set $I_{0}$ is empty the solvability of $(\Sigma)$ is sufficient for coherence of the assessment $(0,0,0)$. If $y>0$ the system $(\Sigma)$ is solvable and a solution is $\Lambda=\left(\lambda_{1}, \ldots, \lambda_{6}\right)=\left(x, \frac{x(1-y)}{y}, 0, \frac{y-x}{y}, 0,0\right)$. We observe that, if $x>0$, then $\lambda_{1}>0$ and $I_{0}=\varnothing$ because $\mathcal{C}_{1}=H K \subseteq H \vee K$, so that $\mathcal{M}=(x, y, x)$ is coherent. If $x=0$ (and hence $z=0$ ), then $\lambda_{4}=1$ and $I_{0} \subseteq\{2\}$. Then, as the sub-assessment $P(A \mid K)=y$ is coherent, it follows that the assessment $\mathcal{M}=(0, y, 0)$ is coherent too.
Case (ii). The system is solvable and a solution is $\Lambda=\left(\lambda_{1}, \ldots, \lambda_{6}\right)=\left(y, \frac{y(1-x)}{x}, \frac{x-y}{x}, 0,0,0\right)$. We observe that, if $y>0$, then $\lambda_{1}>0$ and $I_{0}=\varnothing$ because $\mathcal{C}_{1}=H K \subseteq H \vee K$, so that $\mathcal{M}=(x, y, y)$ is coherent. If $y=0$ (and hence $z=0$ ), then $\lambda_{3}=1$ and $I_{0} \subseteq\{1\}$. Then, as the sub-assessment $P(A \mid H)=x$ is coherent, it follows that the assessment $\mathcal{M}=(x, 0,0)$ is coherent too. Thus, for every $(x, y) \in[0,1]^{2}$, the assessment $(x, y, \min \{x, y\})$ is coherent and hence the upper bound on $z$ is $z^{\prime \prime}=\min \{x, y\}=T_{M}(x, y)$.
We now verify that $(x, y, x y)$, with $(x, y) \in[0,1]^{2}$ is coherent; moreover we show that $(x, y, z)$, with $z<x y$, is not coherent and the lower bound for $z$ is $z^{\prime}=x y$. First of all, we observe that $\mathcal{M}=(1-x) Q_{4}+x Q_{6}$, so that a solution of $(\Sigma)$ is $\Lambda_{1}=(0,0,0,1-x, 0, x)$. Moreover, $\mathcal{M}=(1-y) Q_{3}+y Q_{5}$, so that another solution is $\Lambda_{2}=(0,0,1-y, 0, y, 0)$. Then $\Lambda=\frac{\Lambda_{1}+\Lambda_{2}}{2}=\left(0,0, \frac{1-y}{2}, \frac{1-x}{2}, \frac{y}{2}, \frac{x}{2}\right)$ is a solution of $(\Sigma)$ such that $I_{0}=\varnothing$. Thus the assessment $(x, y, x y)$ is coherent for every $(x, y) \in[0,1]^{2}$. In order to verify that $x y$ is the lower bound on $z$ we observe that the points $Q_{3}, Q_{4}, Q_{5}, Q_{6}$ belong to a plane $\pi$ of equation: $y X+x Y-Z=x y$, where $X, Y, Z$ are the axis' coordinates. Now, by considering the function $f(X, Y, Z)=y X+x Y-Z$, we observe that for each constant $k$ the equation $f(X, Y, Z)=k$ represents a plane which is parallel to $\pi$ and coincides with $\pi$ when $k=x y$. We also observe that $f\left(Q_{1}\right)=f(1,1,1)=x+y-1=T_{L}(x, y) \leqslant$ $x y=T_{P}(x, y), f\left(Q_{2}\right)=f(0,0,0)=0 \leqslant x y=T_{P}(x, y)$, and $f\left(Q_{3}\right)=f\left(Q_{4}\right)=f\left(Q_{5}\right)=f\left(Q_{6}\right)=$ $x y=T_{P}(x, y)$. Then, for every $\mathcal{P}=\sum_{h=1}^{6} \lambda_{h} Q_{h}$, with $\lambda_{h} \geqslant 0$ and $\sum_{h=1}^{6} \lambda_{h}=1$, that is $\mathcal{P} \in \mathcal{I}$, it holds that $f(\mathcal{P})=f\left(\sum_{h=1}^{6} \lambda_{h} Q_{h}\right)=\sum_{h=1}^{6} \lambda_{h} f\left(Q_{h}\right) \leqslant x y$. On the other hand, given any $a>0$, by considering $\mathcal{P}=(x, y, x y-a)$ it holds that $f(\mathcal{P})=f(x, y, x y-a)=x y+x y-x y+a=x y+a>x y$. Therefore, for any given $a>0$ the assessment $(x, y, x y-a)$ is not coherent because $(x, y, x y-a) \notin \mathcal{I}$. Then, the lower bound on $z$ is $z^{\prime}=x y=T_{P}(x, y)$. Thus, the set of all coherent assessments $(x, y, z)$ on $\mathcal{F}$ is the set $\Pi$ in (70).


Figure 1: Convex hull $I$ of the points $Q_{1}, Q_{2}, Q_{3}, Q_{4}, Q_{5}, Q_{6} . \mathcal{M}^{\prime}=\left(x, y, z^{\prime}\right), \mathcal{M}^{\prime \prime}=\left(x, y, z^{\prime \prime}\right)$, where $(x, y) \in[0,1]^{2}, z^{\prime}=x y$, $z^{\prime \prime}=\min \{x, y\}$. In the figure the numerical values are: $x=0.35, y=0.45, z^{\prime}=0.1575$, and $z^{\prime \prime}=0.35$.

Based on Theorem 17, we can give a result which is similar to Theorem 12, with $n=2$; but in this case $\lambda$ belongs to the interval $[0,1]$.

Theorem 18. Let $A, H, K$ be logically independents events, with $H \neq \varnothing, K \neq \varnothing$. The set of all prevision coherent assessments $\mathcal{M}=(x, y, z)$ on the family $\mathcal{F}=\{A|H, A| K,(A \mid H) \wedge(A \mid K)\}$ is the set

$$
\begin{equation*}
\left\{(x, y, z):(x, y) \in[0,1]^{2}, z=T_{\lambda}(x, y), \lambda \in[0,1]\right\} \tag{71}
\end{equation*}
$$

Proof. By exploiting Theorem 17 , the proof is the same as in Theorem 12 ,
We observe that for every $\lambda \in[0,1]$, it is possible to define the conjunction as $(A \mid H) \wedge(A \mid K)=$ $T_{\lambda}(A|H, A| K)$, for every $(x, y) \in[0,1]^{2}$. Moreover, for some coherent $(x, y)$, it may happen that $T_{\lambda}(A|H, A| K)$ is not a conjunction when $\lambda \in(1+\infty]$, as shown by the example below.

Example 6. Let $A, H, K$ be logically independents events, with $H \neq \varnothing, K \neq \varnothing$. If, for instance, $(x, y)=$ $\left(\frac{1}{2}, \frac{1}{2}\right)$. Then, by Theorem 17 the extension $z$ is coherent if and only if $z \in\left[T_{1}\left(\frac{1}{2}, \frac{1}{2}\right), T_{0}\left(\frac{1}{2}, \frac{1}{2}\right)\right]=\left[\frac{1}{4}, \frac{1}{2}\right]$. Moreover, as $T_{\lambda}\left(\frac{1}{2}, \frac{1}{2}\right)$ is decreasing with respect to $\lambda$, it holds that

$$
T_{\lambda}\left(\frac{1}{2}, \frac{1}{2}\right)<T_{1}\left(\frac{1}{2}, \frac{1}{2}\right)=\frac{1}{4}, \quad \forall \lambda \in(1+\infty] .
$$

Then, the extension $z=T_{\lambda}\left(\frac{1}{2}, \frac{1}{2}\right)$, with $\lambda \in(1+\infty]$, is not coherent; thus, $T_{\lambda}(A|H, A| K)$, with $\lambda \in(1+\infty]$ and $(x, y)=\left(\frac{1}{2}, \frac{1}{2}\right)$, is not a conjunction.

We also observe that, in particular cases, $T_{\lambda}(A|H, A| K)$ is a conjunction when $\lambda \in(1+\infty]$. For instance, if $x=0$, or $y=0$, it holds that, for every $\lambda \in[0,+\infty], z=T_{\lambda}(x, y)=0$ is the unique coherent extension of the assessment $(x, y)$. Then, $T_{\lambda}(A|H, A| K)$, with $x=0$, or $y=0$, is a conjunction for every $\lambda \in[0,+\infty]$.

The next result consider the particular case where $H$ and $K$ are incompatible.

Theorem 19. Let $A, H, K$ be three events, with $A$ logically independent from both $H$ and $K$, with $H \neq \varnothing$, $K \neq \varnothing, H K=\varnothing$. The set of all coherent assessments $(x, y, z)$ on the family $\mathcal{F}=\{A|H, A| K,(A \mid H) \wedge$ $(A \mid K)\}$ is given by $\left\{(x, y, z):(x, y) \in[0,1]^{2}, z=x y=T_{P}(x, y)\right\}$.

Proof. Let $\mathcal{M}=(x, y, z)$ be a prevision assessment on $\mathcal{F}$. We recall that, by Example 2, the coherence of $(x, y)$ amounts to $(x, y) \in[0,1]^{2}$. Moreover, we observe that $\bar{H} K=K$ and $H \bar{K}=H$ and

$$
(A \mid H) \wedge(A \mid K)=(x A \bar{H} K+y A H \bar{K})|(H \vee K)=x A K|(H \vee K)+y A H \mid(H \vee K)
$$

Then,

$$
z=x P(A K \mid(H \vee K))+y P(A H \mid(H \vee K))=x y P(K \mid(H \vee K))+x y P(H \mid(H \vee K))=x y=T_{P}(x, y)
$$

Thus, the set of all coherent assessments $(x, y, z)$ on the family $\mathcal{F}=\{A|H, A| K,(A \mid H) \wedge(A \mid K)\}$ is given by $\left\{(x, y, z):(x, y) \in[0,1]^{2}, z=x y=T_{P}(x, y)\right\}$.

Remark 7. We remark that, when $H K=\varnothing, T_{\lambda}(A|H, A| K)$ represents the conjunction $(A \mid H) \wedge(A \mid K)$ only if $\lambda=1$. Indeed, from Theorems 15 and 19, it holds that

$$
(A \mid H) \wedge(A \mid K)=(A \mid H) \cdot(A \mid K)=T_{P}(A|H, A| K)=T_{1}(A|H, A| K), \quad \text { when } H K=\varnothing
$$

We point out again that, as shown by Theorem 18 and by Remark 7 , in case of some logical dependencies to assign conditional previsions and to represent conjunctions by means of a Frank t-norm $T_{\lambda}$ is consistent only for some values of $\lambda$. For instance, given any assessment $(x, y)$ on $\{A|H, B| K\}$, with $0<x<1$, $0<y<1$, the assessment $\mathbb{P}[(A \mid H) \wedge(B \mid K)]=T_{L}(x, y)$ is not coherent, because $\max \{x+y-1,0\}<x y$. Moreover, $T_{L}(A|H, A| K)=T_{+\infty}(A|H, A| K)$ is not a conjunction.

## 6. Some further results on Frank t-norms

In this section we give some particular results on Frank t-norms and coherence of prevision assessments on the family $\mathcal{F}=\left\{\mathcal{C}_{1}, \mathcal{C}_{2}, \mathcal{C}_{3}, \mathcal{C}_{12}, \mathcal{C}_{13}, \mathcal{C}_{23}, \mathcal{C}_{123}\right\}$, where $\mathcal{C}_{i}=E_{i} \mid H_{i}, \mathcal{C}_{i j}=\left(E_{i} \mid H_{i}\right) \wedge\left(E_{j} \mid H_{j}\right)$, and $\mathcal{C}_{123}=$ $\left(E_{1} \mid H_{1}\right) \wedge\left(E_{2} \mid H_{2}\right) \wedge\left(E_{3} \mid H_{3}\right)$. We set $\mathbb{P}\left(\mathcal{C}_{i}\right)=x_{i}, i=1,2,3, \mathbb{P}\left(\mathcal{C}_{i j}\right)=x_{i j},\{i, j\} \subset\{1,2,3\}$, and $\mathbb{P}\left(\complement_{123}\right)=x_{123}$. In particular, we show that, under logical independence, the assessment

$$
\mathcal{M}=\left(x_{1}, x_{2}, x_{3}, x_{12}, x_{13}, x_{23}, x_{123}\right)=\left(x_{1}, x_{2}, x_{3}, T_{\lambda}\left(x_{1}, x_{2}\right), T_{\lambda}\left(x_{1}, x_{3}\right), T_{\lambda}\left(x_{2}, x_{3}\right), T_{\lambda}\left(x_{1}, x_{2}, x_{3}\right)\right)
$$

on $\mathcal{F}$ is coherent for every $\left(x_{1}, x_{2}, x_{3}\right) \in[0,1]^{3}$ when $T_{\lambda}$ is the minimum t-norm $T_{M}=T_{0}$, or $T_{\lambda}$ is the product t-norm, $T_{P}=T_{1}$. Moreover, when $T_{\lambda}$ is the Lukasiewicz t-norm $T_{L}=T_{+\infty}$, the coherence of $\mathcal{M}$ is not assured. We first observe that, by Definition4 the conjunction $\mathcal{C}_{123}=\left(E_{1} \mid H_{1}\right) \wedge\left(E_{2} \mid H_{2}\right) \wedge\left(E_{3} \mid H_{3}\right)$ is

$$
\mathcal{C}_{123}= \begin{cases}1, & \text { if } E_{1} H_{1} E_{2} H_{2} E_{3} H_{3} \text { is true }  \tag{72}\\ 0, & \text { if } \bar{E}_{1} H_{1} \vee \bar{E}_{2} H_{2} \vee \bar{E}_{3} H_{3} \text { is true }, \\ x_{1}, & \text { if } \bar{H}_{1} E_{2} H_{2} E_{3} H_{3} \text { is true, } \\ x_{2}, & \text { if } \bar{H}_{2} E_{1} H_{1} E_{3} H_{3} \text { is true } \\ x_{3}, & \text { if } \bar{H}_{3} E_{1} H_{1} E_{2} H_{2} \text { is true, } \\ x_{12}, & \text { if } \bar{H}_{1} \bar{H}_{2} E_{3} H_{3} \text { is true, } \\ x_{13}, & \text { if } \bar{H}_{1} \bar{H}_{3} E_{2} H_{2} \text { is true } \\ x_{23}, & \text { if } \bar{H}_{2} \bar{H}_{3} E_{1} H_{1} \text { is true } \\ x_{123}, & \text { if } \bar{H}_{1} \bar{H}_{2} \bar{H}_{3} \text { is true. }\end{cases}
$$

The next result characterizes the set of all coherent assessments on $\mathcal{F}$ ([33, Theorem 15]).

Theorem 20. Assume that the events $E_{1}, E_{2}, E_{3}, H_{1}, H_{2}, H_{3}$ are logically independent, with $H_{1} \neq \varnothing, H_{2} \neq$ $\varnothing, H_{3} \neq \varnothing$. Then, the set $\Pi$ of all coherent assessments $\mathcal{M}=\left(x_{1}, x_{2}, x_{3}, x_{12}, x_{13}, x_{23}, x_{123}\right)$ on $\mathcal{F}=$ $\left\{\mathfrak{C}_{1}, \mathfrak{C}_{2}, \mathfrak{C}_{3}, \mathfrak{C}_{12}, \mathfrak{C}_{13}, \mathfrak{C}_{23}, \mathfrak{C}_{123}\right\}$ is the set of points $\left(x_{1}, x_{2}, x_{3}, x_{12}, x_{13}, x_{23}, x_{123}\right)$ which satisfy the following conditions

$$
\left\{\begin{array}{l}
\left(x_{1}, x_{2}, x_{3}\right) \in[0,1]^{3}  \tag{73}\\
\max \left\{x_{1}+x_{2}-1, x_{13}+x_{23}-x_{3}, 0\right\} \leqslant x_{12} \leqslant \min \left\{x_{1}, x_{2}\right\} \\
\max \left\{x_{1}+x_{3}-1, x_{12}+x_{23}-x_{2}, 0\right\} \leqslant x_{13} \leqslant \min \left\{x_{1}, x_{3}\right\} \\
\max \left\{x_{2}+x_{3}-1, x_{12}+x_{13}-x_{1}, 0\right\} \leqslant x_{23} \leqslant \min \left\{x_{2}, x_{3}\right\} \\
1-x_{1}-x_{2}-x_{3}+x_{12}+x_{13}+x_{23} \geqslant 0 \\
x_{123} \geqslant \max \left\{0, x_{12}+x_{13}-x_{1}, x_{12}+x_{23}-x_{2}, x_{13}+x_{23}-x_{3}\right\} \\
x_{123} \leqslant \min \left\{x_{12}, x_{13}, x_{23}, 1-x_{1}-x_{2}-x_{3}+x_{12}+x_{13}+x_{23}\right\}
\end{array}\right.
$$

Remark 8. As it can be verified, the last two inequalities in (73), that is

$$
\begin{align*}
& \max \left\{0, x_{12}+x_{13}-x_{1}, x_{12}+x_{23}-x_{2}, x_{13}+x_{23}-x_{3}\right\} \leqslant x_{123} \leqslant \\
& \leqslant \min \left\{x_{12}, x_{13}, x_{23}, 1-x_{1}-x_{2}-x_{3}+x_{12}+x_{13}+x_{23}\right\} \tag{74}
\end{align*}
$$

imply all the other inequalities in (73). For instance, in order to prove that $x_{1} \leqslant 1$, we observe that from (74) it holds that

$$
x_{12}+x_{23}-x_{2} \leqslant 1-x_{1}-x_{2}-x_{3}+x_{12}+x_{13}+x_{23}
$$

from which it follows

$$
x_{12}+x_{23}-x_{2}+x_{2}+x_{3}-x_{12}-x_{13}-x_{23} \leqslant 1-x_{1}
$$

that is $x_{3}-x_{13} \leqslant 1-x_{1}$. Moreover, still from (74), it holds that $x_{13}+x_{23}-x_{3} \leqslant x_{23}$, that is $x_{3}-x_{13} \geqslant$ 0 . Thus $x_{1} \leqslant 1$. Then, as (73) and (74) are equivalent, the set $\Pi$ in Theorem 20 is the set of points $\left(x_{1}, x_{2}, x_{3}, x_{12}, x_{13}, x_{23}, x_{123}\right)$ which satisfy (74).

Then, by Theorem 20 it follows [33, Corollary 1]
Corollary 1. For any coherent assessment $\left(x_{1}, x_{2}, x_{3}, x_{12}, x_{13}, x_{23}\right)$ on $\left\{\mathcal{C}_{1}, \mathcal{C}_{2}, \mathfrak{C}_{3}, \mathfrak{C}_{12}, \mathfrak{C}_{13}, \mathfrak{C}_{23}\right\}$ the extension $x_{123}$ on $\mathcal{C}_{123}$ is coherent if and only if $x_{123} \in\left[x_{123}^{\prime}, x_{123}^{\prime \prime}\right]$, where

$$
\begin{align*}
x_{123}^{\prime} & =\max \left\{0, x_{12}+x_{13}-x_{1}, x_{12}+x_{23}-x_{2}, x_{13}+x_{23}-x_{3}\right\}, \\
x_{123}^{\prime \prime} & =\min \left\{x_{12}, x_{13}, x_{23}, 1-x_{1}-x_{2}-x_{3}+x_{12}+x_{13}+x_{23}\right\} . \tag{75}
\end{align*}
$$

We recall that in case of logical dependencies, the set of all coherent assessments may be a strict subset of the set $\Pi$ associated with the case of logical independence. However, the next result shows that the set of coherent assessments is still $\Pi$ in the case where $H_{1}=H_{2}=H_{3}=H$ (with possibly $H=\Omega$, see also [38, p. 232]).

Theorem 21. Let be given any logically independent events $E_{1}, E_{2}, E_{3}$, $H$, with $H \neq \varnothing$. Then, the set $\Pi$ of all coherent assessments $\mathcal{M}=\left(x_{1}, x_{2}, x_{3}, x_{12}, x_{13}, x_{23}, x_{123}\right)$ on $\mathcal{F}=\left\{\mathcal{C}_{1}, \complement_{2}, \mathfrak{C}_{3}, \mathfrak{C}_{12}, \mathfrak{C}_{13}, \varrho_{23}, \mathfrak{C}_{123}\right\}$ is the set of points $\left(x_{1}, x_{2}, x_{3}, x_{12}, x_{13}, x_{23}, x_{123}\right)$ which satisfy the conditions in formula (73).

A corollary similar to Corollary 1 could be associated to Theorem 21. For a similar result based on copulas see [21].

In the next subsection we examine the coherence of the prevision assessment $\mathcal{M}=$ $\left(x_{1}, x_{2}, x_{3}, T_{\lambda}\left(x_{1}, x_{2}\right), T_{\lambda}\left(x_{1}, x_{3}\right), T_{\lambda}\left(x_{2}, x_{3}\right), T_{\lambda}\left(x_{1}, x_{2}, x_{3}\right)\right)$ on $\mathcal{F}=\left\{\mathfrak{C}_{1}, \mathfrak{C}_{2}, \mathfrak{C}_{3}, \mathfrak{C}_{12}, \mathfrak{C}_{13}, \mathfrak{C}_{23}, \mathfrak{C}_{123}\right\}$ in the cases where $T_{\lambda}$ is the minimum t-norm, or the product t-norm, or the Lukasiewicz t-norm.

### 6.1. On the minimum $t$-norm

We recall that the Frank t-norm $T_{0}$ is the minimum t -norm $T_{M}$.
Theorem 22. Assume that the events $E_{1}, E_{2}, E_{3}, H_{1}, H_{2}, H_{3}$ are logically independent, with $H_{1} \neq$ $\varnothing, H_{2} \neq \varnothing, H_{3} \neq \varnothing$. The assessment $\mathcal{M}=\left(x_{1}, x_{2}, x_{3}, T_{M}\left(x_{1}, x_{2}\right), T_{M}\left(x_{1}, x_{3}\right), T_{M}\left(x_{2}, x_{3}\right), T_{M}\left(x_{1}, x_{2}, x_{3}\right)\right)$ on $\mathcal{F}=\left\{\mathfrak{C}_{1}, \mathfrak{C}_{2}, \mathfrak{C}_{3}, \mathfrak{C}_{12}, \mathfrak{C}_{13}, \mathfrak{C}_{23}, \mathfrak{C}_{123}\right\}$, with $\left(x_{1}, x_{2}, x_{3}\right) \in[0,1]^{3}$, is coherent. Moreover, when $\mathcal{M}=\left(x_{1}, x_{2}, x_{3}, T_{M}\left(x_{1}, x_{2}\right), T_{M}\left(x_{1}, x_{3}\right), T_{M}\left(x_{2}, x_{3}\right), T_{M}\left(x_{1}, x_{2}, x_{3}\right)\right)$, it holds that $\mathfrak{C}_{i j}=T_{M}\left(\mathcal{C}_{i}, \mathcal{C}_{j}\right)=$ $\min \left\{\mathfrak{C}_{i}, \mathfrak{C}_{j}\right\}, i \neq j$, and $\mathfrak{C}_{123}=T_{M}\left(\mathfrak{C}_{1}, \mathfrak{C}_{2}, \mathfrak{C}_{3}\right)=\min \left\{\mathfrak{C}_{1}, \mathfrak{C}_{2}, \mathfrak{C}_{3}\right\}$.
Proof. From Remark 8 , the coherence of $\mathcal{M}$ amounts to the inequalities in (74). Without loss of generality, we assume that $0 \leqslant x_{1} \leqslant x_{2} \leqslant x_{3} \leqslant 1$. Then $x_{12}=T_{M}\left(x_{1}, x_{2}\right)=x_{1}, x_{13}=T_{M}\left(x_{1}, x_{3}\right)=x_{1}$, $x_{23}=T_{M}\left(x_{2}, x_{3}\right)=x_{2}$, and $x_{123}=T_{M}\left(x_{1}, x_{2}, x_{3}\right)=x_{1}$. The inequalities (74) become

$$
\begin{equation*}
\max \left\{0, x_{1}, x_{1}+x_{2}-x_{3}\right\}=x_{1} \leqslant x_{1} \leqslant x_{1}=\min \left\{x_{1}, x_{2}, 1-x_{3}+x_{1}\right\} . \tag{76}
\end{equation*}
$$

Thus, the inequalities are satisfied and hence $\mathcal{M}$ is coherent. By Remark 6 it holds that $\mathfrak{C}_{i j}=T_{M}\left(\mathcal{C}_{i}, \mathfrak{C}_{j}\right)=$ $\min \left\{\mathfrak{C}_{i}, \mathfrak{C}_{j}\right\}, i \neq j$. Moreover, based on (72), it can be easily verified that $\mathfrak{C}_{123}=T_{M}\left(\mathfrak{C}_{1}, \mathfrak{C}_{2}, \mathfrak{C}_{3}\right)=$ $\min \left\{\mathfrak{C}_{1}, \mathfrak{C}_{2}, \mathfrak{C}_{3}\right\}$.
Remark 9. As we can see from (76) and Corollary (1) the assessment $x_{123}=\min \left\{x_{1}, x_{2}, x_{3}\right\}$ is the unique coherent extension on $\mathcal{C}_{123}$ of the assessment $\left(x_{1}, x_{2}, x_{3}, \min \left\{x_{1}, x_{2}\right\}, \min \left\{x_{1}, x_{3}\right\}, \min \left\{x_{2}, x_{3}\right\}\right)$ on $\left\{\mathfrak{C}_{1}, \mathfrak{C}_{2}, \mathfrak{C}_{3}, \mathfrak{C}_{12}, \mathfrak{C}_{13}, \mathfrak{C}_{23}\right\}$.

### 6.2. On the Product t-norm

We recall that the Frank t -norm $T_{1}$ is the product t -norm $T_{P}$.
Theorem 23. Assume that the events $E_{1}, E_{2}, E_{3}, H_{1}, H_{2}, H_{3}$ are logically independent, with $H_{1} \neq \varnothing, H_{2} \neq$ $\varnothing, H_{3} \neq \varnothing$. The assessment $\mathcal{M}=\left(x_{1}, x_{2}, x_{3}, T_{P}\left(x_{1}, x_{2}\right), T_{P}\left(x_{1}, x_{3}\right), T_{P}\left(x_{2}, x_{3}\right), T_{P}\left(x_{1}, x_{2}, x_{3}\right)\right)$ on $\mathcal{F}=\left\{\mathfrak{C}_{1}, \mathfrak{C}_{2}, \mathfrak{C}_{3}, \mathcal{C}_{12}, \mathfrak{C}_{13}, \mathfrak{C}_{23}, \mathfrak{C}_{123}\right\}$, with $\left(x_{1}, x_{2}, x_{3}\right) \in[0,1]^{3}$, is coherent. Moreover, when $\mathcal{M}=$ $\left(x_{1}, x_{2}, x_{3}, T_{P}\left(x_{1}, x_{2}\right), T_{P}\left(x_{1}, x_{3}\right), T_{P}\left(x_{2}, x_{3}\right), T_{P}\left(x_{1}, x_{2}, x_{3}\right)\right)$, it holds that $\mathfrak{C}_{i j}=T_{P}\left(\mathcal{C}_{i}, \mathcal{C}_{j}\right)=\mathcal{C}_{i} \mathfrak{C}_{j}, i \neq j$, and $\mathfrak{C}_{123}=T_{P}\left(\mathfrak{C}_{1}, \mathrm{C}_{2}, \mathfrak{C}_{3}\right)=\mathfrak{C}_{1} \mathfrak{C}_{2} \mathrm{C}_{3}$.

Proof. From Remark [8, the coherence of $\mathcal{M}$ amounts to the inequalities in (74). As $x_{i j}=T_{P}\left(x_{i}, x_{j}\right)=x_{i} x_{j}$, $i \neq j$, and $x_{123}=T_{P}\left(x_{1}, x_{2}, x_{3}\right)=x_{1} x_{2} x_{3}$, the inequalities (74) become

$$
\begin{align*}
& \max \left\{0, x_{1}\left(x_{2}+x_{3}-1\right), x_{2}\left(x_{1}+x_{3}-1\right), x_{3}\left(x_{1}+x_{2}-1\right)\right\} \leqslant x_{1} x_{2} x_{3} \leqslant \\
& \leqslant \min \left\{x_{1} x_{2}, x_{1} x_{3}, x_{2} x_{3},\left(1-x_{1}\right)\left(1-x_{2}\right)\left(1-x_{3}\right)+x_{1} x_{2} x_{3}\right\} . \tag{77}
\end{align*}
$$

As $\left(x_{1}, x_{2}, x_{3}\right) \in[0,1]^{3}$ it holds that $x_{i}+x_{j}-1 \leqslant x_{i} x_{j}$ because $x_{i}\left(1-x_{j}\right) \leqslant 1-x_{j}$. Then, the first inequality in $\overline{777}$ is satisfied. Moreover, the second inequality is trivial. Thus, $\mathcal{M}$ is coherent. By Remark 6, it holds that $\mathcal{C}_{i j}=T_{P}\left(\mathcal{C}_{i}, \mathcal{C}_{j}\right)=\min \left\{\mathcal{C}_{i}, \mathcal{C}_{j}\right\}, i \neq j$. Finally, based on (72), it can be easily verified that $\mathfrak{C}_{123}=T_{P}\left(\mathcal{C}_{1}, \mathfrak{C}_{2}, \mathfrak{C}_{3}\right)=\mathfrak{C}_{1} \mathfrak{C}_{2} \mathfrak{C}_{3}$.

### 6.3. On Lukasiewicz t-norm

We recall that the Frank t-norm $T_{+\infty}$ is the Lukasiewicz t-norm $T_{L}$. We show that the assessment $\mathcal{M}=\left(x_{1}, x_{2}, x_{3}, T_{L}\left(x_{1}, x_{2}\right), T_{L}\left(x_{1}, x_{3}\right), T_{L}\left(x_{2}, x_{3}\right), T_{L}\left(x_{1}, x_{2}, x_{3}\right)\right)$ on $\mathcal{F}=\left\{\mathfrak{C}_{1}, \mathfrak{C}_{2}, \mathfrak{C}_{3}, \mathfrak{C}_{12}, \mathfrak{C}_{13}, \mathfrak{C}_{23}, \mathfrak{C}_{123}\right\}$ may be not coherent for some $\left(x_{1}, x_{2}, x_{3}\right) \in[0,1]^{3}$, as shown in the example below.

Example 7. Given any logically independent events $E_{1}, E_{2}, E_{3}, H_{1}, H_{2}, H_{3}$, the assessment $\left(x_{1}, x_{2}, x_{3}\right)=(0.5,0.6,0.7)$ on $\left\{\mathcal{C}_{1}, \mathcal{C}_{2}, \mathcal{C}_{3}\right\}$ is coherent. However, the prevision assessment $\left(x_{1}, x_{2}, x_{3}, T_{L}\left(x_{1}, x_{2}\right), T_{L}\left(x_{1}, x_{3}\right), T_{L}\left(x_{2}, x_{3}\right), T_{L}\left(x_{1}, x_{2}, x_{3}\right)\right)=(0.5,0.6,0.7,0.1,0.2,0.3,0)$ on the family $\mathcal{F}=\left\{\mathcal{C}_{1}, \mathcal{C}_{2}, \mathcal{C}_{3}, \mathcal{C}_{12}, \mathcal{C}_{13}, \mathcal{C}_{23}, \mathcal{C}_{123}\right\}$ is not coherent. Indeed, formula (74) becomes
$\max \{0,0.1+0.2-0.5,0.1+0.3-0.6,0.2+0.3-0.7\} \leqslant 0 \leqslant \min \{0.1,0.2,0.3,1-0.5-0.6-0.7+0.1+0.2+0.3\}$,
that is:

$$
\max \{0,-0.2\}=0 \leqslant 0 \leqslant-0.2=\min \{0.1,0.2,0.3,-0.2\}
$$

thus, the inequalities in (74) are not satisfied and by Remark 8 the assessment $(0.5,0.6,0.7,0.1,0.2,0.3,0)$ is not coherent. Then, the results of Theorems 22 and 23 do not hold for the Lukasiewicz t-norm.

In the next result we illustrate further details on coherence of the prevision assessment $\left(x_{1}, x_{2}, x_{3}, T_{L}\left(x_{1}, x_{2}\right), T_{L}\left(x_{1}, x_{3}\right), T_{L}\left(x_{2}, x_{3}\right), T_{L}\left(x_{1}, x_{2}, x_{3}\right)\right)$.

Theorem 24. Assume that the events $E_{1}, E_{2}, E_{3}, H_{1}, H_{2}, H_{3}$ are logically independent, with $H_{1} \neq \varnothing, H_{2} \neq$ $\varnothing, H_{3} \neq \varnothing$. Let $\mathcal{M}=\left(x_{1}, x_{2}, x_{3}, T_{L}\left(x_{1}, x_{2}\right), T_{L}\left(x_{1}, x_{3}\right), T_{L}\left(x_{2}, x_{3}\right), T_{L}\left(x_{1}, x_{2}, x_{3}\right)\right)$ be a prevision assessment on the family $\mathcal{F}=\left\{\mathcal{C}_{1}, \mathfrak{C}_{2}, \mathfrak{C}_{3}, \mathfrak{C}_{12}, \mathfrak{C}_{13}, \mathfrak{C}_{23}, \mathfrak{C}_{123}\right\}$. If $\left(x_{1}, x_{2}, x_{3}\right) \in[0,1]^{3}$ and $x_{1}+x_{2}+x_{3}-2 \geqslant 0$ then $\mathcal{M}$ is coherent. If $\left(x_{1}, x_{2}, x_{3}\right) \in[0,1]^{3}, x_{1}+x_{2}-1>0, x_{1}+x_{3}-1>0, x_{2}+x_{3}-1>0$, and $x_{1}+x_{2}+x_{3}-2<0$, then $\mathcal{M}$ is not coherent.

Proof. We observe that the set of points $\left(x_{1}, x_{2}, x_{3}\right) \in[0,1]^{3}$ such that $x_{1}+x_{2}+x_{3}-2 \geqslant 0$ is the convex hull $\mathcal{T}$ of the points $(1,1,0),(1,0,1),(0,1,1),(1,1,1)$, which is a tetrahedron. If $\left(x_{1}, x_{2}, x_{3}\right) \in \mathcal{T}$, then $x_{1}+x_{2}+x_{3}-2 \geqslant 0$, and it holds that

$$
x_{1}+x_{2}-1 \geqslant 0, \quad x_{1}+x_{3}-1 \geqslant 0, \quad x_{2}+x_{3}-1 \geqslant 0
$$

with

$$
\begin{equation*}
0 \leqslant x_{1}+x_{2}+x_{3}-2 \leqslant \min \left\{x_{1}+x_{2}-1, x_{1}+x_{3}-1, x_{2}+x_{3}-1\right\} \tag{78}
\end{equation*}
$$

Thus, the assessment becomes $\mathcal{M}=\left(x_{1}, x_{2}, x_{3}, x_{1}+x_{2}-1, x_{1}+x_{3}-1, x_{2}+x_{3}-1, x_{1}+x_{2}+x_{3}-2\right)$. Moreover, from (78), the conditions of coherence on $\mathcal{M}$ given in (74) become
$\max \left\{0, x_{1}+x_{2}+x_{3}-2\right\} \leqslant x_{1}+x_{2}+x_{3}-2 \leqslant \min \left\{x_{1}+x_{2}-1, x_{1}+x_{3}-1, x_{2}+x_{3}-1, x_{1}+x_{2}+x_{3}-2\right\}$,
that is

$$
x_{1}+x_{2}+x_{3}-2 \leqslant x_{1}+x_{2}+x_{3}-2 \leqslant x_{1}+x_{2}+x_{3}-2,
$$

which are trivially satisfied. Then, by Remark $8, \mathcal{M}$ is coherent.

$$
\text { If }\left(x_{1}, x_{2}, x_{3}\right) \in[0,1]^{3}, x_{1}+x_{2}-1>0, x_{1}+x_{3}-1>0, x_{2}+x_{3}-1>0, \text { and } x_{1}+x_{2}+x_{3}-2<0
$$

then

$$
1-x_{1}-x_{2}-x_{3}+x_{12}+x_{13}+x_{23}=1-x_{1}-x_{2}-x_{3}+T_{L}\left(x_{1}, x_{2}\right)+T_{L}\left(x_{1}, x_{3}\right)+T_{L}\left(x_{2}, x_{3}\right)
$$

moreover

$$
1-x_{1}-x_{2}-x_{3}+T_{L}\left(x_{1}, x_{2}\right)+T_{L}\left(x_{1}, x_{3}\right)+T_{L}\left(x_{2}, x_{3}\right)=x_{1}+x_{2}+x_{3}-2<0
$$

Then the inequality $1-x_{1}-x_{2}-x_{3}+x_{12}+x_{13}+x_{23} \geqslant 0$ in (74) is not satisfied. Therefore, by Remark 8, $\mathcal{M}$ is not coherent. This is the case, for instance, in Example 7

Remark 10. Notice that, if we consider the assessment $\left(x_{1}, x_{2}, x_{3}, T_{L}\left(x_{1}, x_{2}\right), T_{L}\left(x_{1}, x_{3}\right), T_{L}\left(x_{2}, x_{3}\right), x_{123}\right)$ on the family $\left\{\mathcal{C}_{1}, \mathcal{C}_{2}, \mathcal{C}_{3}, \mathcal{C}_{12}, \mathcal{C}_{13}, \mathcal{C}_{23}, \mathcal{C}_{123}\right\}$, under the condition $x_{1}+x_{2}+x_{3}-2 \geqslant 0$, the conditions of coherence given in (74) become

$$
\max \left\{0, x_{1}+x_{2}+x_{3}-2\right\} \leqslant x_{123} \leqslant \min \left\{x_{1}+x_{2}-1, x_{1}+x_{3}-1, x_{2}+x_{3}-1, x_{1}+x_{2}+x_{3}-2\right\}
$$

that is the conditions of coherence on $\mathcal{M}$ given in (74) become

$$
x_{1}+x_{2}+x_{3}-2 \leqslant x_{123} \leqslant x_{1}+x_{2}+x_{3}-2
$$

Thus, the unique coherent extension on $\mathcal{C}_{123}$ is $x_{123}=x_{1}+x_{2}+x_{3}-2=T_{L}\left(x_{1}, x_{2}, x_{3}\right)$. In this case, it holds that $\mathcal{C}_{i j}=T_{L}\left(\mathcal{C}_{i}, \mathcal{C}_{j}\right)=\mathcal{C}_{i}+\mathcal{C}_{j}-1, i \neq j$, and $\mathcal{C}_{123}=T_{L}\left(\mathcal{C}_{1}, \mathcal{C}_{2}, \mathcal{C}_{3}\right)=\mathcal{C}_{1}+\mathcal{C}_{2}+\mathcal{C}_{3}-2$.

Finally, we point out again that when $T_{\lambda}$ is the Lukasiewicz t-norm $T_{L}=T_{+\infty}$, it may happen that the assessment $\mathcal{M}=\left(x_{1}, x_{2}, x_{3}, T_{L}\left(x_{1}, x_{2}\right), T_{L}\left(x_{1}, x_{3}\right), T_{L}\left(x_{2}, x_{3}\right), T_{L}\left(x_{1}, x_{2}, x_{3}\right)\right)$ is not coherent, that is for some values $x_{1}, x_{2}$, and $x_{3}$, the assessment $\mathcal{M}$, with $x_{12}=T_{L}\left(x_{1}, x_{2}\right), x_{13}=T_{L}\left(x_{1}, x_{3}\right), x_{23}=T_{L}\left(x_{2}, x_{3}\right)$, and $x_{123}=T_{L}\left(x_{1}, x_{2}, x_{3}\right)$, is not coherent. Then, to assign conditional previsions by means of Lukasiewicz t-norm may be inconsistent. In Theorem 24 we gave some sufficient conditions for coherence/incoherence of $\mathcal{M}$ when using $T_{L}$.

## 7. Conclusions

In this paper we studied conjoined and disjoined conditionals, Frank t-norms and t-conorms, and the sharpness of Fréchet-Hoeffding bounds. By studying the solvability of suitable linear systems, we showed that, under logical independence, the Fréchet-Hoeffding bounds for the prevision of the conjunction and the disjunction of $n$ conditional events are sharp. In particular we illustrated some details in the case $n=3$. We gave a geometrical characterization of the set $\Pi$ of all coherent prevision assessments on $\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}, \varrho_{1 \cdots n}\right\}$, by verifying that $\Pi$ is convex. We discussed the case where previsions of conjunctions are assessed by Lukasiewicz t-norms and we found explicit solutions for the relevant linear systems; then, we analyzed a selected example. We studied the representation of the prevision of $\mathcal{C}_{1 \ldots n}$ and $\mathcal{D}_{1 \ldots n}$ by a Frank t-norm $T_{\lambda}$ and a Frank t-conorm $S_{\lambda}$, respectively. Then, we characterized the sets of coherent prevision assessments on $\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}, \mathcal{C}_{1 \ldots n}\right\}$ and on $\left\{E_{1}\left|H_{1}, \ldots, E_{n}\right| H_{n}, \mathcal{D}_{1 \ldots n}\right\}$ by using $T_{\lambda}$ and $S_{\lambda}$. We showed that, under logical independence, $T_{\lambda}(A|H, B| K)$ is a conjunction $(A \mid H) \wedge(B \mid K)$ and $S_{\lambda}(A|H, B| K)$ is a disjunction $(A \mid H) \vee(B \mid K)$, for every $\lambda \in[0,+\infty]$. We also examined the case of logical dependence where $A=B$, by obtaining the set of coherent assessments on $A|H, A| K,(A \mid H) \wedge(A \mid K)$ and its representation in terms of $T_{\lambda}$, with $\lambda \in[0,1]$. We obtained some particular results on Frank t-norms and coherence of prevision assessments on the family $\mathcal{F}=\left\{\mathfrak{C}_{1}, \mathfrak{C}_{2}, \mathfrak{C}_{3}, \mathfrak{C}_{12}, \mathfrak{C}_{13}, \mathfrak{C}_{23}, \mathfrak{C}_{123}\right\}$. In particular, we verified that, under logical independence, the assessment $\mathcal{M}=\left(x_{1}, x_{2}, x_{3}, T_{\lambda}\left(x_{1}, x_{2}\right), T_{\lambda}\left(x_{1}, x_{3}\right), T_{\lambda}\left(x_{2}, x_{3}\right), T_{\lambda}\left(x_{1}, x_{2}, x_{3}\right)\right)$ on $\mathcal{F}$ is coherent for every $\left(x_{1}, x_{2}, x_{3}\right) \in[0,1]^{3}$ when $T_{\lambda}$ is the minimum t-norm $T_{M}$, or the product t-norm $T_{P}$. We showed that in these cases the conjunction $\mathcal{C}_{123}$ coincides with $T_{M}\left(\mathcal{C}_{1}, \mathcal{C}_{2}, \mathfrak{C}_{3}\right)$, or $T_{P}\left(\mathcal{C}_{1}, \mathfrak{C}_{2}, \mathcal{C}_{3}\right)$, respectively. Based on a counterexample, we verified that, when $T_{\lambda}$ is the Lukasiewicz t-norm $T_{L}$, the coherence of $\mathcal{M}$ is not assured. Then, we remarked that the Lukasiewicz t-norm of three conditional events may not be a conjunction. Finally, we gave two sufficient conditions for coherence and incoherence of $\mathcal{M}$, respectively, when using the Lukasiewicz t-norm. Future work could concern possible applications to fuzzy logic in the setting of coherence (see, e.g., [8, 13, 14]) by interpreting multidimensional membership functions as previsions of conjunctions of conditional events.
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