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Abstract

The main objective of this thesis work involves the improvement and dissemination

of digitization in agriculture. In fact, in the near future, the agricultural sector is

called upon to face a significant challenge due to increasingly scarce resources, extreme

weather conditions, population growth, and the reduction of cultivable land. One

solution is to transition from the old concept of agriculture to Smart Agriculture,

with the adoption of the Internet of Things (IoT) and Artificial Intelligence (AI).

Despite the investments made in recent years to connect rural areas to the internet,

a barrier to the digitization of agriculture is represented by limited radio connectivity

in rural areas. Radio networks are essential for easily connecting sensors/actuators

over large areas and enabling new modes of interaction between the real world and

the digital world. The purpose of this research is to bring the Cloud closer to the

agricultural environment, by developing IoT systems for data collection and processing

directly in the field, at the edge of the network, in order to rationalize the natural

resources employed, reduce pollution, and optimize agricultural production, also with

the assistance of artificial intelligence. The basic idea of this research is to develop

decision support systems that minimize traffic generated towards the Internet and both

the costs and energy consumption of the devices used for monitoring and controlling

farms.

This present work has been divided into two parts. The first part discusses sensors,

hardware, and wireless technologies for smart agriculture, while the second part reports

on some specific applications for sustainable agriculture using artificial intelligence

algorithms and graph signal processing.

In order to develop IoT solutions for sustainable agriculture 4.0, the initial part

of this work analyzes the state of the art in precision agriculture and network-level

technological aspects, in order to understand current solutions and potential future

challenges. Indeed, from the study conducted in Chapter 1, it is deduced that LPWAN
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technologies meet the requirements for developing IoT solutions in smart agriculture,

such as wide coverage, low consumption, and low cost. In particular, several studies

show that LoRa technology is suitable for agricultural applications such as soil and

air monitoring, irrigation, livestock farming, etc.

In Chapter 2, an in-depth study is presented on the coexistence between LPWAN

technologies such as LoRaWAN and Sigfox in realistic urban and rural scenarios with

different duty cycles and traffic conditions. The choice of such scenarios and simula-

tion parameters is supported by a detailed literature review and real-world experiments

conducted in rural areas. Additionally, a mathematical model for interference evalu-

ation is proposed, and the results are quantified using both the developed model and

the SEAMCAT simulator. These results offer new perspectives on the coexistence

of LoRaWAN and Sigfox for emerging IoT applications, such as smart agriculture in

rural areas and vertical urban farming.

Chapter 3 presents an innovative wireless piezoresistive sensor that uses an en-

ergy harvesting system to convert ambient light into electrical energy. The Wireless

Sensor Node (WSN) achieves high sensitivity and accuracy in strain measurements

due to the carefully designed piezoresistive element and time-domain-to-digital con-

version (TDDC) technology that eliminates the need for expensive analog-to-digital

converters and reduces power consumption. Its energy autonomy feature and wireless

communication capabilities make it an ideal solution for applications such as a wireless

and battery-free resistive sensor, enabling real-time monitoring of various agricultural

scenarios.

In Chapter 4, adaptive transmission algorithms will be studied to enhance the per-

formance of battery-less IoT sensors based on the LoRa protocol. We design appropri-

ate capacity-based storage, considering a renewable energy source (e.g., a photovoltaic

panel), and analyze the probability of energy failures by exploiting both theoretical

models and real solar energy traces. We explore various rural agricultural scenarios

and dynamically adjust key network parameters, including inter-packet transmission

time, data redundancy, and packet size, to optimize device performance. Addition-

ally, we aim to optimize data sampling and transmission even when the natural energy

source is absent, for example, during the night.

Chapter 5 introduces the second part of the thesis, which focuses on specific appli-

cations in agriculture. In particular, it presents an original approach for Smart Water

Grids through the Internet of Things (IoT). This approach involves the integration of

multiple sensors placed across irrigation consortium networks to accurately measure

water flow, facilitated by a graph-based model.
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Chapter 6 provides a successful application of Internet of Things (IoT) and Artifi-

cial Intelligence (AI) technologies for developing Smart and Sustainable Agriculture.

In particular, it presents an example of an IoT system designed to monitor and pre-

dict soil water content, actual evapotranspiration, and other environmental variables,

with the objective of using AI for precise irrigation scheduling in Mediterranean tree

crops. The data collected during the monitoring period are used for training Machine

Learning (ML) models and predicting daily actual evapotranspiration (ET𝑎) in a cit-

rus orchard with a regulated deficit irrigation (RDI) strategy, using different feature

combinations.

Finally, the chapter 7 presents a framework that leverages the potential of machine

learning (ML) algorithms in combination with the seasonal decomposition (STD) al-

gorithm to effectively estimate the time series dynamics of the crop coefficient (𝐾𝑐).

The thesis work concludes with Chapter 8.

Graphical Abstract

The following figure graphically represents the work done in this doctoral disserta-

tion, illustrating the connections between the various chapters and the links between

the software or hardware technologies used in the research and their applications in

the context of smart and sustainable agriculture.

ICT 
technologies

LPWAN: LoRa, 
LoRaWAN and Sigfox

Battery-Free 
Piezoresistive Sensors
Adaptive Transmission 

Algorithms
Graph Signal
Processing

Machine Learning 
Models

Research topics 
and Applications
Research topics 
and Applications

Irrigation systems, Orchard and Crop 
monitoring, Livestock monitoring 

Sensors Coexistence in Agricultural 
rural farms and vertical urban farming

Strain measurements and structural 
monitoring in Agriculture

Network parameters optimization for 
battery-free sensors in rural scenarios

Sensors placement and flow estimation
for irrigation consortium networks

Evapotranspiration and crop coefficient 
estimation for smart irrigation



Published Content

This thesis is based on the following papers:

1. A. Pagano, D. Croce, I. Tinnirello and G. Vitale, ”A Survey on LoRa for

Smart Agriculture: Current Trends and Future Perspectives,” in IEEE Inter-

net of Things Journal, vol. 10, no. 4, pp. 3664-3679, 15 Feb.15, 2023, doi:

10.1109/JIOT.2022.3230505.

2. D. Garlisi, A. Pagano, F. Giuliano, D. Croce and I. Tinnirello, ”A Coexistence

Study of Low-Power Wide-Area Networks based on LoRaWAN and Sigfox,” 2023

IEEE Wireless Communications and Networking Conference (WCNC), Glasgow,

United Kingdom, 2023, pp. 1-7, doi: 10.1109/WCNC55385.2023.10118692.

3. A. Pagano, F. Amato, M. Ippolito, D. De Caro, D. Croce, A. Motisi, G. Proven-

zano, I. Tinnirello, ”Machine learning models to predict daily actual evapotran-

spiration of citrus orchards under regulated deficit irrigation”, Ecological Infor-

matics, Volume 76, 2023, https://doi.org/10.1016/j.ecoinf.2023.102133.

4. F. Giuliano, A. Pagano, D. Croce, G. Vitale, and I. Tinnirello, 2023 “Adaptive

algorithms for batteryless LoRa-based sensors,” in Sensors 23, no. 14: 6568,

https://doi.org/10.3390/s23146568.

5. A. Pagano, F. Amato, M. Ippolito, D. De Caro, D. Croce, A. Motisi, G. Proven-

zano, and I. Tinnirello. “Internet of Things and Artificial Intelligence for Sus-

tainable Agriculture: A Use Case in Citrus Orchards,” Presented at IEEE 9th

World Forum on Internet of Things (IEEE WFIoT2023), Aveiro, Portugal.

6. M. Costanza, A. Pagano, S. Margueron, I. Tinnirello and R. La Rosa. “An

Energy-Autonomous and Battery-Free Resistive Sensor using a Time-Domain



6

to Digital Conversion with Bluetooth Low Energy connectivity,” submitted to

IEEE International Symposium on Circuits and Systems (IEEE ISCAS2024),

Singapore.

7. M. Costanza, A. Laaraibi, A. Pagano, G. Jodin, F. Razan, I. Tinnirello, S. Mar-

gueron and R. La Rosa “Innovative Battery-Free Wireless Piezoresistive Sensor

for Green IoT Applications”, Submitted to IEEE Transactions on Green Com-

munications and Networking.

8. A. Pagano, F. Amato, M. Ippolito, D. De Caro, D. Croce. ”A Machine Learning

Framework to Estimate Crop Coefficient Dynamics of Citrus Orchards,” submit-

ted to Computers and Electronics in Agriculture.

9. T. Cattai, S. Colonnese, D. Garlisi, A. Pagano, F. Cuomo, “Graph-based Energy

efficient IoT sensing for Water Distribution Network monitoring,” Submitted to

ACM Transactions on Sensor Networks.



Table of Contents

List of Figures 11

List of Tables 17

1 LoRa Technology for Smart Agriculture: Current Trends and Future

Perspectives 2

1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 LoRa and its perspectives in agriculture . . . . . . . . . . . . . . . . . 5

1.4 Smart agriculture applications and challenges . . . . . . . . . . . . . . 8

1.5 Generic LoRa-based platforms . . . . . . . . . . . . . . . . . . . . . . . 9

1.6 Application-specific LoRa platforms . . . . . . . . . . . . . . . . . . . 13

1.6.1 Irrigation systems . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.6.2 Plantation and crop monitoring . . . . . . . . . . . . . . . . . . 16

1.6.3 Tree monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.6.4 Livestock monitoring system . . . . . . . . . . . . . . . . . . . . 20

1.7 Lessons learned and open issues . . . . . . . . . . . . . . . . . . . . . . 23

1.7.1 LoRa downlink performance . . . . . . . . . . . . . . . . . . . . 24

1.7.2 Energy efficiency considerations . . . . . . . . . . . . . . . . . . 25

1.7.3 Heterogeneity and interoperability . . . . . . . . . . . . . . . . . 25

1.7.4 Machine learning and big data management . . . . . . . . . . . 26

1.7.5 LoRa scalability and network improvement . . . . . . . . . . . . 27

1.7.6 Other Communication Technologies . . . . . . . . . . . . . . . . 28

1.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2 Comparative Analysis of LoRaWAN and Sigfox Coexistence in Rural

and Urban IoT Networks 30

2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31



8 Table of Contents

2.3 Related Work and Motivation . . . . . . . . . . . . . . . . . . . . . . . 33

2.3.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.3.2 Coexistence studies on Sigfox and LoRa . . . . . . . . . . . . . 33

2.3.3 SEAMCAT-based interference studies . . . . . . . . . . . . . . . 34

2.4 LPWAN Technologies and their interference . . . . . . . . . . . . . . . 35

2.5 A large-scale model for interference evaluation . . . . . . . . . . . . . . 38

2.5.1 Distance of the interfering nodes . . . . . . . . . . . . . . . . . . 39

2.5.2 From interference distance to the interference probability . . . . 39

2.6 The SEAMCAT simulator and path-loss tuning . . . . . . . . . . . . . 40

2.6.1 The propagation model . . . . . . . . . . . . . . . . . . . . . . . 41

2.6.2 Path-Loss tuning . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.7 Simulation scenarios and results . . . . . . . . . . . . . . . . . . . . . . 44

2.7.1 Urban self-interference scenario . . . . . . . . . . . . . . . . . . 46

2.7.2 Urban cross-interference scenario . . . . . . . . . . . . . . . . . 47

2.7.3 Urban mixed-interference scenario . . . . . . . . . . . . . . . . . 48

2.7.4 Rural mixed-interference scenario . . . . . . . . . . . . . . . . . 49

2.8 Interference problem: Discussion and Possible Solutions . . . . . . . . . 50

2.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3 Energy-Autonomous and Battery-Free Wireless Piezoresistive Sen-

sors for Smart Agriculture Applications 53

3.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.3 System Description and Design . . . . . . . . . . . . . . . . . . . . . . 57

3.3.1 System Description . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.3.2 System Design . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.3.3 Description of the piezoresistive sensor . . . . . . . . . . . . . . 61

3.4 Resistive sensing technique . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.4.1 System Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.4.2 System Calibration . . . . . . . . . . . . . . . . . . . . . . . . . 69

3.5 Measurement Setup and Experimental results . . . . . . . . . . . . . . 70

3.5.1 System validation . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.5.2 Static characterization of the piezoresistive sensor . . . . . . . . 74

3.5.3 Force-to-time-to-digital conversion results . . . . . . . . . . . . . 76

3.6 Piezoresistive sensors for Smart Agriculture Applications . . . . . . . . 79

3.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81



Table of Contents 9

4 Adaptive Algorithms for Battery-less LoRa Sensors in Agricultural

Settings 83

4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4.3 Background and Related work . . . . . . . . . . . . . . . . . . . . . . . 86

4.3.1 Battery-less devices for IoT . . . . . . . . . . . . . . . . . . . . 86

4.3.2 Energy management optimization . . . . . . . . . . . . . . . . . 88

4.4 System Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

4.4.1 Device energy model . . . . . . . . . . . . . . . . . . . . . . . . 90

4.4.2 DDASA-based Transmission Algorithm . . . . . . . . . . . . . . 92

4.4.3 Device Consumption Measurements . . . . . . . . . . . . . . . . 93

4.4.4 Solar energy production model . . . . . . . . . . . . . . . . . . . 95

4.4.5 Solar panel parameters . . . . . . . . . . . . . . . . . . . . . . . 98

4.5 Evaluation and results . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

4.5.1 Performance of the adaptation algorithm . . . . . . . . . . . . . 98

4.5.2 Impact of supercapacitor and PV panel size . . . . . . . . . . . 101

4.6 Design parameters and LoEP analysis . . . . . . . . . . . . . . . . . . . 101

4.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

5 Optimizing Irrigation Networks Through Sustainable and Accurate

IoT Flow Monitoring 106

5.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

5.3 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

5.4 The GraphSmart method for water monitoring . . . . . . . . . . . . . . 113

5.4.1 Data Acquisition and Physical Graph model . . . . . . . . . . . 113

5.4.2 Line Graph model transformation and Node Ranking . . . . . . 115

5.4.3 Green Reconstruction algorithm . . . . . . . . . . . . . . . . . . 117

5.5 GraphSmart flow reconstruction accuracy . . . . . . . . . . . . . . . . 119

5.5.1 Results on small WDN . . . . . . . . . . . . . . . . . . . . . . . 120

5.5.2 Results on irrigation consortium network . . . . . . . . . . . . . 123

5.6 IoT monitoring scenario for GraphSmart . . . . . . . . . . . . . . . . . 128

5.6.1 Coverage model and simulation . . . . . . . . . . . . . . . . . . 128

5.7 GraphSmart Integrated Performance evaluation . . . . . . . . . . . . . 132

5.7.1 WDN LoRaWAN monitoring scenario . . . . . . . . . . . . . . . 132

5.7.2 GraphSmart energy saving . . . . . . . . . . . . . . . . . . . . . 136

5.8 Conclusion and Future Work . . . . . . . . . . . . . . . . . . . . . . . . 138



10 Table of Contents

6 Machine Learning Models to Predict Daily Actual Evapotranspira-

tion of Citrus Orchards 140

6.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

6.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

6.3 Background and motivation . . . . . . . . . . . . . . . . . . . . . . . . 145

6.4 Materials and methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

6.4.1 Description of the study area and experimental field . . . . . . . 147

6.4.2 Dataset description and pre-processing . . . . . . . . . . . . . . 150

6.4.3 Machine Learning models . . . . . . . . . . . . . . . . . . . . . 151

6.5 Feature Analysis and Results . . . . . . . . . . . . . . . . . . . . . . . 156

6.5.1 Feature analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

6.5.2 Performance Evaluation and Results . . . . . . . . . . . . . . . 163

6.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

6.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

7 A Machine Learning Framework to Estimate Crop Coefficient Dy-

namics of Citrus Orchards 174

7.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

7.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

7.3 Literature review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

7.4 Materials and methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 179

7.4.1 Data description . . . . . . . . . . . . . . . . . . . . . . . . . . 180

7.4.2 Machine learning models . . . . . . . . . . . . . . . . . . . . . . 181

7.4.3 Statistical analysis metrics . . . . . . . . . . . . . . . . . . . . 183

7.4.4 Framework description . . . . . . . . . . . . . . . . . . . . . . . 183

7.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186

7.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

7.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194

8 Conclusion 195

Bibliography 197



List of Figures

1.1 Classification of wireless technologies: power consumption versus com-

munication range [1]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2 A LoRaWAN typical architecture. . . . . . . . . . . . . . . . . . . . . . 6

1.3 LoRaWAN technology stack. . . . . . . . . . . . . . . . . . . . . . . . . 7

1.4 Four reference applications in Smart Agriculture. . . . . . . . . . . . . 10

1.5 LoRaFarM platform: levels and parallelism with LoRaWAN [2]. . . . . 11

1.6 The energy-neutral irrigation node described in [3]. . . . . . . . . . . . 14

1.7 Block diagram of the sensor nodes taken from [4]. . . . . . . . . . . . . 16

1.8 Distribution of the LoRa papers according to smart agriculture appli-

cation areas. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.1 Classification of LPWAN technologies. . . . . . . . . . . . . . . . . . . 35

2.2 LPWAN technology architecture. . . . . . . . . . . . . . . . . . . . . . 36

2.3 LoRaWAN and Sigfox channels overlapping in the 868 MHz bands. . . . 37

2.4 Details of the experimental campaign conducted in a suburban setting

near the Palermo University campus: (a) gateway position and (b)

LoRa end-device placed at different positions (ED1, ED2). . . . . . . . 44

2.5 Details of the experimental campaign conducted in a rural area of Roc-

camena, Palermo: (a) test coverage in the Pomilla farm vineyard, (b)

heat map of the Received Signal Strength Indicator (RSSI). . . . . . . 45

2.6 Urban self-interference probability results for UNB and CSS networks

in the equal DC (a) or equal data rate (b) scenarios. . . . . . . . . . . . 47

2.7 Urban cross-interference probability for the equal DC scenario for the

UNB system (a), and CSS systems (b). . . . . . . . . . . . . . . . . . . 48

2.8 Urban mixed-interference for the equal DC (a) or equal data rate (b)

scenarios. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

2.9 Average throughput/day with DC=1% and density of 1000 nodes/Km2. 49



12 List of Figures

2.10 Rural mixed-interference for the equal DC (a) or equal data rate (b)

scenarios. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

2.11 Protection distance effects in mixed-interference scenario with DC=1%

and density of 1000 nodes/Km2 for UNB (a) and CSS (b) victims. . . . 51

3.1 Graphical chapter overview . . . . . . . . . . . . . . . . . . . . . . . . 53

3.2 Block diagram of the IoT system. . . . . . . . . . . . . . . . . . . . . . 57

3.3 Typical work cycle of the EAWPSN. . . . . . . . . . . . . . . . . . . . 58

3.4 Schematic illustration of piezoresistivity, and the effect of the applied

pressure tends to change the particles distances. With 𝑅𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 < 𝑅0 . 61

3.5 Multilayer sandwich structure with the ACF adhesive between the piezore-

sistive layers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.6 Block diagram of the resistance measurement system. . . . . . . . . . . 63

3.7 Vstor and VR evolution during the resistor measurement phase. . . . . . 65

3.8 𝑅 vs 𝑁𝑚 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.9 Experimental setup. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.10 Evolution of the voltage Vstor and VR vs. time, during the time readings

tm for two different sample resistance values: (a) 0.4 𝑘Ω, (b) 6 𝑘Ω. . . . 71

3.11 Resistance values as a function of the number of clock pulses. . . . . . . 72

3.12 Percentage error in resistance estimation within the operational range

of the EAWPSN. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

3.13 Static characterization of multilayer sensors with the ACF adhesive

(error bars representing min and max). . . . . . . . . . . . . . . . . . . 74

3.14 Conductance as a function of the force applied to the piezoresistive

sensor. Black line is the best linear fit. . . . . . . . . . . . . . . . . . . 75

3.15 Experimental measurements of 𝑁𝑚 vs applied force (log scale). . . . . . 76

3.16 Experimental results of 1/𝑁𝑚 vs applied force and its linear fits before

(red line) and after calibration (blue line). . . . . . . . . . . . . . . . . 77

3.17 Received Signal Strength (RSS) in relation to the distance between the

EAWPSN and the base station for an indoor scenario. . . . . . . . . . . 81

4.1 System Architecture and logical components. . . . . . . . . . . . . . . . 90

4.2 Sliding window scheme for data redundancy 𝑁𝑅. . . . . . . . . . . . . 92

4.3 Experimental testbed setup used to measure the power consumption of

the devices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

4.4 TTGO node power consumption in different working states. . . . . . . 95

4.5 Monthly average solar radiation of the theoretical model and real dataset 97



List of Figures 13

4.6 Solar panel characterization under 820 𝑊/𝑚2 of solar exposure. . . . . 99

4.7 Loss of Energy Probability (LoEP) results for agricultural scenarios at

latitude = 38.132°. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

4.8 Loss of Energy Probability (LoEP) results for agricultural scenarios at

latitude = 45.45°. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

4.9 LoEP as a function of 𝑇𝑚𝑎𝑥, with 𝐶 = 5 F, 𝑆𝑃𝑉 = 0.035 m2, 𝑁𝑅𝑚𝑎𝑥 = 10.103

4.10 LoIP as a function of 𝑁𝑅𝑚𝑎𝑥, with 𝐶 = 5 F, 𝑆𝑃𝑉 = 0.035m2, 𝑇𝑚𝑎𝑥 = 5 h.104

5.1 A LoRaWAN architecture, based on a star-of-stars topology. LoRaWAN

sensors are positioned within the WSS to collect data from meter nodes. 109

5.2 The figure outlines the proposed method: the first step consists in the generation

of a graph related to the physical structure of the network. The second step is

the development of an alternative representation through the line graph where flow

information is associated to nodes. The we propose a node ranking by their re-

construction relevance. Finally, we have a reconstruction algorithm that leverages

graph topology and selects a minimum set of flow measurements for reconstruction.

Specifically, according to the ranking found in the second phase, the measurements

of nodes highlighted by red circles (nodes 2,3,5,6,8,10)are not collected, but recon-

structed from other nodes (nodes 1,4,7,9) equipped with active sensors. . . . . . . 113

5.3 Example of a line graph representation. In panel (a) we have the original directed

graph, with 𝑁 = 9 nodes and 𝑁𝑒 = 10 links. The orange numbers associated to

each link enumerates graph edges and they visually constitute the nodes for the line

graph. In panel (b) we have the corresponding line graph made by 𝑁𝑒 nodes. Each

node correspond to a link of the original graph. In panel (c) we have the extension

to the demand values. Indeed, some graph nodes of the original graph require water

from the network. It is modeled by an outgoing virtual flow. The virtual flows

in original graph generates virtual nodes in the line graph, that are represented in

panel (c) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

5.4 Example use case representation. In (a) we have the original graph represented by

graph links. In (b) we have the corresponding line graph. The color scale associ-

ated with the nodes of the line graph corresponds to their centrality, as measured

by the page-rank algorithm. In (c) we report the MSE between ground truth and

reconstructed flow values of the line graph as a function of the number of removed

sensors. In the black line, the sleeping nodes are ranked according to their descend-

ing centrality, while in the blue line they are randomly sorted. In (d) we have the

condition number for inversion, which measures the quality of the inversion in Eq.(5.5).120



14 List of Figures

5.5 Example use case representation in the presence of demand values. In (a) we have

the original graph represented by graph links coloured in blue, and demand values,

represented by additional nodes and links coloured in green. In (b) we have the

associated line graph. The color associated to the nodes of the line graph corresponds

to their centrality, as measured by the page-rank algorithm. In (c) we report the

MSE between ground truth and reconstructed node values of the line graph as

function of the number of sleeping nodes. In the black line, the sleeping nodes

are ranked according to their descending centrality, while in the blue line, they are

randomly sorted. In (d) we have the condition number for inversion, which measures

the quality of the inversion in Eq.(5.5). . . . . . . . . . . . . . . . . . . . . . 122

5.6 Selected irrigation consortium network with 83 junctions and 1 reservoir. Junc-

tions demands and pipes flows measurements are represented in the figure by color

depicted in the two legends scale. . . . . . . . . . . . . . . . . . . . . . . . . 125

5.7 Results of GraphSmart in the irrigation consortium network. In panel (a) we have

the line graph where the color of each node corresponds to its centrality, measured

by page-rank algorithm. In panel (b) we report the MSE between reconstructed

and ground truth node values as function of the number of sleeping nodes in two

cases, i.e. the ranking with page-rank centrality (in black line with nodes highlighted

according to their centrality) and random sorting (in blue). . . . . . . . . . . . . 126

5.8 Results of GraphSmart to the irrigation consortium network in presence of demand

values. In panel (a) we have the line graph where the color of each node corresponds

to its centrality, measured by page-rank algorithm. In panel (b) we report the MSE

between reconstructed and ground truth node values as function of the number of

sleeping nodes in two cases, i.e. the ranking with page-rank centrality (in black line

with nodes highlighted according to their centrality) and random sorting (in blue). . 127

5.9 (a) Devices deployment and SF values assigned by ADR in the proposed

irrigation consortium network. (b) Total energy consumption in joule

of the network as a function of the number devices present. . . . . . . . 133

5.10 (a) DER as a function of the number of EDs in three representative sce-

narios, enabled ADR, all devices configured with SF=12 and SF=7. (b)

Frequency distributions of devices numbers based on their consumption

in the presence of ADR. . . . . . . . . . . . . . . . . . . . . . . . . . . 134



List of Figures 15

5.11 The sensor deployment configuration at the critical step. In panel (a) we have the

line graph associated to the irrigation consortium network. In red we have sleeping

nodes while in blue we have nodes corresponding to active sensors. Links needed

to reconstruct the signal are identified through the start and end node. In panel

(b) we report with the same colour code the configuration in the original graph

and we observe the link position of the essential nodes (represented in blue) for the

reconstruction algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

5.12 Integrated results of efficient and accurate GraphSmart . The top panel shows the

MSE in logarithmic scale vs. the energy consumption of the network. The bottom

panel presents the number of sensors that can be removed as function of the network

energy consumption. The two figures share the same x-axis and they can be read

together. We can select the tolerated MSE (represented with the dot line) and derive

the network consumption associated to the centrality selected algorithm. Following

the arrows on the left we obtain the number of sensors that can be removed to

obtain the desired reconstruction error. In grey we have the pagerank and in blue

the random cases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

6.1 Map of the experimental site showing the location of the weather station

(WD), flux tower (EC), and drill and drop soil water content sensors;

the four Sentinel-2 (L2A/L2B) pixels are also shown. . . . . . . . . . . 147

6.2 IoT monitoring system deployed in the citrus orchard. . . . . . . . . . . 149

6.3 Temporal dynamic of daily climatic variables registered between 2018

and 2021: (a) maximum and minimum air temperatures, (b) maximum

and minimum relative air humidity, (c) global solar radiation and (d)

wind speed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

6.4 Temporal dynamic of (a) maximum and minimum air temperatures,

(b) net radiation, (c) wind speed and (d) frequency of wind direction

as registered by the EC tower in 2019, 2020, and 2021. . . . . . . . . . 158

6.5 Relationships between turbulent heat fluxes, H+LE, and available en-

ergy, Rn-G, measured by the EC tower for 2019 (a), 2020 (b), and 2021

(c). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

6.6 Temporal dynamic of crop reference evapotranspiration, 𝐸𝑇𝑜, actual

crop evapotranspiration, 𝐸𝑇𝑎, and precipitation, 𝑃 . . . . . . . . . . . . 160

6.7 Temporal dynamics of daily average soil water content, SWC, valid for

the entire field and precipitation, P. The pattern of the average SWC

profile from 0 to 0.60 m depth is also shown at the bottom of the

figure.The box indicates the irrigation season. . . . . . . . . . . . . . . 161



16 List of Figures

6.8 Temporal dynamics of average NDVI and NDWI with the corresponding

standard deviation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

6.9 Scatter matrix used for overview and features analysis in ML models

implementation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

6.10 Pearson correlation coefficient between each pair of features. . . . . . . 163

6.11 Feature importance score (FIS) of each feature of the dataset in the

𝐸𝑇𝑎 prediction (a), FIS when 𝐸𝑇𝑜 is excluded from the dataset (b). . . 164

6.12 Violin plots of the 𝐸𝑇𝑎 relative errors in predictions obtained using (a)

MLP models and (b) RF models. . . . . . . . . . . . . . . . . . . . . . 167

6.13 Cumulative precipitation, Σ𝑃 , crop reference evapotranspiration, Σ𝐸𝑇𝑜,

and irrigations, Σ𝐼, distributions during 2018–2021. The pink box in-

dicates the irrigation season. . . . . . . . . . . . . . . . . . . . . . . . . 168

6.14 Comparison of predicted daily 𝐸𝑇𝑎 values by MLP methods with ob-

served values for the testing subsets. . . . . . . . . . . . . . . . . . . . 172

6.15 Comparison of predicted daily 𝐸𝑇𝑎 values by RF methods with observed

values for the testing subsets. . . . . . . . . . . . . . . . . . . . . . . . 173

7.1 Map of the experimental field showing the location of the weather sta-

tion, EC tower, and drill and drop SWC sensors. . . . . . . . . . . . . . 179

7.2 Flowchart of the proposed machine learning framework for estimating

crop coefficient dynamics. . . . . . . . . . . . . . . . . . . . . . . . . . 184

7.3 Comparison of predicted daily 𝐸𝑇𝑎 values with observed values for the

testing subsets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186

7.4 Field’s photos for three different irrigation seasons. . . . . . . . . . . . 188

7.5 Field’s photos for three different rainy seasons. . . . . . . . . . . . . . . 189

7.6 Radial graphs of Pearson correlation coefficient between each pair of

models. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190

7.7 Values of 𝐾𝑐 estimated on several days of the study period with: (a)

the Kc-MLP model; (b) the Kc-RF model and (c) the Kc-kNN model. . 191

7.8 Violin plots of absolute error distribution of crop coefficient obtained

using (a) Kc-MLP, (b) Kc-RF, and (c) Kc-kNN models. . . . . . . . . . 193



List of Tables

1.1 LoRa-based irrigation systems comparison . . . . . . . . . . . . . . . . 15

1.2 LoRa-based plantation and crop monitoring systems comparison . . . . 17

1.3 LoRa-based sensors applications in tree farms . . . . . . . . . . . . . . 19

1.4 LoRa-based sensors applications in Livestock Monitoring . . . . . . . . 21

2.1 Path-loss comparison for Sigfox and LoRa technologies in urban scenarios 42

2.2 Path-loss comparison for Sigfox and LoRa technologies in rural and

suburban scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

2.3 Configuration DC of the experiment scenarios . . . . . . . . . . . . . . 46

2.4 Sigfox and LoRaWAN SEAMCAT systems parameters . . . . . . . . . 46

3.1 Selected mechanical and electrical properties. . . . . . . . . . . . . . . . 61

3.2 Setup parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.3 Calibration parameters . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.4 Comparison between the reference resistance values and those calcu-

lated by the WSN through linear approximation as a function of digital

time 𝑡𝑚, before and after calibration. . . . . . . . . . . . . . . . . . . . 73

3.5 Comparison of reference forces and experimental results of the force-

time-digital conversion method. . . . . . . . . . . . . . . . . . . . . . . 78

4.1 Default values used for energy consumption measurements. . . . . . . . 94

4.2 Power consumption of the two devices in the different operating modes. 95

4.3 Difference between the theoretical model and real dataset at two latitudes. 97

4.4 Results obtained per season using the theoretical model with C=4.5 F

and PV=0.01𝑚2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

4.5 Results obtained per season using the real dataset, with C=4.5 F and

PV=0.01𝑚2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

4.6 Comparison of packet sizes in LoRa technology for agricultural appli-

cations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100



18 List of Tables

5.1 The table showcases the attributes of the pipes. The flow direction within these pipes

is determined by the difference in hydraulic head (the internal energy per weight of

water or pump effect), with water flowing from the end with higher hydraulic head

to the end with lower head. . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

5.2 The table showcases the attributes of the nodes. Each node can be configured with

a specific base demand pattern which represents the water request of the user during

the whole simulation changing at a step size of an hour . . . . . . . . . . . . . . 124

5.3 LoRaWAN scenario simulation parameters for the realistic WDN con-

sidered in this work. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

5.4 Current consumption of the devices in different operating modes. . . . 131

5.5 Ranking comparison with associated energy saving percentages. . . . . 137

6.1 Literature comparison of models to predict potential evapotranspira-

tion (𝐸𝑇𝑐) considering 𝑅𝑀𝑆𝐸 and 𝑅2 . . . . . . . . . . . . . . . . . . 143

6.2 Literature comparison of machine learning models to predict actual

evapotranspiration (𝐸𝑇𝑎) considering 𝑅𝑀𝑆𝐸 and 𝑅2 . . . . . . . . . . 144

6.3 Variables used in the analysis and number of records available in the

investigated years. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

6.4 Input features combination used in input for the MLP and RF models. 164

6.5 Results and model comparison . . . . . . . . . . . . . . . . . . . . . . . 166

6.6 Comparison of cumulative irrigation, Σ𝐼, between full and deficit irri-

gation strategies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

7.1 Variables used and number of records available in the investigated years 180

7.2 Estimated crop coefficients during mid-seasons, initial and late seasons

of the observation period . . . . . . . . . . . . . . . . . . . . . . . . . . 187

7.3 Performance comparison of the proposed framework with four baseline

models. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

7.4 Comparison of required instrumentation and input data size among

various models for estimating 𝐾𝑐 values during one month of observation.193



Part 1: Sensors, Hardware, and Wireless
Technologies for Smart Agriculture



Chapter 1
LoRa Technology for Smart Agriculture:
Current Trends and Future Perspectives

1.1 Overview

The chapter provides a comprehensive survey on the integration of LoRa technology in

the agricultural sector. It critically evaluates cutting-edge solutions for Smart Agricul-

ture, assessing the potential of LoRa in various on-field applications. Specifically, the

study explores four key scenarios: irrigation systems, plantation and crop monitoring,

tree monitoring, and livestock monitoring. These scenarios present diverse require-

ments concerning network bandwidth, density, sensor complexity, energy consump-

tion, and decision-making latency. The analysis examines the viability of LoRa-based

solutions within these contexts, including their scalability, interoperability, network

architecture, and energy efficiency. Additionally, potential avenues for future research

are outlined, and emerging challenges that could shape research trends in the coming

years are highlighted.

1.2 Introduction

In the near future, the agricultural sector is called to face a significant challenge due to

increasingly scarce resources, extreme weather conditions, a growing population, and

a reduction in arable land [5]. Indeed, according to the FAO, the Food and Agriculture

Organization of the United Nations, by 2050 the world’s population will reach about

10 billion and, to be able to feed everyone, we will have to produce 70% more food

[6, 7]. A practical and feasible solution is to move from the old farming concept to
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Smart Agriculture, with the adoption of Information and Communications Technolo-

gies (ICT) that help farmers to monitor, manage and optimize their operations more

effectively [8]. In particular, the introduction of Internet of Things (IoT) applications,

every single step of agricultural production can be improved: from soil management

to minimizing water consumption, from plant protection to animal health and farm

automation [9, 10]. Smart devices located infield are able to collect information and

control the evolution of the different processes at various production stages. Besides,

the miniaturization of electronic components allows to implement IoT sensors with

reduced form factor and energy consumption, monitoring many variables of interest

such as temperature, humidity, wind speed and direction, soil conditions, chemical

concentrations, crop growth, and solar exposure, as well as possible damages caused

by drought, hail, or flooding. IoT systems integrate all this and other data and turn it

into useful statistics: for example, predictive analysis allows farmers to use the strictly

necessary resources (water, pesticides, fertilizers, etc.) and only where there is a real

need, e.g. for poorly irrigated areas of the field, weak or sick plants, etc. [11, 12].

Despite such potential benefits, the deployment of smart agriculture systems is still

in its infancy. Indeed, an obstacle to the digitization of agriculture is the lack or

limitations of Internet connectivity in many areas. In the literature, several commu-

nication protocols have been proposed, with different characteristics related to cost,

coverage, power consumption, and reliability [13]. Among the available technologies

(summarized in figure 1.1 in terms of power consumption and coverage range), Low

Power Wide Area Networks (LPWAN, enlightened in a dashed box in figure 1.1) rep-

resent the best solution for supporting Smart Agriculture requirements. One of the

most adopted LPWAN technology is LoRaWAN, which offers wide network coverage,

built-in security, low cost, and limited power consumption during operation [14].

Indeed, LoRaWAN is an open system based on a very robust modulation (called

LoRa), which provides several interesting features for covering rural areas with simple

devices [13]. For such reasons, LoRa has been widely employed and tested in the

agricultural field, connecting environmental sensors measuring temperature, air/soil

moisture, etc., or to control different kinds of actuators (e.g. irrigation valves), and in

applications such as tractor communications, livestock monitoring and location tracing

[15–17].

In this chapter, we analyze the adoption of LoRa systems from a holistic perspec-

tive, contrasting it with existing works that either group LoRa with all other IoT

solutions or concentrate solely on specific technological aspects. For example, LoRa is

cited in [9] in the general framework of IoT; [11] cites LoRa among the most promising
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Figure 1.1: Classification of wireless technologies: power consumption versus commu-
nication range [1].

technologies for agricultural IoT, and the same plan is followed by [12] which dedi-

cated a subsection to LoRa in Enabling Communication Technologies; similarly [18]

includes LoRa in IoT communication protocols suitable for smart agriculture. On the

other hand, [19] is specific to LoRa but is focused only on the protocol performance,

[16] takes into consideration only the energy consumption of LoRa, [20] discusses the

application of the technologies of industry 4.0 in the context of smart agriculture.

Papers [21] and [22] deal with specific issues meaning the decision support system and

robotics in agriculture respectively. Instead, in this chapter we strive to provide a

thorough and focused analysis on LoRa/LoRaWAN application in smart agriculture,

offering a comprehensive view of the advancements and in-field applications of this

IoT technology.

LoRaWAN relies on LoRa modulation, a robust chirp-based modulation scheme,

patented by Semtech [23]. It supports wireless connectivity with limited data rates

over large areas and without the need of an operator. LoRaWAN is widely used in

smart industry, smart home, smart city and, increasingly, in the smart agriculture

environment. Unfortunately, there is still a gap between the digitization of indus-

tries and cities when compared to the digitization of agriculture. In the view of the

author of this work, LoRaWAN possesses five main strengths (low-cost, long-range,

low-power, no-operator and unlicensed spectrum) that can bridge the gap between

smart agriculture and smart cities or industries. Moreover, several recent improve-

ments on the resource allocation, channel access protocol and network planning, can
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enhance the efficiency of LoRaWAN networks, reducing capital and operational costs

[24]. In rural areas, several experiments have demonstrated good coverage of LoRa

[25, 26, 15]. Coverage ranges of up to 5 km and 47 km have been obtained in the

non-line-of-sight (NLOS) and line-of-sight (LOS) propagation conditions, respectively.

In addition, in the case of NLOS propagation, the coverage range can be increased

by using an unmanned aerial vehicle (UAV) [27, 28]. In terms of power consumption,

LoRa offers up to 15 years of battery life to its devices. The low power consumption

is a key feature of LoRa that makes it an ideal choice for Smart Agriculture appli-

cations. It was demonstrated experimentally that the estimated battery lifetime of a

LoRa device may be six times that of a Wi-Fi device and two times that of a ZigBee

device [29].

In this chapter, a comprehensive examination is conducted on LoRa-based Smart

Agriculture systems, analyzing the state-of-the-art and highlighting for each solution

the potential adoption of Machine Learning, control automation techniques, and en-

ergy autonomy features. These works are further classified into four main categories:

(i) irrigation systems, (ii) plantation and crop monitoring, (iii) tree monitoring, and

(iv) livestock monitoring. Moreover, these LoRa systems are analyzed in terms of scal-

ability, interoperability, network architecture, energy-efficiency, and point out some

open issues which traverse most of the current Smart Agriculture systems. References

have been selected based on recent papers dealing with smart agriculture; however,

some contributions in different fields useful as a benchmark are cited as well. Finally,

lessons learned are presented, and future research directions are drawn, which are

deemed crucial for the success and widespread adoption of such technologies.

The rest of the chapter is structured as follows: Section 1.3 provides an overview

of LoRa technology and its perspectives in agriculture, while section 1.4 offers a brief

summary on Smart Agriculture applications and their main challenges. Section 1.5

reports on general purpose LoRa-based IoT platforms applied to Smart Agriculture.

Section 1.6, instead, discusses specific vertical solutions for Smart Agriculture, ac-

cording to the four above-mentioned categories. Lessons learned and future research

directions are proposed in Section 1.7. Finally, conclusions are drawn in Section 1.8.

1.3 LoRa and its perspectives in agriculture

LoRa technology is a proprietary physical layer telecommunications technology patented

by Semtech, which is revealing as a promising solution for large-scale low power IoT

deployments, including smart agriculture applications. Indeed, by operating in the
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Figure 1.2: A LoRaWAN typical architecture.

unlicensed Industrial, Scientific and Medical (ISM) radio bands and with a robust

chirp-based modulation scheme, LoRa provides a cheap solution for supporting wire-

less connectivity with limited data rates (from 0.3 kbps to 27 kbps) in large areas and

without the need of an operator. Moreover, LoRa transmissions are regulated by hav-

ing a maximum transmission power of 25 mW (14 dBm) in the uplink, a configurable

bandwidth of 125kHz, 250kHz or 500kHz, and a duty cycle of 0.1%, 1.0% and 10%,

which permit low energy consumption. In some scenarios, the battery of LoRa devices

can last up to 15 years.

Although LoRa technology is limited to the physical layer, different network so-

lutions can be built on top of it, by exploiting its transmission interfaces. Among

these, the most consolidated one is the open-source solution promoted by the LoRa

Alliance, which is called LoRaWAN [30]. LoRaWAN networks are based on a simple

star of star topology (figure 1.2): end-devices (EDs), such as sensors or actuators de-

ployed infield, transmit packets on the wireless medium to fixed nodes called gateways

(GWs), which in turn forward the collected packets to a central Network Server (NS)

interacting with several Application Servers (ASs) [31]. The network infrastructure

between GWs, NS and ASs is typically based on a wired Internet technology, while

EDs are not associated to a specific GW, which greatly simplifies implementation (e.g.

in case of mobility [32]): in case a duplicate packet is simultaneously received by mul-

tiple GWs, the NS is responsible of filtering these packets and performs other simple

decisions on network configuration.

To minimize the protocol complexity and the energy consumption, LoRaWAN em-

ploys a simple Aloha MAC protocol and defines three classes of devices (figure 1.3).

Device classes represent different ways of managing the reception operations performed

by the EDs. Class A devices, corresponding to the lowest energy profile, can receive

downlink packets only in two time windows following the transmission of their own

packet to the GW. In other words, devices can sleep all the time and downlink trans-
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missions are triggered only after an uplink one. Class B devices add to this possibility

a periodic scheduling of reception windows, by keeping a time synchronization with

the GW. Lastly, class C devices are constantly listening to the channel for downlink

packets. Any time that a new packet is ready for transmission, devices attempt to

transmit by randomly selecting one of the available channels in the ISM bands (e.g. in

the 868MHz there are 16 channels in Europe), together with a modulation parameter

called Spreading Factor (SF).

More into details, six different SFs are used in LoRa (from SF7 to SF12), which

result in different symbol times and in almost orthogonal transmissions: when two

signals modulated at different SFs overlap, the GW is able to decode both trans-

missions in a wide range of power ratios among the signals [33]. Unlike many other

IoT technologies, the LoRaWAN specification offers dedicated end-to-end encryption

to application providers, together with network-level security primitives, which allow

sharing the same network among multi-tenant applications [34].

Summarizing, the ease of deployment with excellent coverage, the availability of

devices with very low energy demand and intrinsic security mechanisms, make these

systems very suitable for innovative agriculture applications. Indeed, several state-

of-the-art IoT applications in Smart Agriculture are based on LoRa/LoRaWAN net-

works. For example, LoRa is used to connect sensor nodes measuring environmental

parameters or to control different kinds of actuators (e.g. solenoid valve for irriga-

tion purposes), and in applications such as livestock monitoring and location tracing

[16, 14, 17]. These applications are not critical for data rates and latency, but often re-

quire to work in large rural areas, with limited access to energy grids and the Internet,

and with decision mechanisms which benefit from data-driven learning.

Figure 1.3: LoRaWAN technology stack.
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1.4 Smart agriculture applications and challenges

While industrial production processes have already become smarter and autonomous

thanks to the implementation of the so called Industry 4.0 concept, the integration of

technologies such as IoT, AI, robotics, and big data is more recent in agriculture. The

availability of IoT technologies for supporting wireless connectivity in rural areas and

controlling infields smart objects shows a great potential for improving the agricultural

sector, towards the so called Smart Agriculture [20–22]. Indeed, farm monitoring and

automation can make production more efficient and sustainable [11], by promptly

detecting and reacting to water or moisture stress, wastes of raw materials, crops’

diseases, pests, and nutrient deficiencies, as well as problems related to the well-being

of farm animals. The interest on the development of Smart Agriculture applications

has been demonstrated by the recent commercialization of agricultural sensors and

robots (called Agribots), specifically designed for reducing the intense physical labor

traditionally required in agriculture [18].

Apart from the availability of smart devices for interacting with the farm in the

physical world, smart agriculture applications require to build a digital representation

of the farm status and a decision logic based on the collected data. Different protocols

can be envisioned both for providing the wireless connectivity to heterogeneous devices

(from simple low-cost temperature sensors, to complex remote-controlled robots) and

exporting data for analysis and decisions [35, 36].

Since a large amount of data can be produced by agricultural sensors, big data anal-

ysis can provide efficient monitoring and processing methods [37]. Data processing,

may involve various features such as data loading, validation, aggregation, prediction,

classification, image or video processing, and data mining. Thus, based on the ac-

quired data, decision support systems can optimize the productivity and reduce the

ecological footprint of the farm.

Researchers recognize that digitization of farming processes and activities is an

important challenge for the adoption of smart agriculture technologies [35, 38]. In

particular, the major challenges to digitization in agriculture can be categorized in:

• Communication issues: as we will detail later, large-scale implementations of

IoT solutions require robust and secure network architectures. The reliability

of communicating information still represents a challenge to be addressed in the

agricultural context and justifies the adoption of LoRa/LoRaWAN technologies.
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• Energy Management: power supply in devices for Smart Agriculture is a sig-

nificant challenge and energy harvesting systems are a relevant area of research.

The main issue concerns the sensor’s power supply and how to optimize efficiently

the power consumption. Moreover, distributed nodes can execute some compu-

tations (Edge computing) which consumes more energy, while sensor batteries

have a limited capacity. Consequently, smart devices require efficient energy

storage and supply.

• Data/device Heterogeneity: in general, the agricultural data is produced by

heterogeneous sensors (soil sensors, weather sensors, trunk sensors, leaf sensors,

etc.). In addition, IoT devices generally use different network protocols and

platforms. Thus, in addition to sensors heterogeneity, network and protocol

heterogeneity should be considered as well. Getting these technologies to work

together is often an issue, especially for unskilled farmers.

• Physical Deployments: spatial deployment of devices on farms proves to be

a significant challenge, especially when the entire farm needs to be monitored

across a large area and with different application scenarios (soil, plants, trees,

animals, etc.).

• Data management: the difficulty of interpreting the data can be a huge bar-

rier: indeed, numerous sensors are necessary and big data analysis could be

required to better understand and forecast the unpredictability of agricultural

ecosystems.

• Generic platform: to promote the adoption of Smart Agriculture technologies

is often required to develop user friendly software platforms. The challenge here

is to build a universal platform that can be easily modified to support different

types of monitoring ranging from specific crop to livestock

These challenges, together with cost of infrastructure investment, complexity of

technologies, lack of farmers’ education and training, data ownership, privacy and

security concerns, has motivated the research and development of innovative platforms,

specific network technologies and new architectures for Smart Agriculture [35, 38].

1.5 Generic LoRa-based platforms

Since agricultural applications are widely different, varying from soil and air moni-

toring, to irrigation automation and livestock breeding, several general purpose IoT
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platforms have been adapted for farmers to accommodate all these applications to-

gether under a unified, easy to understand and simple to use interface. Therefore,

in this section, we will discuss some of these LoRa-based platforms horizontally de-

signed for Smart Agriculture, while in the next one we will dig into more vertical and

application-specific systems, focusing on the four reference scenarios depicted in figure

1.4.

Figure 1.4: Four reference applications in Smart Agriculture.

Generic and open IoT platforms can indeed help to digitize farms by integrating

numerous agriculture applications, harmonizing specific sensing devices, actuators,

and decision logics, which exhibit heterogeneous requirements in terms of network

bandwidth, latency, sensors’ complexity, and energy requirements. A clear example

is constituted by FIWARE [39], a powerful open source platform, sponsored by the

European Commission, that provides standardized interfaces for many different IoT

sectors including agriculture. The FIWARE platform includes several parts called

Generic Enablers (GEs), which provide components and reference implementations

that support specific APIs, and can integrate data collected from heterogeneous sensors

using different communication technologies, to create custom applications [40, 41].

Several GEs are available making it easier to interface with IoT systems, and the IoT

Agent for LoRaWAN offers a bridge between LoRaWAN and the FIWARE Context

Broker (the core component of the “Powered by FIWARE” platforms). Moreover,

FIWARE can be combined with other third-party platforms to provide accessible

tools to worldwide farmers and consumers too [42]. Another example is the work in

[43] where low-cost, LoRa-based devices are used for soil temperature and humidity



1.5 Generic LoRa-based platforms 11

monitoring, and the data is processed and sent to the Cayenne IoT Platform for storage

and visualization [44].

This platform is a drag and drop project builder for developers and engineers that

can be used in different IoT applications. It encompasses cloud-based web applica-

tions as well as mobile apps for Android and IOS devices. Cayenne can integrate any

tool into the library with a wide variety of IoT ready-to-use devices and connectivity

options. Other LoRaWAN-based IoT platforms are more specific to the agricultural

world, aiming at improving the management of generic farms in a highly-customizable

way. For example, the LoRaFarM platform [2] has a generally applicable “core” infras-

tructure, which can be completed with specialized ad-hoc modules depending on the

farm’s characteristics and requirements. The LoRaFarM platform derives its topologi-

cal structure from the LoRaWAN architecture, since low-level communication patterns

are built around the LoRaWAN technology (see figure 1.5). Hence, expansion mod-

ules can be added at farm-level (or low-level), if they include physical hardware to be

installed in the deployment (sensors or actuators), as well as a high level, in case data

processing is needed. The middleware, in the LoRaFarM domain, refers to the set of

entities and technologies by which data coming from farm-level modules are collected,

stored, and exposed to high-level modules. This middleware can be defined as a sort

of “connecting layer” between the farm and the back-end domain.

Figure 1.5: LoRaFarM platform: levels and parallelism with LoRaWAN [2].

LoRaFarM has been deployed and validated in an organic farm in Italy that covers

both open-field and greenhouse cultivation together with the production of several

different agricultural products. The platform thus integrates two farm modules: a

vineyard module, useful to monitor soil parameters (soil moisture and temperature)

of the farm vineyards, and a greenhouse module, which collects the environmental



12 LoRa Technology for Smart Agriculture: Current Trends and Future Perspectives

conditions of the greenhouse. One of the main advantages of the LoRaFarM platform

is that heterogeneous sub-networks, in terms of capabilities (transmission range, data

throughput, energy consumption), can be incorporated without altering the platform

structure and, thus, making it highly scalable, flexible, and suitable for a wide range

of scenarios. Indeed, this gives the freedom to choose the most suitable communica-

tion protocols and traffic policy to monitor and control the farm different areas, such

as greenhouses and fields. Messages between nodes employing different protocols are

translated by a multi-protocol GateWay (mpGW), enabling communications between

non-LoRaWAN-enabled nodes and the LoRaFarM middleware, in a seamless way. Its

protocol translation functionality, the mpGW can be enriched with edge computing

features, to process and aggregate sensor data. Moreover, LoRaFarM can be extended

with new functionalities like data analysis and prediction of the evolution of envi-

ronmental parameters to prevent plant diseases, relying on Artificial Intelligence and

Machine Learning techniques.

Finally, the mySense environment proposed by Silva et al. [45] is a sensor data

integration framework aimed to systematize data acquisition procedures to address

common Smart Agriculture issues. It facilitates the use of low cost platforms such

as Arduino and Raspberry Pi, making available a set of free tools based on the DIY

(Do It Yourself) concept. The mySense platform builds over a 4-layer technological

structure (sensor nodes, crop field and sensor networks, cloud services and front-end

applications) and is accordingly divided into four levels of operation: Level 1, for

data collection using common data transfer technologies (ZigBee, GSM/GPRS, LoRa,

etc.); Level 2, for GWs (possibly) running local tasks according to the fog or edge

computing paradigms; Level 3 for storing data in the cloud; and Level 4 for high-level

applications. Data can arrive from any device provided that complies with the data

formats allowed by the platform.

Section summary and insights. This section discussed LoRa-based platforms

which can be exploited to unify different applications into one simple and easy-to-use

platform. Platforms such as Fiware, Cayenne, LoRaFarM, and mySense provide stan-

dardized interfaces to integrate different agricultural applications with each other.

These platforms provide ready-to-use solutions and connectivity between heteroge-

neous networks. With these platforms, LoRa can integrate and complement existing

systems based on other network technologies (ZigBee, Bluetooth, etc.), making them

highly scalable.
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1.6 Application-specific LoRa platforms

In this section, an in-depth review is provided, focusing on four reference scenarios:

irrigation systems, plantation and crop monitoring, tree monitoring, and livestock

monitoring, which broadly encompass most Smart Agriculture applications.

1.6.1 Irrigation systems

Accurate monitoring of the soil water status allows to achieve seasonal water savings

of up to 90% compared to traditional management, increasing productivity and in-

troducing significant savings in energy costs for the water pumps management [46].

To improve water management in agriculture, it is necessary to analyze and monitor

the complex water interactions that occur in field, following the concept of soil-plant-

atmosphere (SPA) continuum systems [47]. Indeed, the knowledge of the water status

of the SPA system plays a significant role for understanding the crop water stress

and implement water saving mechanisms with a minimal effect on the production

[46]. Measuring the evapotranspiration (ET), which refers to the amount of water

that passes from the soil into the air due to the combined effect of plant transpiration

and evaporation, is another complex task. Examples of these sensors are the lysime-

ters or sophisticated micro-meteorological sensors (e.g. Eddy covariance), whose cost

and complexity limit their application to research studies [48]. Cheaper systems are

the Time Domain Reflectometry (TDR) technique or gravimetric methods [49], whose

main limit is the difficulty in calibration and automation. Some LoRa based irrigation

systems are implemented using development boards such as Arduino, ESP32, Pycom

or STM32, e.g. [50–54, 3]. Few of them also include energy harvesting modules, such

as an hydroelectric generator, allowing them to operate for decades. For example, the

LoRaWAN-based irrigation system in [3] comprises an energy-neutral irrigation node

(figure 1.6) with the following modules: controller module, power module, irrigation

module, and transmitter module.

Exploiting AI and data coming from different sensors, such as air temperature

and humidity, soil temperature and humidity, light intensity, etc. makes possible to

develop and train specific irrigation models to calculate the exact amount of water to

be distributed. For example, the works [55–57] provide machine learning-based smart

irrigation systems, all employing LoRa technology. In particular, in [56] a Random

Forest Classifier predicts the soil moisture and thus irrigation is planned accordingly.

In [55], instead, multiple linear regression algorithm is employed to train the model

using two highest correlation coefficient features: light intensity and soil humidity.
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Figure 1.6: The energy-neutral irrigation node described in [3].

Data is collected with a LoRa P2P network, which uses a master-slave and TDMA-

based MAC protocol. Each slave node has a unique address and can transmit a

packet in each of the reserved TDMA time slots. Alternatively, a Penman-Monteith

[58] based irrigation model allows for an optimal irrigation strategy for different crop

growth periods and uses the ET parameter to estimate the amount of water. This

solution requires an integration of actuators, sensors and a meteorological station in a

LoRa network [59] [60]. In addition, third-party services such as weather information

or fog computing may be needed to decide on irrigation schedules [61]. Since in

LoRaWAN the latency of downlink communication from GW to Class-A nodes (sensors

or actuators) is relatively long (must first wait for an uplink transmission), few systems

employ alternative Master/Slave protocols [62, 63, 55]. These protocols increase the

stability of the LoRa irrigation system, avoiding packet collisions, and thus can save

water during the close command of the solenoid valve.

Finally, AREThOU5A [50] is an example of a water management system that

combines data collected from wireless sensor networks in the field and satellite data

provided by international weather forecast services, to achieve efficient water usage

strategies for farmers. It employs a wireless sensor network with two different sensors

for measuring the temperature and the soil moisture in field. A routing subsystem

controls and routes the data and information through LoRaWAN and TCP/IP with

SSL network interfaces. The LoRa network is used to collect data from the EDs and
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Table 1.1: LoRa-based irrigation systems comparison

Features Sensors

Reference
Machine
Learning

Energy
harvesting

Automatic
Control

Temperature Humidity
Soil

Moisture

Soil
Water

Potential

Solar
radiation

Water
flow

Others

Boursianis et al. [50] ✓ ✓ x ✓ x ✓ x x x x
Kodali et al. [51] x x ✓ ✓ x ✓ x x ✓ x
Nisa et al.[64] x x ✓ ✓ ✓ ✓ x x x x

Ali et al. [54] x x x x x x x x x
Pump
current

Jiang et al. [52] x ✓ x ✓ ✓ ✓ ✓ x x x
Zhang et al. [53] x ✓ ✓ x x ✓ ✓ x x Pressure

Emharraf et al. [59] x ✓ ✓ ✓ ✓ ✓ x ✓ x
Battery

level
Yuan et al. [60] x ✓ ✓ ✓ ✓ ✓ x x ✓ x
Zhao et al. [3] x ✓ x x x x x x x x
Usmonov et al [62] x x x x x x x x x x
Vu et al. [63] ✓ x ✓ ✓ ✓ ✓ x x x x
Chang et al. [55] ✓ ✓ ✓ ✓ ✓ ✓ x ✓ x x
Henna et al. [56] ✓ x ✓ ✓ ✓ ✓ x x x Pressure
Loganathan et al. [57] ✓ x ✓ ✓ x ✓ x x x x
Froiz-Mı̀guez et al. [61] x x ✓ ✓ ✓ ✓ x x x x

perform administration processes, while the TCP/IP SSL works as a bridge to the rest

of the network architecture.

Subsection insights: comparing the characteristics of different irrigation sys-

tems, summarized in Table 1.1, it is relevant to note that most of these LoRa-based

irrigation systems adopt temperature, humidity and soil moisture sensors. However,

albeit all cited papers are recently published, ML is used only in 1/3 of the applica-

tions.

Furthermore, only 13% of these irrigation systems used an evapotranspiration-

based methodology. This strategy, which is often expensive, may be accomplished by

combining inexpensive sensors and artificial intelligence (with a more comprehensive

approach integrating meteorological variables measured by a weather station with

variables measured by soil sensors into the system), significantly lowering the cost

of direct evapotraspiration measurements. Such improvements could lead to more

effective water management, with the simultaneous impact of decreasing water usage

and increase crop output. Finally, LoRaWAN communications can be tuned to adapt

the duty cycle and manage the system optimally: for example, when the irrigation

system is not in use, sensor data could be collected every hour or even less, while when

irrigation is taking place the measurements could be increased to every 5-10 minutes.

This way, the use of water and energy could be further reduced [65].
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1.6.2 Plantation and crop monitoring

Plantation and crop monitoring requires a large number of sensors to obtain an ef-

fective control and thus increase productivity, especially when agricultural fields are

very heterogeneous. For example, in order to optimize the production while mini-

mizing the ecological footprint, it is necessary to control the injection of pesticides

and fertilizers [66, 67], increasing yields up to 10% and saving fertilizers up to 37%

[68]. Such control can be performed by varying the pesticides and fertilizer applica-

tion rate over time and space. Indeed, today fertilizers are often applied uniformly

without considering the variability in soil/crop characteristics within fields. Crops do

not always need a uniform application, as some areas have different requirements due

to their location (sunlight, soil features, etc). Over-fertilization can deteriorate water

quality, favor weed growth, and reduce profit. Vice-versa under-fertilization restricts

yield or reduces crop quality [69]. The application rate can be modified based on

weather impacts, nutrient availability, and seasonal cycles [67, 69]. Some optical or

ultrasonic sensors indirectly assess the nutrient request (nitrogen, phosphorus, potas-

sium, etc.) of the crop at the time of application [66]. In addition, to reduce the loss

of productivity in crops, surveillance systems can be adopted [70]. Providing visual

monitoring to growers can prevent crops from getting damaged by intruders, ensure

the field conditions or enable the detection of pests attacks remotely. Although there

are plenty of devices which can be exploited for building a real-time visual monitoring

system, deploying them in a wide area and over wireless channels can be challenging

[71–73].

Figure 1.7: Block diagram of the sensor nodes taken from [4].
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Table 1.2 summarizes the main characteristics of several plantation and crop mon-

itoring systems, based on LoRa technology. The nodes used in these systems should

be of small dimensions, self-sufficient in terms of energy, relatively cheap, and often

able to acquire a large variety of parameters. For example, three different sensor nodes

have been developed by Valente et al. [4] and tested in a vineyard field: node 1, with

an ultrasonic anemometer (that measures the direction and speed of the wind) and

a sensor that monitors bulk electrical conductivity, in addition to volumetric water

content (by measuring soil permittivity) and soil and air temperature; node 2, an

irrometer watermark soil water tension sensor; and node 3, an all-in-one weather sta-

tion with 12 sensors to measure air temperature, relative humidity, vapor pressure,

barometric pressure, wind speed, gust and direction, solar radiation, precipitation,

lightning strike counter, and distance. It should be remarked that each node contains

sensors which differ for the sampling rate, accuracy, and supplied energy. The nodes

send data using LoRaWAN to a GW that is connected to a TTN (The Things Net-

work) server. In the TTN server, data is decoded and sent to the ThingSpeak [74]

platform for visualization and possible analysis and aggregation. Figure 1.7 summa-

rizes the different blocks composing the nodes: a) a Maximum Power Point Tracker

(MPPT) applied to a photovoltaic source and connected with a storage system, b)

a DC/DC switching converter to interface the source with the storage system and

loads; c) the LoRaWAN module for communication; d) the analog-to-digital converter

(ADC) module to convert the signals available from sensors.

Table 1.2: LoRa-based plantation and crop monitoring systems comparison

Features Sensor

Reference Plantation
Energy

harvesting
Automatic

Control
Temperature Humidity

Soil
moisture

Carbon
dioxide

Solar
Radiation

Others

Valente et al. [4] Vineyard ✓ x ✓ ✓ ✓ x x
12 weather

sensors
Shamshiri et al. [75] Berry orchard ✓ x ✓ ✓ ✓ x ✓ Leaf sensor
Rachmani et al. [76] Starfruit x x x x ✓ x x pH sensor
Ibrahim et al. [77] Mushroom x ✓ ✓ ✓ x ✓ x x

Singh et al.[78] Tomato x x ✓ ✓ x ✓ ✓
Electrical

conductivity

Sacaleanu et al. [79] Walnut x x ✓ ✓ ✓ x ✓ Pressure
Silva et al. [45] Vineyard ✓ ✓ ✓ ✓ x x ✓ Pluviometers
Codeluppi et al. [2] Vineyard ✓ ✓ ✓ ✓ x x x x
Brunelli et al. [80] Apples ✓ x x x x x x Camera

In [76] a LoRa-based IoT monitoring system for starfruit plantation is presented.

The LoRa network implemented includes three nodes and one master, and it can cover

a range of 700 meters. For optimal growth, starfruit plants need soil pH conditions

between 5,5-7,5. Thus, thanks to the proposed LoRa system, the farmers can make
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important and precise decisions about how to grow the crop. Similarly, works [75, 77–

79, 45] present solutions to increase production and fruit quality, with optimal use of

resources through LoRa-based networks.

The Smart Mushroom Cultivation is a system used to automatize the production

of expensive mushrooms [77]. The smart system includes devices to monitor and

control humidity and 𝐶𝑂2 levels through sensors and actuators all connected using

LoRaWAN. The sensor nodes measure the ambient condition inside Mushroom House

(humidity, temperature, and 𝐶𝑂2), and data is sent to the remote server for monitoring

and analysis. An automatic control maintains the ambient conditions between the

required levels.

Lastly, there are cases where anomaly detection near the sensor is required to allow

decisions and actions as soon as possible. In this direction, Brunelli et al. [80] propose

a new paradigm of monitoring and pest detection to improve the performance of an

apple orchard. They add intelligence to the LoRa nodes, shifting the detection of

anomalies near the sensor. The system takes a picture of a pest trap, pre-processes it,

classifies each insect, and eventually sends a notification to the farmer if any codling

moth is detected. The application is developed on a low-energy platform powered by a

solar panel, realizing an energy-autonomous system capable of operating unattended

continuously over LoRa networks.

Subsection insights: plantation and crop monitoring requires the control of

numerous parameters, captured by different heterogeneous sensors deployed in the

agricultural fields. Some of the sensors used in the cited papers are specific to the

type of crop, while others (e.g. temperature, humidity, etc.) are deployed in almost

all of the literature works. In addition, the use of artificial intelligence is not yet widely

adopted, and only 3 out of 9 papers adopt automatic control for the implementation

of decision support systems (DSS). An innovative approach in this context would be

to add intelligence to the LoRa nodes, while moving the DSS closer to the sensor.

Finally, note that the maximum size of the LoRa payload is 250 bytes; this allows a

wide variety of parameters to be monitored and transferred in a single packet. For

example, in [79] the authors send 8 agri-meteorological measurements in a single LoRa

packet of only 16 bytes.

1.6.3 Tree monitoring

Trees are essential in modern society and are widely applied in a great number of

scenarios including soil erosion prevention, air purification, wood or fruit production.

For supporting the managers of urban/rural green infrastructures and forests, it is im-
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portant to constantly monitor the tree conditions, in terms of growth rate and failure

risk, as well as micro-climate parameters in the tree surrounding areas. The analysis of

this data allows the characterization of the trees functional responses to their environ-

ment and a prompt action in case of problems. Tree monitoring also requires reliable

long-range communications in the presence of foliage, large sensor densification (i.e.

one sensor per tree), and measurements of various physiological/biological parameters

from specific locations (at the root, the trunk, or the branch) as a function of vege-

tation type to obtain accurate readings [81]. In these systems, it is also important to

measure changes in position over time or instantaneous trunk accelerations. Table 1.3

summarizes the main characteristics of relevant Monitoring systems.

Table 1.3: LoRa-based sensors applications in tree farms

Reference Temperature Humidity Soil moisture Solar Radiation Others

Valentini et al. [82] ✓ ✓ x ✓ Sap flow

Amaro et al. [83] x x x x
Impedance

spectroscopy
He et al. [81] ✓ ✓ x ✓ Carbon dioxide
Klaina et al. [84] ✓ ✓ ✓ ✓ x
Yim et al. [85] ✓ ✓ ✓ ✓ x
Park et al. [86] ✓ ✓ x ✓ x

One of the main properties to be measured is the water transport in the xylem of

the trunk (called the sap flow). A possible measurement method is the Heat Balance

Method, developed by Granier [87, 88], which is based on analyzing the temperature

difference among two probes inserted into the stem wood at a 10 cm distance along

the vertical trunk axis. The probe in the higher position is heated, while the lower one

provides the stem wood reference temperature. The temperature difference generated

between the probes represents an index of the transpiration activity of the plant,

expressed as a variation of the flux density. This method can be used for accurate

measurements of sap flow in plants, providing a reliable calibration procedure to relate

the temperature difference to the actual sap flow [89].

For example, the TreeTalker (TT) [82] is a device that measures sapflow (water

transport in the trunk), wood temperature and humidity, multispectral signature of

light transmitted through the canopy, tree trunk radial growth, accelerations along a

3D coordinate system used to detect tree movements, air temperature, and relative

humidity, which can be additionally complemented by soil temperature and volumetric

water content. A TT node is connected via LoRa wireless connection to a GW, that

manages up to 48 devices in one cluster. The GW is in turn connected to the internet
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via GPRS and sends data to a computer server. This technology can be applied to

monitor the root plate tilt, as well as the flexion and the accelerations that tree trunks

receive under the force of the wind for the evaluation of tree failure risk.

Another solution to analyze the health condition of a tree consists on the Electrical

Impedance Spectroscopy (EIS), it is a well-known technique with a wide range of appli-

cations. EIS has been applied to characterize solids, liquids, both in the laboratory and

industrial environments. Moreover, assessment of physiological states of some trees

(pinus, chestnut, etc.) has also been studied. The method based on bioimpedance

indexes allows determining three distinct physiological states: healthy and watered

plants, plants with a high level of hydric stress, and plants with disease [90–92]. For

example, Amaro et al. [83] integrate an EIS system in a sensor node to analyze the

health condition of the tree and transfer the results through the LoRaWAN protocol.

Finally, tree monitoring systems are often influenced by the presence of foliage

which can severely impact wireless communication systems performance. Indeed, dis-

crete scatters such as randomly distributed leaves, twigs, branches, and tree trunks

can cause attenuation, scattering, diffraction, and absorption of the radiated waves.

This generally leads to node densification to increase coverage levels, especially in

large areas, resulting in additional costs and constraining the design of LoRa systems

in non-homogeneous vegetation environments [84, 85, 93]. For such reasons, a small

drone with a GW is sometimes required for collecting data from nodes and solving the

Fresnel zone radio propagation issues encountered in tree farms [94, 86].

Subsection insights: in this sub-section, some methodologies for monitoring tree

health have been discussed. It is important to highlight how LoRa can be easily inte-

grated into these systems, e.g. to measure the lymph flow or bio-impedance of trees.

In case the parameter to be monitored involves roots, it has been shown that LoRa

can be used for under-ground or near-ground communications too [15, 95]. Finally,

the use of drones for data collection has been exploited to solve the problem of foliage

scattering.

1.6.4 Livestock monitoring system

The implementation of these practices requires to monitor the general health condi-

tions of the animals, by tracking some biological signals to be associated to symptoms

of disease, estrus and calving [96]. Wearable sensor technologies provide the possibility

of remotely managing individual animals facilitating urgent interventions, responding

to time and labor-intensive concerns in a more efficient way [97]. In extensive live-

stock production systems, the absence of access to networking and animal contact
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Table 1.4: LoRa-based sensors applications in Livestock Monitoring

Reference Gyroscope Accelerometer Temperature Humidity GPS Carbon dioxide Illuminance Others

Dos Reis et al. [97] ✓ ✓ ✓ x ✓ x x Magnetometer
Li et al. [98] x ✓ x x ✓ x x x
Germani et al. [99] x x ✓ ✓ x ✓ ✓ Ammonia
Ikhsan et al. [100] x x ✓ ✓ x x x Heartbeat

presents a barrier to the effective use of these technologies. Wearable sensors, to be

more practical for extensive management settings, must:

• Network over longer distances

• Have reliable power supplies (preferably renewable)

• Be low-cost so that damaged and lost sensors are less economically impactful

• Have data being transmitted in real-time

For these reasons, LoRaWAN technology is indicated for above described applications,

some of which are summarized in table 1.4. Primarily, these systems are used to

monitor the animal health, but by integrating LoRa technology with a GPS, remote

grazing systems can be implemented [97, 98].

Animal monitoring can involve completely different scenarios; as a consequence,

the LoRa network architecture could require a more specific design effort to work

either in indoor or outdoor settings. For example, the work in [99] proposes two dif-

ferent versions of GWs: an indoor GW, designed for installation in sheltered areas

such as barns and cowsheds and oriented towards dairy cattle livestock scenarios, and

an outdoor version, more specific for open areas such as paddocks and pasture lands,

and designed for beef cattle livestock scenarios. The indoor GW is conceived for mon-

itoring several important physical parameters typical of the shed environment, such

as temperature, relative humidity, illuminance, carbon dioxide (𝐶𝑂2), and ammonia

(𝑁𝐻3) concentration, while the main purpose of the outdoor GW is to manage nodes

in remote areas, far from the shed, directly on the pasture land. In the open field

scenario, weather parameters (temperature and humidity) are collected, for purposes

of correlation with the animal health status.

Moreover, in presence of large herds, the high node density could cause an increase

in collisions between sent packets. In such scenarios, a MAC layer that includes a

listen-before-talk (LBT) mechanism could prevent as much as possible packet collisions

among nodes. Indeed, LBT-based carrier-sense multiple access with collision avoidance

(CSMA/CA) can be incorporated with the physical layer of LoRa [99]. The CA
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mechanism is based on a random retransmission time that randomizes the access of

the nodes to the wireless medium.

The size of the pasture area is another factor to consider in deploying the Lo-

RaWAN network. In particular, it has been shown that in large areas of pasture, the

use of a mobile GW that moves along the track is a better solution than the use of

one or more static GWs [100]. Contrarily, when the livestock area is not too large,

using only one static GW is preferable because the data extraction rate value is high

enough and the energy consumption is lower compared to multiple static GWs or one

mobile GW. In both scenarios, small and large pasture areas, 1500 nodes were consid-

ered. Each node is a collar equipped with heart rate, temperature, respiration, and

humidity sensors. The instance of cattle monitoring in New Mexico, as described by

Actility [101], is one of the successful illustrations of a large-scale LoRaWAN-enabled

deployment. Due to the large size of these desert ranches (10,000 to 20,000 hectares)

and the large number of cows to track (up to 7000), monitoring and obtaining in-

formation regarding cattle well-being can be time-consuming and expensive. Indeed,

while the cattle were previously followed using traditional GPS devices, the absence

of reliable cellular connection throughout the whole grazing region made this method

ineffective. These issues were solved with an off-the-shelf LoRaWAN solution because

of its extensive range and good coverage. Finally, LoRa technology can be used for

sharing the short text messages and voice messages in absence of cellular coverage. For

example, COWShED [102] is used for supporting livestock transhumance in Senegal.

Subsection insights: in this sub-section we showed how LoRa is used to collect

information about the movements and health of livestock, as well as on the conditions

of grassland. LoRa can also aid herders in achieving remote grazing by combining

data with electronic fences, to identify whether animals have crossed it. In addition,

LoRa has been used to monitor environmental parameters of barns, demonstrating how

this technology can be adopted in both outdoor and indoor scenarios. Additionally,

innovative MAC schemes, such as LBT method could be implemented to minimize

packet collisions when big herds present, and to mitigate the limits on the effective duty

cycle of channel occupation. Finally, in absence of cellular coverage, LoRa/LoRaWAN

solutions have been used for large-scale cattle monitoring or even supporting livestock

transhumance for text/voice messages.
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1.7 Lessons learned and open issues

This section discusses the lessons learned and the open research challenges for us-

ing LoRa technology in smart agriculture. According to the aim of this chapter, it

was learned that, given the wide variety of sensors used in smart farming systems,

different communication protocols need to be integrated, particularly when different

platforms/vendors coexist and data must be collected from the various subsystems. In

addition, since power supplies are frequently unavailable in a large agricultural area,

nodes should be as energy self-sufficient as possible. Using local or edge data pro-

cessing could mitigate this problem, optimizing the energy consumption. Moreover,

keeping the logic on the Edge of the network could alleviate the hurdle on LoRa’s

centralized communications (especially on the downlink). The development of inter-

operability in smart agriculture systems can also be accelerated by platforms such as

FIWARE and Cayenne, while machine learning can be used to model and analyze

technical problems, improving scalability of LoRa networks and predicting network

congestion.

The experience gained in Industry 4.0 can be transferred to agriculture, considering

some peculiarities, including the need to cover large spaces that cannot be manned. In

addition, there is the need to provide device power supply and data security (partially

solved by leveraging on LoRaWAN built-in security schemes). Another significant

factor is the initial cost of the system, which must be as low as possible since the

pay-back time also depends on elements that cannot be predicted during the year,

such as weather. Finally, it has been recognized that although ICT has long-term

sustainability issues to be solved, they show great potential for improving the usage of

natural resources, especially when Cyber-physical systems (CPS) are combined with

IoT, artificial intelligence, machine learning, and neuromorphic computing techniques

[103].

Through the study carried out in this chapter, it is also possible to understand

in which area LoRa has been applied and is emerging in recent years. In particular,

among the application areas discussed in section 1.6, figure 1.8 shows in a pie chart

that more than 40% of the analyzed studies focus on water management, while almost

25% are dedicated on crop monitoring, followed by tree monitoring. This result is in

line with recent market surveys on LPWANs (e.g. [104]), and other general studies on

communications protocols for smart agriculture [13].

All this confirms the great potential of implementing Smart Agriculture solutions

using IoT, and LoRa technology in particular. However, there are still some open
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Figure 1.8: Distribution of the LoRa papers according to smart agriculture application
areas.

issues that need to be faced: for example, LoRaWAN works quite well in uplink

when it needs to collect data from sensors, while downlink connections might suffer

high latency. In what follows, we briefly discuss future research directions related to

downlink latency, energy management, device heterogeneity and interoperability, data

management, and scalability. These open issues must be solved for LoRa systems to

be widely adopted in Smart Agriculture. We conclude the section with an eye on other

wireless technologies, different from LoRa/LoRaWAN.

1.7.1 LoRa downlink performance

The downlink performance of LPWAN systems still represents a challenge since it is

related to the energy consumption. In particular, LoRaWAN allows different trade-offs

between communication latency on the downlink channel and energy consumption.

Nodes are classified by classes: they can receive only after an uplink transmission

(Class A), or at regular time intervals (Class B), or at any time (Class C). The modern

trend is to optimize energy efficiency, hence data are transmitted only when necessary

or periodically. According to the authors’ opinion, a further optimization could be

retrieved by local data processing.

As a matter of fact, even if nodes remain asleep most of the time, as in [61], or

with scheduling intervals of reception windows of 10-20 minutes as in [53, 60] or a few

hours [45], local processing always lowers the data to be transmitted decreasing the

transmission time; it has been successfully tested in [2] where edge processing on the

GW allows a more effective control of the actuator nodes. This last approach improves

also reliability since it allows farms to work even if the Internet connection of the LoRa

GW is absent for a few hours. Reliability can also be improved by Master/Slave access

control method for the LoRa network [62, 63, 55].
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Alternatively, for short-range communication a Wake-up Radio (WuR) can be

adopted. WuR technology is an ultra low power receiver that is continuously lis-

tening to the channel while spending a few nanowatts or microwatts depending on

the circuit’s design. WuRs work in parallel to the main LoRa transceiver and allow

asynchronous wake-up of the nodes with low latency. With the LoRa-WuR scheme,

the downlink latency can be reduced by almost 90% compared to the traditional LoRa

protocol for a 10 nodes cluster [105, 106].

1.7.2 Energy efficiency considerations

In addition to downlink communication performance just explained, the energy con-

sumption in an agricultural ED can include turning on booster pumps or solenoid

valves, activating sensors over a long period, use of GPS and data transmission, etc.

Nodes should be autonomous as much as possible since usually power supplies are

not available in a wide agricultural area. Besides, the use of batteries needs to mini-

mize disposal costs and pollution. Providing solutions to avoid the use of batteries by

harvesting energy from the environment would encourage the deployment of wireless

devices in Smart Agriculture. The use of different energy sources, such as solar en-

ergy, piezoelectricity, thermal, wind, water, and radiofrequency is consolidated [107].

However, making a device completely energy-neutral requires a thorough analysis of

power consumption in different working states [108]. One facilitation is the availability

of a renewable energy source as in [3]; on the other hand, a high energy consumption

due to the heating of one probe as in [87] requires a different design or the remote

monitoring of the energy available or harvested as in [109]. It is evident that there

are many factors that influence the analysis of offering-demanding energy, it varies

on a case-by-case basis and does not lend itself to systematic analysis; on the other

hand in this context, machine learning algorithms can give a significant contribution.

Infact, the ML approach has been already successfully applied in different contexts

allowing to implement an efficient renewable energy selection based on the geographic

location [110], or to retrieve a good energy prediction [111]. An application example

is given by the energy-neutral system for pest detection [80] which takes advantage of

ML algorithms.

1.7.3 Heterogeneity and interoperability

Smart Agriculture systems are quite heterogeneous in terms of sensors and, in some

cases, it is also required to integrate different communication technologies, e.g. when
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multiple platforms coexist and data arrives from different sub-systems. LoRa plat-

forms are used with Zigbee to implement hybrid communications managing different

sensors clusters or wuth IEEE 802.11s-based system to build a mesh networking ar-

chitecture. The path for the integration of different technologies like cloud, IoT and

Software-defined networking, with artificial intelligence (AI) is proposed in [112] with

the related challenges and opportunities. Assuring communications in heterogeneous

Smart Agriculture systems is a critical issue that has been studied for example in

[113], where LoRa and Zigbee hybrid communications are implemented. Precisely,

two LoRa sensor clusters and two Zigbee sensor clusters are used and combined with

two Zigbee-to-LoRa converters to communicate in a network managed by a LoRa GW.

The token ring protocol in the Zigbee network and polling mechanism in the LoRa

network is used. The system can work with a packet loss rate of less than 0.5% when

the communication distance is 630 m for the Zigbee network and 3.7 km for the LoRa

network.

An hybrid LoRa/IEEE 802.11s-based mesh networking architecture is proposed in

[114], where an effective network protocol selection mechanism is developed to choose

the right interface. Protocol selection is based on multiple parameters, including

network communication interface type, GNSS position of the APs, RSSI of nearby

nodes, type and amount of data to be transmitted. Large data to be transferred in

a short time can rely on the IEEE 802.11s-based network while small data can be

transmitted through a LoRa-based mesh network.

Platforms such as FIWARE [115], Cayenne [44] and mySense [45], discussed in

section 1.5, can also give a push to achieve interoperability in the Smart Agriculture

systems. The above described solutions can benefit of an “industry 4.0”-based ap-

proach where the integration of different protocols cooperate to address the needs of

automating computing and technology processes [112, 21].

1.7.4 Machine learning and big data management

The integration of big data analysis with Machine Learning can provide predictions

about future outcomes, such as fruit quality or detect crops’ diseases using historical

data, analytical techniques, and statistical modeling [116]. The benefits of ML in

the agriculture are relevant [117]. However, the deployment of models is the most

challenging step to bring the ML algorithms in the production fields, and thanks to

its advantages LoRa technology could make a big contribution to taking this step.

Collected data can be used to implement an intelligent system capable of supporting

the identification of varieties and predicting the quality of the final product [4]. In
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fact, exploiting ML, the data can be used by the biologists to develop crop models

and perform disease prediction [78].

The agricultural industry produces a large amount of data collected by heteroge-

neous sensors, so best practices should include the mechanisms to reduce the memory

and time for data analysis. Thus, to pursue such objectives, Edge Computing models

are also applied [118].

Distributed data process, such as MapReduce [119], may avoid bottlenecks when

transferring all data to a single server, as in [120] where the proposed method adopts

smart sensors to measure the soil quality indicators, while the pre-elaborated data is

transmitted using the LoRaWAN protocol. The Apache Spark environment is then

used to implement a parallel algorithm for statistical models based on the soil indicator

data obtained from the experimental field.

1.7.5 LoRa scalability and network improvement

As concerns scalability, some open points, shared with general applications, are recog-

nized. For this reason, most of the reference literature does not directly address issues

related to agriculture. Indeed, scalability is a key feature in LoRa networks due to

its long-range and large number of devices can concurrently reach a given GW. The

network scales quite well if dynamic transmission parameters are used, in combination

with multiple sinks. However, the correct behavior of the network server is not easy

to be evaluated [121]. In fact, the network server presents some challenges from the

point of view of its optimization, such as processing duplicate packets or packets from

other networks, or bringing down the entire network in case of internet connection

loss.

LoRa networks are bound by strict legal requirements, particularly where no listen-

before-talk schemes are utilized. Transmission Duty Cycle (TDC) regulates the ISM

bands to determine the maximum time that the band can be occupied, typically

bounded to 1%. This implies that devices may not occupy the ISM band for more

than 36 seconds per hour, forbidding the transmission of new packets when this limit is

attained [122]. Machine learning can be applied to model and analyze technical prob-

lems, improving the scalability of LoRa networks and predicting network congestion

[123]. Further developments could include enhanced ADR mechanisms, optimization

of GW locations, and interference cancellation techniques [124].

Finally, some challenges remain such as the widespread adoption of multihop com-

munications in LoRaWAN. Literature has shown that multihop or mesh topologies can

extend the coverage of LoRaWAN networks and improve energy efficiency in certain
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scenarios [125]. These solutions propose intermediate nodes to forward messages to

other EDs to extend the coverage. Other open points include the use of GWs as in-

termediate nodes, GW-to-GW communications, and practical large-scale deployment

of LoRaWAN mesh networks.

1.7.6 Other Communication Technologies

The choice of a specific communication technology is central to the performance of

IoT-based agricultural applications. Other than LoRa, many standards for wireless

communications can be employed, including Bluetooth, ZigBee, Z-Wave, RFID, Sig-

fox, NB-IoT. Some of them work well in the short-range (within 100 m), while others

are more useful to cover long distances (up to tens of kilometers). Examples of the

former are Bluetooth, ZigBee, Z-Wave, passive and active RFID systems, while in the

latter standards are Sigfox and NB-IoT (and LoRa of course). As discussed previ-

ously, the deployment of a massive number of IoT devices might cause interference

problems especially for technologies using the unlicensed spectrum, such as ZigBee,

Wi-Fi, Sigfox, and LoRa. On the other hand, IoT devices operating with licensed

spectrum eliminate interference problems but might increase costs significantly.

Several papers have analyzed different aspects of wireless communication protocols

for smart agriculture, studying possible applications and comparing their performance.

For example, ZigBee-based smart agriculture systems are described in [126–130]. The

biggest challenges for ZigBee networks are the limited range and increased power con-

sumption (compared to LPWANs) and relatively low data rate (e.g. compared to

BLE or WiFi). Therefore, ZigBee is better suited for small-scale scenarios [129], while

the use of this protocol is not suitable when the agricultural area is vast and the dis-

tance between sensor nodes is large. On the other hand, the works [131–134] represent

successful examples of NB-IoT applications in smart agriculture. Indeed, extensive

coverage, adaptable power consumption (depending on the mode of operation), and

low interference among nodes, are features that make NB-IoT an interesting protocol

for various agricultural systems [135]. However, NB-IoT employs licensed frequency

channels, which results in higher subscription prices for the associated system even if

it offers a higher data throughput than LoRa. Moreover, when there is an existing

LTE infrastructure already in place, the need for hardware update may be another

source of expense for such a system. This might be a drawback in the context of

smart agriculture if the projected return on investment is not high enough to cover

these costs [136].
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Overall, the choice of the communication technology in smart agriculture needs

to consider many factors and requirements, such as support for roaming, suitability

of technology to small-scale, medium-scale and large-scale deployments, geographical

location, costs, etc. For example, it has been shown that Sigfox and LoRaWAN

excel on network capacity, battery lifetime and cost, whereas NB-IoT achieves higher

quality of service and lower latency [30]. Finally, while LoRaWAN has been considered

the most suitable communication network for IoT in smart agriculture [19], it is still

difficult to tell which technology will dominate the market, or if several technologies

will coexist, perhaps specializing on different application domains.

1.8 Summary

Although the expected transition to Smart Agriculture has already begun, researchers

around the world are still looking for new solutions to improve agricultural productiv-

ity through IoT architectures. Indeed, albeit applications in agriculture can benefit

from the experience gained in Industry 4.0, they require specific knowledge regarding

sensor management, energy optimization, and data processing. LoRa technology is

widely adopted, as it allows building an autonomous network that meets some of the

requirements of the Smart Agriculture, such as low power and long-range communi-

cation. The adoption of LoRa-based systems in agriculture results in an effective way

to improve the connectivity of farms, encourage the deployment of decision support

systems and consequently improve their management, leading the agricultural sector

towards Smart Agriculture. In order to provide a more focused and comprehensive

view of the applications in the field, in this chapter we restricted our focus to LoRa/Lo-

RaWAN technology and its uses in the context of Smart Agriculture. We presented

many LoRa applications in the field, and we discussed some open issues and research

areas for future improvements. The main challenges analyzed using LoRa Technology

in Smart Agriculture, are: latency on the downlink channel, energy management, het-

erogeneity and interoperability of the devices, data management and scalability. All

of these can benefit from the use of machine learning algorithms. Indeed, Artificial

Intelligence and Edge Computing are still scarcely used but related algorithms and

technologies are now mature and may be successfully applied in this field. Finally,

optimization of multiple GW locations and multihop topologies to extend the cover-

age of LoRa networks have been recently tested to further improve performance and

coverage.



Chapter 2
Comparative Analysis of LoRaWAN and
Sigfox Coexistence in Rural and Urban
IoT Networks

2.1 Overview

According to IoT Analytics, NB-IoT, LoRaWAN, and Sigfox are today the most popu-

lar technologies for low-power wide-area networks (86% of the market), both in terms

of end-user adoption as well as ecosystem support. While NB-IoT utilizes licensed

bands, LoRaWAN and Sigfox both employ the sub-GHz ISM bands, potentially in-

terfering with each other. In this chapter, an in-depth study is presented on the

coexistence between LoRaWAN and Sigfox under realistic urban and rural scenarios

with different duty cycles and traffic conditions. The choice of such scenarios and

simulation parameters is supported by a thorough literature review. Additionally, a

mathematical model for interference assessment is proposed, and the results are quan-

tified using both the developed model and the SEAMCAT simulator. The results

offer new insights on the coexistence of LoRaWAN and Sigfox for emerging IoT ap-

plications like smart agriculture and urban vertical farming. Finally, as interference

mitigation strategy, we analyze the performance obtained applying protection distance

mechanisms.
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2.2 Introduction

The Internet of Things (IoT) is a global network of devices gathering information from

systems and environments, and interacting with each other. In this field, Low-Power

Wide-Area Network (LPWAN) technologies have emerged as a viable alternative to

traditional wireless technologies to provide power-efficient and cost-effective wide area

connectivity for the IoT. Farther, from the application side, more focus is covered on

smart agriculture applications. The advantages of the LPWAN architectures include a

wide coverage in the order of kilometers, and a low power consumption, with batteries

lasting up to 10 years. According to IoT Analytics, the number of connected IoT

devices is forecasted to grow from 7 billions in 2018 to 22 billions in 2025 [137]. More-

over, according to the same study, three LPWAN technologies, namely LoRaWAN

[23], Sigfox [138], NB-IoT [139], are used to connect about 86% of the devices. While

NB-IoT works in licensed bands, LoRaWAN and Sigfox share the same ISM bands.

Since both technologies employ an Aloha access protocol, the proliferation of such

devices can produce coexistence issues.

It is interesting to note that LoRaWAN and Sigfox employ very different mod-

ulation schemes: while Sigfox utilizes an Ultra-NarrowBand (UNB) 100 Hz signal

and Binary Phase Shift Keying (BPSK) modulation, LoRaWAN exploits a 125-500

kHz Chirp Spread Spectrum (CSS) modulation. In the rest of the chapter, we refer

to LoRa/LoRaWAN as CSS and Sigfox as UNB and vice-versa. Given the differ-

ent modulation employed, it is thus important to evaluate the coexistence of these

technologies in realistic application scenarios, e.g. digital agriculture, indoor urban

vertical farming, smart metering, etc. Although some previous works have analyzed

the interference among these technologies, e.g. [140, 141], these works either employ

arbitrary simulation settings or fail to provide insights on the achievable performance

in large-scale scenarios. In contrast, the present work takes into account realistic

node deployments, such as the ones in [142], considering variable node densities and

traffic conditions, different deployments (e.g. indoor/outdoor, elevation, etc.), intra-

and inter-technology interference, as well as possible interference mitigation strate-

gies. In particular, in this work we study the interference between the CSS and UNB

systems in urban and rural scenarios, focusing especially on the uplink which is the

most critical. Accurate path-loss models are employed, and realistic traffic scenarios

(derived from a thorough literature review) are analyzed, considering node density

distributions, Duty Cycle (DC), and modulation parameters typical of the considered

technologies. We measure the interference probability, resulting from collisions of the
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same technology (self-interference), from the other technology (cross-interference), or

both (mixed-interference) for CSS and UNB systems. This chapter also introduces a

theoretical model for evaluating interference in LPWANs, focusing on a circular cell

with a victim receiver in the center. The importance of accurate calculation of offered

traffic is discussed, and an attempt is made to define a critical distance beyond which

interference becomes negligible. In addition, the model examines the distribution of

distances of interfering nodes and analyzes the probability of interference based on the

number of active nodes and the minimum distance between interferer and victim.

The interference results were quantified using both our mathematical model and

the SEAMCAT simulator [143], which represents a novel approach for IoT technol-

ogy. Finally, the performance obtained by applying protection distance to the victim

gateways is analyzed to mitigate the impact of interference.

The main contributions of this chapter are:

1. the path-loss models that best fit the considered technologies (including both

indoor and outdoor settings) for urban and rural agriculture scenarios are stud-

ied.

2. we introduce a theoretical model for evaluating interference in LPWAN tech-

nologies;

3. we configure SEAMCAT for realistic UNB and CSS deployments and offer all

simulation files to the scientific community;

4. we analyze the interference probability in several traffic scenarios, showing the

impact of self, cross and mixed interference for both configured systems;

5. we discuss possible interference mitigation strategies, focusing on the perfor-

mance obtained with protection distance mechanisms.

The remainder of the chapter is organized as follows. A detailed analysis of the

state of the art can be found in Sec. 2.3. Sec. 2.4, briefly presents the selected tech-

nologies and their interference. Sec. 2.6 recalls the SEAMCAT architecture and details

the path-loss model employed. Sec. 2.6.1 introduce a theoretical model to examine the

interference of LPWAN networks. In Sec. 2.7 we describe the experiment scenarios

and present the results of our experiments. Sec. 2.8 discusses possible interference

mitigation schemes and analyzes the performance obtained with protection distance.

Finally, Sec. 2.9 concludes the chapter.
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2.3 Related Work and Motivation

In this section, the motivation behind this study is presented, with a focus on mass-

scale IoT for agriculture, monitoring in indoor vertical farming, and monitoring in

rural scenarios. Additionally, relevant literature studies regarding the coexistence of

LoRa and Sigfox, as well as other related works employing SEAMCAT for interference

studies, are examined.

2.3.1 Motivation

The LoRaWAN and Sigfox technologies are widely used in agricultural contexts and

can coexist without mutually influencing each other, when the number of sensors de-

ployed in the field is relatively low, as observed in reference [15]. However, the deploy-

ment of massive IoT sensors for agricultural and other purposes will cause interference

problems, especially with IoT devices that use unlicensed spectrum, such as ZigBee,

Wi-Fi, Sigfox, and LoRa [9]. The interference can lead to data loss and reduce the

reliability of the IoT agro-ecosystem. Imagining agricultural scenarios where sensors

are deployed on a large scale, such as one sensor per plant, or even in tree crop contexts

where it could be beneficial to have at least three sensors per plant, one in the soil to

monitor moisture in the root zone, one in the trunk to assess sap flow, and another in

the leaves to measure turgor, might highlight the need for carefully planned wireless

network deployment. In a hypothetical future of precision agriculture, examining the

coexistence and potential interference among transmission technologies sharing the

same frequency bands could prove useful. Thorough analysis and accurate research

can help mitigate any interference-related issues, providing tailored solutions and tech-

nical requirements of each agricultural context in both rural and urban environments.

In fact, considering the growth forecasts of the world population, which will reach 9

billion by 2050, of which 70% will live in urban centers, the need arises for vertical

agriculture. Vertical agriculture allows the urban cultivation of fruits, vegetables, and

cereals within the buildings of a city or urban centers [144].

2.3.2 Coexistence studies on Sigfox and LoRa

One of the first works evaluating the differences between CSS and UNB networks is

[140], where both physical level and packet level performance are considered. The au-

thors show that an UNB network has a larger coverage, while CSS-based networks are

less sensitive to interference. Moreover, they analyze the case in which both technolo-
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gies coexist and show that active rate and frequency management are fundamental

for improving performance. Similarly, in [141] the impact of different types of ISM

interference on CSS modulation is evaluated and is demonstrated that narrowband

interference suppression can significantly improve the resilience of LoRa. However,

these works either employ unrealistic scenarios (i.e. with an arbitrary number of

nodes and without considering indoor/outdoor settings), or fail to provide insights on

the achievable performance in large-scale scenarios.

Authors in [145] experimentally evaluate the coexistence of LPWAN technologies

in the ISM band. The results show a significant impact on the performance of LoRa

and Sigfox from already installed IoT devices in smart homes, business parks, smart

agriculture, etc. The work in [146] exploits a testbed setup to evaluate the impact

of different sub-GHz technologies (Sigfox, Z-wave, and IO Home Control) on LoRa.

Results show that there is a significant loss under Sigfox interference, especially when

the interferer starts during the preamble and header time while loss is reduced if the

interferer starts during the payload time. However, LoRa is only seen as the victim

and the opposite is not considered. In [147, 148] performance limits of LoRa have

been discussed, and in [149] the impact of interference among LoRa nodes is analysed

experimentally. However, these works do not consider the interference that LoRa and

Sigfox might suffer when deployed in the same environments. Finally, [150] surveys

the challenges of LPWANs and points out their design objectives and limits, analyzing

coverage, energy efficiency, scalability, interference management, and quality of service.

However, all these existing works do not consider interference in mixed high-density

scenarios where multiple IoT technologies coexist in the same area and use the same

ISM bands. Moreover, in this chapter, we analyze the performance obtained with

protection distance, as a possible interference mitigation mechanism.

2.3.3 SEAMCAT-based interference studies

The SEAMCAT simulator has been used in several previous works. For example,

authors in [151] analyzed the interference between Wi-Fi HaLow and Long Term Evo-

lution (LTE) User Equipment (UE). The study employs both a theoretical method

based on Minimum Coupling Loss and statistical MC simulations exploiting SEAM-

CAT. In [152] the authors studied interference of three industrial IoT technologies

(WirelessHART, WiFi and Bluetooth) with a 5G uplink Macro-cell. All simulation

scenarios are composed of one victim technology, and one or more interfering sys-

tems in turn, with and without the presence of 5G uplink traffic. A coexistence work

between LoRaWAN and SRDs is proposed in [153], where SEAMCAT is employed
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to measure the interference probability. In [154, 155] authors adopt the SEAMCAT

Extended-Hata propagation model to analyze LoRa performance in urban scenarios

and for coexistence between IEEE802.11ah and 802.15.4g, respectively. The above

literature confirms that SEAMCAT is a powerful tool to conduct this study, and to

the best of our knowledge, no previous work studied interference between Sigfox and

LoRa technologies using SEAMCAT.

Figure 2.1: Classification of LPWAN technologies.

2.4 LPWAN Technologies and their interference

Figure 2.1 shows the different LP-WAN technologies separated based on the frequency

spectrum used, licensed or unlicensed (ISM). Among these, LoRa and Sigfox are the

main emerging technologies [30]. The most prominent requirements for serving re-

mote IoT nodes are long-range and low-power connections. Consequently, this chap-

ter focuses on LPWANs which are tailored to provide wide-area communication to

powerconstrained devices. In this chapter we will focus of the latter cluster and in

particular to the most prominent technologies in that cluster LoRaWAN and Sigfox.

These technologies can easily support the transmission of long-range data packets,

minimizing power consumption, design complexity, and therefore cost. Furthermore,

new cellular communication modes and terminal categories are defined, e.g., NB-IoT,

for Machine-Type Communication and IoT applications. NB-IoT can operate both in

subGHz and conventional cellular frequency bands. Notably, other technologies exist

but are less adopted by the LPWAN vendors or are focused on higher throughput

communication. For instance, two other cellular technologies are designed to support

machine-type communication. EC-GSM extends the coverage of legacy Global Sys-

tem for Mobile Communications (GSM) but is less or not adopted by network vendors.

In addition to NB-IoT, another technology based on Long Term Evolution (LTE) is
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specified, i.e., LTE-M. This standard, while less adopted than NB-IoT, also targets

a different market, i.e., Machineto-Machine (M2M). Furthermore, other technologies

tailored for LPWAN communication such as RPMA, NB-Fi, Weightless, Wi-Fi Halow,

DASH7 have seen less of an adoption by the LPWAN market and are therefore not

further considered in this work.

Devices Gateway

Application

LPWAN INTERNET

Figure 2.2: LPWAN technology architecture.

As shown in Fig. 2.2, a typical LPWAN architecture comprises: i) IoT devices

providing sensing, measurement, and/or control functionalities in a large geographic

area; ii) wireless connection to a gateway (GW) or base station; and iii) a server or

cloud platform, which processes, stores, and keeps available data for visualization and

usage. To extend the communication range, often LPWAN technologies i) employ

low frequency bands with favorable propagation characteristics, ii) apply modulation

schemes which are robust to low SNR (Signal to Noise Ratio), iii) adopt simple MAC

schemes to reduce power consumption.

In LPWANs, communication is mostly device-initiated, meaning that an Up-Link

(UL) message is transmitted when the device has some data to send. For the remainder

of the time, the device is kept in sleep mode, while Down-Link (DL) traffic is generally

permitted only after a UL transmission for a tunable window time. Among the differ-

ent LPWANs, LoRaWAN is an open-source solution promoted by the LoRa Alliance.

LoRaWAN uses Long Range (LoRa) modulation, patented by Semtech, based on CSS

[23]. This technique encodes a set of bits into a single chirp. A chirp is a sinusoidal

signal where the frequency is linearly increased or decreased in time over a fixed band-

width. The Spreading Factor (SF) determines the duration of the chirps, and defines

two modulation features: i) the time duration of each symbol; and ii) the number

of raw bits encoded by that symbol, equal to SF. In LoRaWAN, the available Data

Rates (DRs) are determined by the SF, bandwidth, and number of redundancy bits

(Coding Rate). The bandwidth can be 125 kHz or 250 kHz (typically 125 kHz is used

in the 868 MHz ISM band). Finally, LoRaWAN defines six different SFs (from SF7

to SF12), which result in different symbol times and almost orthogonal transmissions.

The range can be extended in LoRaWAN by increasing the SF, thereby lowering the

demodulation threshold. For example, with SF12 a signal with an SNR of -21.9 dB
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can be demodulated, while for SF7 a minimum SNR of -8 dB is required in order

to receive the packet. Any time that a new packet is ready for transmission, devices

attempt to transmit randomly selecting one of the available channels, as detailed later.

Sigfox is also a proprietary technology, where GWs and network servers are man-

aged directly by Sigfox or other national operators authorized by Sigfox. Devices are

certified by Sigfox before joining the network. In contrast to LoRaWAN, Sigfox uses a

UNB modulation scheme: data is modulated by Differential Binary Phase Shift Key-

ing (DBPSK) at 600 bps, generating a 100 Hz signal. The advantage of such a method

is that the noise level present in a narrow-band communication channel is minimal.

For redundancy, data is transmitted 3 times on different channels (to ensure fre-

quency diversity) at different consecutive time intervals. There are 1920 channels

available for the UL, and the same number for the DL. Moreover, together with time

and frequency diversity, determined by the frequency hopping mechanism, Sigfox also

uses spatial diversity since the network is designed so that every node is in the range

of at least 3 different GWs [156]. As discussed previously, LoRaWAN and Sigfox both

exploit the same ISM bands. In Europe, in particular, the band between 863 MHz and

870 MHz is allocated for license-free communications [157]. As depicted in Fig. 2.3,

five LoRaWAN UL and DL channels are accommodated between 865.0 MHz and 868.0

MHz, while in the second sub-band (from 868.0 MHz to 868.6 MHz) are allocated 1920

Sigfox UL channels and 3 UL/DL LoRaWAN channels. In this band, about 200 kHz

are used by Sigfox (1920 × 100 Hz = 192 kHz), completely overlapping the 125 kHz

LoRaWAN channel centered on 868.1 MHz. Both sub-bands 1 and 2 (see Fig. 2.3) are

limited to 25 mW (14 dBm) transmission power and 1% DC (basically, this means 36 s

of Time on Air (ToA) per hour).
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Figure 2.3: LoRaWAN and Sigfox channels overlapping in the 868 MHz bands.

Sub-band 3 is interesting because the maximum transmission power is to 500 mW

with a 10% DC. While an end device would not be able to transmit such power running
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on batteries, a GW attached to the grid could use is it for long range DL communi-

cations. Moreover, the larger DC allows the GW to communicate with many nodes.

Nevertheless, LPWAN technologies are mainly employed for UL communications and

the density of the GWs is usually less critical, so we omit this DL scenario in our

analysis.

2.5 A large-scale model for interference evaluation

In this section, we introduce a theoretical model to examine the interference of LPWAN

networks characterized by a circular cell with a victim receiver positioned at the center

and constant reception power. Identifying and analyzing the circular area from which

significant interference emanates is the primary objective of this study. Initially, this

region may appear indefinite, but we aim to establish the critical distance beyond

which the influence of interference becomes negligible from a practical standpoint. A

maximum radius (𝑅𝑚𝑎𝑥) can be considered within which the average interfering power

is exceedingly low and practically negligible. Consequently, interference generated by

nodes deployed at distances greater than 𝑅𝑚𝑎𝑥 can safely be disregarded. Therefore,

to accurately calculate the offered traffic (𝐴), it is imperative to have knowledge the

value of the maximum radius, as is shown in formula 2.1.

𝐴 = 𝛿 ·𝑅2
max · 𝜋 · DCeq ·

0.01

𝑛𝑐ℎ

(2.1)

where 𝛿 is the density of the nodes, 𝐷𝐶𝑒𝑞 is the equivalent duty cycle in terms of

fraction of 0.01 legacy limits, and 𝑛𝑐ℎ is the number of channels, which is equal to 8 for

CSS and 3 for UNB. Generally, increased 𝑅𝑚𝑎𝑥 value result in increased traffic offered.

However, once a certain point is reached, this increase is limited by the minimum

distance at which the last interfering device is placed. Additionally, it could happen

that multiple nodes are active simultaneously, so in the case of overlap, it is necessary

to consider the worst-case interference. This means that the probability of having

a certain number of active nodes simultaneously needs to be evaluated. When the

number of nodes is high, the probability of having a certain number of active nodes

(𝐾) can be approximated using the following Poisson equation.

Pr[𝑘] =
𝑒−𝐴 · 𝐴𝑘

𝑘!
(2.2)

According to the equation 2.2 it can be affirmed that the bigger the cell, the higher

the load, the higher the most probable number of active nodes at the same time.
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2.5.1 Distance of the interfering nodes

We will show that in the case of several active nodes, the contribution to interference

is only made by the node closest to the victim and that the distance between node and

victim does not depend on the size of the cell. In case of single interferer, assuming

it is uniformly spread into the cell, the distance of the nodes is linearly distributed

between 0 and 𝑅𝑚𝑎𝑥. By normalizing the distance 𝑑 in as a fraction of 𝑅𝑚𝑎𝑥, i.e.

𝑥 = 𝑑/𝑅𝑚𝑎𝑥, the probability density function 𝑓(𝑥) is:

𝑓(𝑥) = 2𝑥 with 𝑥 ∈ [0, 1] (2.3)

In this case, it is necessary to know the distance of the main interferer, because

when two or more nodes are simultaneously active, we will be interested in the distribu-

tion of the nearest node, neglecting interference contributions from greater distances.

To do this we need to know the cumulative function (cdf) of 𝑓(𝑥), i.e.

𝐹 (𝑥) = 𝑥2 with 𝑥 ∈ [0, 1] (2.4)

Whatever the form of 𝐹 (𝑥), the minimum of 𝑘 random variables that are linearly

distributed in [0,1] can be written as follows

1 − (1 − 𝐹 (𝑥))𝑘 = 1 − (1 − 𝑥2)𝑘 (2.5)

It follows that the density function is 2𝑘𝑥(1−𝑥2)𝑘−1. We obtain a density as a function

of 𝑘, from which we can derive the most probable value (expected value), and as 𝑘

increases, the distance approaches the minimum distance of the nearest interferer. We

remember that k is the number of devices transmitting simultaneously, and it can

range from one to infinity according to the Poisson distribution. Consequently, if we

have a large number of simultaneously active devices, the value obtained becomes

more and more probable. The same thing happens when the we have bigger 𝑅𝑚𝑎𝑥,

the higher the load and consequently the closest to the victim is the value of the most

probable normalized distance.

2.5.2 From interference distance to the interference probability

Assuming we know the minimum distance between the interferer and the victim, the

number k of simultaneously active nodes, and we include log-normal fading, we can
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calculate the probability of interference as follows.

𝑃 [Pr(𝑥𝑇𝑁 ) > 𝐼𝑡ℎ|𝑥] =

⎧⎨⎩0.5 · erfc
(︁
|𝑃𝑎𝑣(𝑥)−𝐼𝑡ℎ|√

2𝜎

)︁
, 𝑃𝑎𝑣(𝑥) < 𝐼𝑡ℎ

1− 0.5 · erfc
(︁
|𝑃𝑎𝑣(𝑥)−𝐼𝑡ℎ|√

2𝜎

)︁
, 𝑃𝑎𝑣(𝑥) > 𝐼𝑡ℎ

(2.6)

If we know the minimum distance, then we know the average power (𝑃𝑎𝑣(𝑥)) at that

distance, so we can calculate the probability of going below or above the threshold

(𝐼𝑡ℎ). Lastly, it is necessary to integrate over all possible distances 𝑥, as shown in

equation 2.7.

Pr [Pr(𝑥𝑇𝑁 ) > 𝐼𝑡ℎ | 𝑘] =
∫︁ 1

0
Pr [𝑃𝑟𝑥𝑇𝑁 (𝑥) > 𝐼𝑡ℎ | 𝑥] · 2𝑘 · 𝑥 · (1− 𝑥2)𝑘−1𝑑𝑥 (2.7)

And integrating on 𝑘 becomes:

[Pr𝑥𝑇𝑁 > 𝐼𝑡ℎ] =
∞∑︁
𝑘=1

𝑒−𝐴𝐴𝑘

𝑘!
Pr [Pr𝑥𝑇𝑁 > 𝐼𝑡ℎ | 𝑘] (2.8)

It can be shown that as 𝑅𝑚𝑎𝑥 increases, this probability converges to a limit value.

Because the load will increase and with it the probability of finding more active nodes,

but the average probability given by 𝑘 will decrease, the cell being larger. Finally, we

tested the model for evaluating interference in urban environments, considering sce-

narios of self-interference and cross-interference, and compared them with SEAMCAT

simulations, as reported in the following section.

2.6 The SEAMCAT simulator and path-loss tuning

In this analysis, SEAMCAT (version 5.4.2) is employed (version 5.4.2), a complex

statistical simulator based on the MC method, devised to assess the interference be-

tween different radio communication technologies. SEAMCAT is developed by CEP-

T/ECC Working Group Spectrum Engineering (WGSE) within its sub-entity SEAM-

CAT Technical Group (STG). The simulator is based on the definition of a victim

link, characterized by a transmitter and a receiver of a given technology, as well as one

or more interfering links (including different technologies). For each technology, it is

possible to specify several physical parameters of the node, including the propagation

model, location (e.g. indoor/outdoor, height), antenna radiation diagram, transmis-

sion power (including emission mask), receiver blocking mask, etc., and any of these

parameters can have a statistical distribution among nodes.
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The evaluation of the interference probability is performed by averaging the re-

sults of multiple simulated events. Indeed, following the statistical distributions of the

physical parameters, for each event, the impact of interference is computed by com-

paring the signal strength of the victim link with the sum of the interfering signals,

filtered by the transceiver power masks (including also adjacent channels). Thus, for

each event the power received by the victim is computed taking into account both

the transmissions power and the relative path-loss (PL), evaluated by considering the

propagation model, and the environment parameters (e.g. position, height, etc.).

An event is flagged as interfered (or good) when the Carrier to Interference ratio

(C/I) value is lower (or higher) than a target threshold. One of the main characteristics

is thus related to the accurate computation of the PL.

In the rest of this section, two objectives will be pursued: first, path loss (PL) in

LoRaWAN and Sigfox technologies in the 868 MHz bandwidth will be investigated,

and second, the model used for the simulation will be corrected. Based on a thorough

study of the literature and real-life experimental evaluation, a correction to the path

loss model available in SEAMCAT will be proposed.

2.6.1 The propagation model

Generally, propagation models include empirical models. In empirical models, the

parameter values are derived by fitting measurement data to an appropriate function

for a particular environment. This gives a more generic model that can be used by

systems operating in similar areas. The PL is the different value between the radiated

power (𝑃𝑡) and the received power (𝑃𝑟).

𝑃𝐿(𝑑𝐵) = 𝑃𝑡− 𝑃𝑟 (2.9)

The Log-distance PL Model, also referred to as the one slope model, is a general

PL model that has been used in a large number of indoor and outdoor environments.

It assumes that PL varies exponentially with distance according to the following equa-

tion:

𝑃𝐿(𝑑)[𝑑𝐵] = 10𝑛 log10(
𝑑

𝑑0
) + 𝑃𝐿0 +𝑋𝜎 (2.10)

where 𝑛 is the PL exponent, 𝑑 is the distance between the transmitter and the receiver,

and 𝑃𝐿0 is the PL at a reference distance 𝑑0. Shadow fading is represented by a

zero-mean Gaussian random variable 𝑋𝜎 with standard deviation 𝜎 (in dB). In order

to characterize the indoor PL, the most diffuse approach is to consider additional

attenuation incurred by walls and floors. Thus, PL is modeled as:
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𝑃𝐿(𝑑)[𝑑𝐵] = 10𝑛 log10(
𝑑

𝑑0
) + 𝑃𝐿0 +𝑋𝜎 +𝑊𝐴𝐹 + 𝐹𝐴𝐹 (2.11)

where 𝑊𝐴𝐹 and 𝐹𝐴𝐹 are wall and floor attenuation factors based on the number of

traversed walls and floors between the transmitter and the receiver. Examples of

models that take into account attenuation of wall and floor are Cost 231 [158] and

the ITU-R model [159]. For the our simulation scope, we select EXTENDED HATA,

that according with presented literature, best fit the experimental results. The Hata

Model for Urban Areas (also known as the Okumura-Hata model), is a widely used

propagation model for predicting path loss in urban areas. This model takes into

account the effects of diffraction, reflection and scattering caused by city structures.

The model also has formulations for predicting path loss in Suburban and Open Areas.

Table 2.1: Path-loss comparison for Sigfox and LoRa technologies in urban scenarios

Ref. Technology Location Scenario
d0
(m)

PL(d0)
(dB)

𝜂
PL(100m)

(dB)

[160] LoRa Sydney, Australia indoor 1 36.5 4 140.4

[121] LoRa Lancaster, United Kingdom indoor 40 127.41 2.08 135.7

[143] LoRa/SigFox SEAMCAT, Extended Hata indoor - - - 114.5

[161] LoRa Beirut, Lebanon outdoor 1000 140.7 3.12 109.5

[162] LoRa Oulu, Finland outdoor 1000 128.95 2.32 105.8

[163] LoRa Dortmund, Germany outdoor 1000 132.25 2.65 105.8

[164] LoRa Delft, The Netherlands outdoor 1 23.9 3.89 101.7

[165] LoRa Dakar peninsula, Senegal outdoor 1000 133.6 2.8 105.6

[166] LoRa Bologna, Italy outdoor 1 31 3.84 107.8

[167] Sigfox Brno, Czech Republic outdoor 100 118.04 3.76 118.0

[168] Sigfox Prague, Czech Republic outdoor 1000 121 1.68 104.2

[169] Sigfox Belfast, United Kingdom outdoor 1000 139.8 3.2 107.8

[143] LoRa/Sigfox SEAMCAT, Extended Hata outdoor - - - 87.1

2.6.2 Path-Loss tuning

In this subsection, a comprehensive literature review is presented, focusing on papers

featuring real-world experiment campaigns for the estimation of path loss (PL) in

LPWAN (Low-Power Wide-Area Network) technologies. Table 2.1 reports a broad list

of such studies in urban scenarios, detailing the experiment location, the attenuation

exponent 𝜂, and the PL0 received at the reference distance d0 specified in the paper.

The wall and floor attenuation are also described in indoor studies [160, 121], where

internal walls attenuate about 4 dB and concrete walls up to 10-20 dB. To better
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compare the values, we also provide the PL at a common reference distance of 100 m

(last column in the table). We compared these values to the propagation model

provided by SEAMCAT Extended Hata model (last row in the table). The difference

between PL values extracted from SEAMCAT and the experimental ones is quite large:

23.56 dB for the indoor case (114.49 dB against 138.05 dB, in average) and 20.64 dB

for the urban case (87.1ḋB versus 107.74 dB).

Therefore, to align SEAMCAT simulations with real-world measurements, in our

experiments we reduce the transmitted power accordingly. Finally, we provide the

configuration files (including node density, duty cycle, and height distribution of the

nodes) to the scientific community for repeatability and future integration of the re-

search [174]. A similar procedure was carried out for the rural model, considering the

literature and experimental measures reported in Table 2.2. Specifically, two experi-

mental campaigns were carried out. The first one was performed in an area adjacent

to the campus of the University of Palermo, which includes an urban park. Figure 2.4

shows the map of the urban park with the relative locations of the GateWay (GW) and

the two locations used for the experimental campaign (ED1 and ED2). The second

measurement campaign was carried out in the rural area of Roccamena (Pa), Italy,

mainly characterized by wheat, grape, olive, and almond crops on the Pomilla farm

(2.5b).

Based on the analysis reported in Table 2.2, a corrective factor of 12.03 dB was

applied to the rural path loss model. This factor corresponds to the difference between

the PL(100m) value extracted from SEAMCAT, which is 85.5 dB (as indicated in the

last row of Table 2.2), and the average of the other values, which is 97.53 dB.

Table 2.2: Path-loss comparison for Sigfox and LoRa technologies in rural and subur-
ban scenarios

Ref. Technology Location Scenario
d0
(m)

PL(d0)
(dB)

𝜂
PL(100m)

(dB)

[170] LoRa Perugia, Italy suburban-hilly 1 33.39 3.73 107.99

This work LoRa Palermo (ED1), Italy suburban 1160 119.81 2.5 93.20

This work LoRa Palermo (ED2), Italy suburban 811 106.72 2.5 83.99

[171] LoRa West Lafayette, United States rural 1107 128.1 2.5 102.00

[94] LoRa/Sigfox Simulation rural 5000 107 2 93.02

[169] Sigfox Belfast, United Kingdom rural 1000 121.4 2.78 79.2

[172] LoRa San Rossore Park, Pisa, Italy rural 767 138.05 2.73 113.89

[173] LoRa Cuenca, Ecuador rural 1000 133 3.2 101

This work LoRa Roccamena (Pa), Italy rural 731 130 3.07 103.47

[143] LoRa/Sigfox SEAMCAT, Extended Hata rural - - - 85.5
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2.7 Simulation scenarios and results

In designing accurate simulation scenarios, important factors such as propagation

environments, node density, transmission DC, elevation of the antennas, etc., were

taken into account. In particular, we exploited the realistic distributions described

in the ETSI Technical Report 103 526 [142], with a statistical distribution of the

device elevation of 1.5, 9, and 30 meters. Furthermore, we consider the urban scenario

with 90% of the devices placed indoor and the remaining 10% deployed in an outdoor

environment. Regarding the network density, we define a base scenario with 1000

devices/km2, following [175], and we vary the receiver signal strength (RSS) of the

victim technology from -130 dBm to -80 dBm. For the CSS network, we considered

a setup with a distribution of different SFs, following ETSI TR 103 526 (Fig. 6 in

the report) [142] and CEPT-SE24 [175], which describe the percentage of adopted

SFs per number of gateways. Moreover, we exploited the results obtained in [153] to

define a scenario with an average number of gateways equal to 0.5/Km2. Since the

LoRaWAN standard also includes the Adaptive Data Rate (ADR) algorithm which

dynamically changes the SFs of the nodes, for CSS simulations we divided nodes in

predefined groups each using a specific SF. In particular, unless specified otherwise,

we use 65% of the devices working at SF7 and 35% at SF10. Indeed, according to the

above studies, SF7 is the most significantly used, while SF10 has a ToA consumption

(a) (b)

Figure 2.4: Details of the experimental campaign conducted in a suburban setting
near the Palermo University campus: (a) gateway position and (b) LoRa end-device
placed at different positions (ED1, ED2).
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GW position

(a)

GW

(b)

Figure 2.5: Details of the experimental campaign conducted in a rural area of Rocca-
mena, Palermo: (a) test coverage in the Pomilla farm vineyard, (b) heat map of the
Received Signal Strength Indicator (RSSI).

per day that is close to the weighted average of the ToA for all SFs from 8 to 12.

Finally, regarding the UNB network, no particular tuning is required apart from the

node distribution, assumed uniform.

Two different load conditions are considered: in the first (referred to as Equal

DC ), both UNB and CSS are configured to transmit at maximum duty cycle (1%). In

this case, the data transmitted by CSS is greater than UNB: assuming a payload size

of 12 bytes, 13,714 and 2,107 packets/day are sent using SF7 and SF10 respectively,

compared to 144 UNB. In the second case (called Equal data rate) both networks

transmit 144 packets/day, corresponding to a DC of 0.0105%, 0.068% and 1% for CSS

SF7, CSS SF10 and UNB respectively. Since UNB re-transmits the same packet in

three random channels for redundancy, considering a packet ToA of ≈ 2 seconds (for

12 bytes), the total channel occupancy becomes 6 seconds/packet. On the opposite

side, we considered CSS with 13 bytes of overhead in addition to the 12 bytes payload.

These configurations are summarized in Table 2.3, while other parameters specific

to UNB and CSS devices are reported in Table 2.4. In our simulation campaigns

we consider the following scenarios: (i) Urban self-interference, when only one sys-

tem is deployed; (ii) Urban cross-interference, evaluating the interference on a victim

technology by a different one; (iii) Urban mixed-interference, when both self- and
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Table 2.3: Configuration DC of the experiment scenarios

Equal DC (1%) Equal data rate
ToA

(12 Bytes)
(sec)

packets/day
ToA/day

(sec)
DC
(%)

packets/day
ToA/day

(sec)
DC
(%)

SF7 0.063 13714 863.94 1.0 144 9.07 0.0105
SF10 0.410 2107 863.91 1.0 144 59.04 0.068
UNB 6.0 144 864.00 1.0 144 864.00 1.0

cross-interference are present; and (iv) Rural mixed-interference, the same scenario as

third one but in rural environments. Finally, we compare the mathematical model

and simulations in the first two scenarios.

In the next subsections, we present the results for the defined scenarios, the sim-

ulation statistics are derived by configuring SEAMCAT to consider 50 000 simulation

events. The simulation radius was set in relation to that typical of IoT systems, i.e.,

1 km for urban scenarios and 5 km for rural scenarios.

Table 2.4: Sigfox and LoRaWAN SEAMCAT systems parameters

Parameters
UNB
device

UNB GW
CSS
device

CSS GW

TX PW(dBm EIRP) 16.25 29.25 16.25 29.25
Ant. Gain(dBi omni) 0 5.15 0 5.15

TX BW(Hz) 250 1K 125K 125K
Adaptive Data Rate N/A N/A Enabled Enabled

Power Control N/A N/A Enabled Enabled
SF - - 7 10 7 10 12

RX Noise Figure (dB) 8 7 7 7 7 7 7
Req. SINR (dB) 7 7 -8 -16.3 -8 -16.3 -21.9
Sensitivity (dBm) -124 -136 -124 -132 -124 -132 -137

2.7.1 Urban self-interference scenario

Fig. 2.6, shows the simulation results for the urban self-interference scenario, in the two

load conditions discussed previously. In particular, Fig. 2.6a shows the results when

the networks are loaded with equal DC, i.e. when nodes transmit with the maximum

DC of 1%. The blue curve (circular marker) represents the urban self-interference

probability for UNB technology, which is 0.21 in the worst case, when the received

power of the victim is lowest. The other curves describe the CSS self-interference for

three different SFs, namely SF7 (asterisks), SF10 (diamonds) and SF12 (triangles).

Since, according to [142] (Table 10), the sensitivity of SF7 is -124 dBm, we do not

evaluate the interference probability for RSS of -130 dBm, as no packet can be received

with RSS lower than -124 dBm.
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From the figure, the urban self-interference of CSS shows an interference probabil-

ity about 20% higher compared to UNB. This difference depends on the modulation

scheme and bandwidth efficiency (data rate divided by the bandwidth per hertz),

whereas UNB is more robust than CSS modulation but also has lower bandwidth ef-

ficiency. Indeed, Fig. 2.6b shows the results in case of the equal data rate scenario,

with a traffic load of 144 packets/day, and in this case, CSS experiences a significantly

reduced urban self-interference probability compared to UNB. In particular, the re-

sults show that the urban self-interference of the CSS systems is around one order of

magnitude lower than UNB, due to the much lower ToA of the CSS packets.
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Figure 2.6: Urban self-interference probability results for UNB and CSS networks in
the equal DC (a) or equal data rate (b) scenarios.

2.7.2 Urban cross-interference scenario

Fig. 2.7 describes the probability of urban cross-interference between CSS and UNB, as

a function of the victim’s RSS, in the equal DC condition which is the most challenging

in terms of coexistence. In particular, Fig. 2.7a shows the interference probability for

UNB as the victim when interfered by CSS, and in the worst scenario, i.e. with -

130 dBm RSS for the victim, the interference probability is 0.36. Vice-versa, Fig.

2.7b shows the urban cross-interference results when CSS represents the victim. In

this case, we tested three different SFs independently (namely, SF7, SF10, SF12),

and both SF10 and SF12 are more robust than UNB (in the worst-case scenario of

-130 dBm RSS), with the interference probability equal to 0.30 and 0.21 respectively.
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Figure 2.7: Urban cross-interference probability for the equal DC scenario for the UNB
system (a), and CSS systems (b).

Instead, SF7 is less robust to interference, with 0.27 of interference probability against

0.15 of UNB (measured at -120 dBm of RSS).

2.7.3 Urban mixed-interference scenario
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Figure 2.8: Urban mixed-interference for the equal DC (a) or equal data rate (b)
scenarios.
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Fig. 2.8 shows the simulation results in the urban mixed scenario. In this case,

the interfering nodes are equally distributed among UNB and CSS (i.e. 50% of the

nodes using UNB and 50% using CSS). For the equal DC experiment, Fig. 2.8a shows

an interference probability for UNB very close to CSS at SF12, while the other SFs

are more sensitive to interference. In case of equal data rate, Fig. 2.8b shows a

lower interference probability for all systems, especially for UNB (due to the lower

ToA consumed by LoRa in this experiment). Moreover, compared to urban cross-

interference, the urban mixed scenario has less impact on UNB (e.g for RSS=-130 dBm

the interference probability is 6.5% less), while CSS is affected negatively (e.g. SF12

loses about 10% at -130 dBm). However, if we consider performance in terms of average

throughput, in the same experiment scenario of equal DC, Fig. 2.9 shows that the

result is opposite: in the worst-case scenario, UNB delivers only 101 packets/day,

against 403 pkts/day, 1177 pkts/day and 8270 pkts/day for CSS with SF12, SF10,

and SF7 respectively. Moreover, Fig. 2.9 shows that for RSS values close to -80 dBm,

the daily throughput tends towards the values reported in the table 2.3.
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Figure 2.9: Average throughput/day with DC=1% and density of 1000 nodes/Km2.

2.7.4 Rural mixed-interference scenario

The rural scenario also involves a device density of 1000/𝑘𝑚2, with simulations ex-

tended to a larger radius compared to the urban case, namely from 1km to 5km.

Consequently, to maintain a constant density, the number of devices during simula-

tion is increased from 3140 (of the urban case) to 78539 devices.
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Figure 2.10: Rural mixed-interference for the equal DC (a) or equal data rate (b)
scenarios.

The results of the simulations, in terms of interference probability in the mixed

rural scenario, are shown in the figure 2.10. In case of equal DC, Fig. 2.10a shows that

for RSS equal to or less than -120 dBm all victims technologies have an interference

probability greater than 0.7 With an almost partial overlap of the curves. For power

levels greater than 120 dBm, the curves begin to differentiate. Under these conditions,

the most robust technology appears to be SF12, which, similar to the urban case,

deviates only slightly from UNB. In fact, for an RSS of -90 dBm, the interference

probability was 0.04 and 0.056 for SF12 and UNB, respectively. Compared with the

case of equal DC, the interference probability is reduced for each technology in the

case of equal data rate, as shown in Figure 2.10b. Specifically, in this rural scenario

UNB, SF12 and SF10 technologies had an interference probability of less than 0.07

for an RSS of -90 dBm for the three victims considered.

2.8 Interference problem: Discussion and Possible

Solutions

The presented results highlight the importance of mitigating the interference caused

by heterogeneous technologies sharing the same frequency bands. Possible solutions,
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Figure 2.11: Protection distance effects in mixed-interference scenario with DC=1%
and density of 1000 nodes/Km2 for UNB (a) and CSS (b) victims.

most of these discussed in [150], are: (i) cognitive radios, to exploit opportunistic

channel access techniques; (ii) protection distance, arranging devices at a distance

that significantly reduces the probability of interference; (iii) smart antennas, to di-

rect power only in the areas where devices are most concentrated; (iv) data rate

adaptation to reduce the ToA as much as possible; and, finally, (v) multiple gateways

and power control, to increase diversity, reduce the transmit power and, consequently,

lower the interference. Regarding this last option, indeed different gateways experi-

ence different power ratios between the strongest received packet and the interfering

signals. When the power ratios are higher than a minimum threshold, the capture

effect assures that in case of collision multiple gateways can correctly decode different

packets simultaneously, up to the number of deployed gateways. This can significantly

increase the overall capacity of the network [176]. Finally, advanced receiver schemes

can be used to improve the decoding performance in case of interference, for example

by implementing Successive Interference Cancellation (SIC) mechanisms [177].

Since multiple gateway deployment and SIC schemes have been widely discussed

in the literature, here we briefly present the results obtained exploiting protection

distance to mitigate cross-interference. Focusing on the mixed scenario with Equal

DC (the most challenging), and considering a protection distance of 0, 500 and 1000

meters, we run two different experiments in SEAMCAT with UNB or CSS as victim

technology respectively. In each scenario, the protection distance was applied so that
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the devices placed close the victim are only the ones of the same technology. Moreover,

we defined three different levels of RSS received by the victim: -120 dBm (worst case),

-110 dBm (typical) and -100 dBm (best case). In Fig. 2.11a, we observe that for

UNB a protection distance of 500 m reduces the probability of interference, in the

worst case of -120 dBm, from 12% to 6% (thus a 50% reduction) compared to no

protection distance. The improvement obtained using a protection distance of 1 Km

is an additional 33% reduction in interference probability. Fig. 2.11b shows the results

of the experiments when the victim is CSS. In this case the probability of interference

decreases from 14% to 7% with protection distance of 500m and victim RSS equal

to -120 dBm, again obtaining a decrease of 50%. For higher RSS, the interference is

below 5% and 2% respectively suggesting that protection distances higher than 500m

do not provide much benefit. Indeed, self-interference due to the same technology

of the victim node is still present and is not concerned by the protection distance

mechanism.

2.9 Summary

In this work, we presented a coexistence study of CSS and UNB technologies, in

realistic deployment scenarios and traffic conditions. The environment and system

parameters are supported by an in-depth literature review in order to build accurate

LPWAN simulation scenarios in terms of node density, DC, indoor/outdoor locations,

antenna elevation, etc. The experimental evaluations are executed using the SEAM-

CAT simulator and the configuration files are made available to the scientific com-

munity to enable future integration of the research. Results have demonstrated that,

if the RSS is high enough (e.g. above -90 dBm), UNB and CSS systems may coexist

safely. However, in more extreme conditions (e.g. at the cell edge), UNB is more

robust to interference, although CSS generally offers higher throughputs. Finally, we

consider possible interference mitigation strategies, showing the performance obtained

using protection distance. Overall, this study represents an important analysis and

risk assessment for future IoT scenarios where both LPWANs might coexist.
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Energy-Autonomous and Battery-Free
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Figure 3.1: Graphical chapter overview

3.1 Overview

This chapter presents an innovative wireless piezoresistive sensor that utilizes an

energy-harvesting system to convert ambient light into electrical energy, making it

energy-autonomous and ideal for mass-scale IoT applications in agriculture. The
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Wireless Sensor Node (WSN) achieves high sensitivity and accuracy in strain mea-

surements through its carefully engineered piezoresistive element and Time Domain

to Digital Conversion (TDDC) technology that eliminates the need for power con-

suming and costly analog-to-digital converters and reduces power consumption. Its

Bluetooth Low Energy (BLE) wireless communication enables data transmission to a

remote central Base Station (BS) without requiring an external power source. The

energy-autonomous feature provides long-term, maintenance-free operation, making

it suitable for mass-scale agricultural applications in remote and inaccessible envi-

ronments. This novel wireless piezoresistive sensor has the potential to revolutionize

the field of mass-scale agricultural IoT sensing and enable new applications that were

previously impossible due to power constraints. Its energy-autonomous feature and

wireless communication capabilities make it an ideal solution for large-scale IoT de-

ployments, enabling real-time monitoring and control of infrastructure, automation,

and other applications in agriculture.

3.2 Introduction

Wireless Sensor Nodes (WSNs) are utilized in smart agriculture to gather data such

as soil moisture, temperature variations, humidity levels, and more [178]. The direct

monitoring of plant parameters in a rural context, with many plants to monitor, re-

quires sensor technology that is energy-autonomous and maintenance-free. In fact,

the maintenance issue would bring farmers the costly problem of sensor maintenance,

compromising the effectiveness of the detection technology from an economic point of

view. In such IoT applications, energy efficiency and maintenance are critical issues

for agricultural wireless network reliability, as the installed wireless sensor nodes re-

quire constant and reliable power to perform IoT monitoring, interact with the rest

of the network, and transmit information to the server. A mass-scale IoT sensor de-

ployment requires synergy between environmental health, economic prosperity, and

social progress of current and future communication networks to promote sustainabil-

ity [179]. As a result, energy harvesting is becoming an increasingly popular choice for

powering sustainable wireless nodes, as the maintenance required for periodic battery

replacement can be a discouraging factor for mass-scale IoT deployments in agricul-

ture. State-of-the-art wireless sensor nodes use batteries, which require periodical

physical maintenance that can be tedious, environmentally harmful, and costly [180].

Indeed, battery replacement costs can exceed the value of the IoT device itself.

Even with a 10-year battery lifespan, there would still be several million battery re-



3.2 Introduction 55

placements per day for IoT devices [181]. Therefore, achieving energy autonomy for

wireless sensor nodes is a primary goal in deploying mass-scale IoT in agriculture,

which drives engineers to adopt an energy-harvesting approach. Depending on the

environment, several types of harvesters are available, and making an optimal choice

among the available options is crucial. For example, solar panels can be a convenient

option for home automation or smart agriculture [182], and piezoelectric harvesters

can be a good choice near vibrating elements, such as machines and engines [183].

However, using harvesters also presents other challenges in energy management, as

the available energy is intrinsically variable and typically very low. A previously pub-

lished work [184, 185] shows a solution that combines ultra-low-power devices, which

are capable of implementing proper power management [186], with the Time Domain

to Digital Conversion (TDDC) techniques [184, 185]. TDDC is well-known in the liter-

ature as a technique for measuring ambient light in agriculture [182, 187]; nevertheless,

this is also proposed for various IoT applications: for measuring Time-of-Flight [188],

in LiDAR applications [189, 190], as a temperature sensor [191, 192], in time-domain

ADCs [193], in RFID (radio frequency identification) tag sensors [194], in ADPLL

(all digital phase-locked loop) [195], and as flow meters [196]. Recently, the authors

in [197] introduced innovative methods for Resistance-to-Time-to-Digital conversion.

These techniques can be implemented for resistive sensors and offer rapid, accurate,

and low-energy consumption readings of the sensors. The main advantage is that the

sensor reading implements direct interface circuits [198, 199] and the TDDC tech-

niques. In fact, instead of using analog-to-digital converters (ADC), these solutions

adopt a different approach based on converting time to digital and then to resis-

tance. In this process, time measurements are obtained through charging-discharging

cycles of a capacitor and subsequently processed by a microprocessor that expresses

the results in terms of the number of internal clock cycles. These solutions can be

applied to resistive, inductive, and capacitive sensors [200, 201]. Furthermore, [197]

has demonstrated that energy consumption can be reduced by up to 75 %, making

the TDDC technique ideal for developing ultra-low power energy-autonomous wireless

sensor nodes in Smart Agriculture. In this context, the objective of the present study

is to develop an Energy-Autonomous Wireless Piezoresistive Sensor Node (EAWPSN)

integrated with time-to-digital conversion. The chapter presents a system designed

for sensing mechanical stress or strain with an energy-autonomous and battery-free

system. It comprises a piezoresistive sensor, a solar cell and a storage capacitor for

harvesting and storing ambient energy, a Bluetooth Low Energy (BLE) wireless com-
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munication interface for data transmission, and an ultra-low-power microcontroller

that implements the power management and the time-to-digital conversion.

Furthermore, piezoresistive sensors are used in a broad range of agricultural ap-

plications, including soil moisture monitoring [202], treatment of agricultural waste

using flexible pressure biosensors [203], detection of various soil macro-nutrients [204],

agricultural pathogen detection [205], and to sense mechanical stress and deforma-

tions [206, 207]. This chapter is motivated by the awareness that a combined imple-

mentation of EAWPSN and TDDC techniques could significantly improve the energy

performance, reliability, and sustainability of sensing in Smart Agriculture. Indeed,

the use of batteries today poses a bottleneck for the widespread adoption of IoT in

agriculture. Moving towards a future with trillions of IoT devices, battery replacement

will be prohibitively expensive and environmentally irresponsible. Energy-autonomous

and battery-free sensors could reshape Smart Farming into a wider and more sustain-

able agricultural infrastructure [208]. In this direction, the proposed system represents

an innovative contribution to achieving massive and sustainable monitoring in various

mechanical and strain applications in agriculture.

The chapter introduces several innovative aspects, including:

• The first ever demonstration of a TDDC technique for force and resistive mea-

surements, in the context of wireless, battery-free sensor nodes;

• An approach that allows for low-complexity and low-cost designs, making it

compatible for truly mass-scale, battery-less IoT applications in agriculture;

• The presentation of a mathematical model for the resistance to time domain

digital conversion technique;

• The development of two calibration methods of the TDDC technique for either

force and resistance measurements.

These innovations have the potential to significantly advance the field of wireless,

battery-free sensor nodes, and enable new agricultural applications that were previ-

ously impossible due to power constraints.

The remainder of this article is organized as follows: section 3.3 describes the sys-

tem architecture and discusses the design procedure followed to achieve the optimum

energy and cost efficiency. Section 3.4 describes the time-to-digital conversion tech-

nique used to measure the sensor’s resistance. Section 3.5 shows the experimental

results. Section 3.7 reports the conclusions.
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3.3 System Description and Design

3.3.1 System Description

The EAWPSN works in a distributed sensing IoT architecture, where direct and easy

access to the sensors’ environment could be hard to reach. Under this objective, each

EAWPSN performs time measurements locally using the TDDC technique and reports

the acquired values to a remote Base Station (BS) through a wireless communication

protocol such as BLE, LoRa, NB-IoT, and the like. In this work, the EAWPSN

implements BLE connectivity.

The BS is a device equipped with a Bluetooth receiver that is powered continuously

either through a main power source or a battery. As a result, the device does not

encounter any power-related issues. It collects data sent by one or more nodes and

can perform energy-intensive operations.

Being energy-autonomous and battery-free, the proposed EAWPSN device is a

WSN that is inherently maintenance-free, sustainable, environmentally friendly [209],

safe [210], low-cost, low-volume, and easy to deploy and expand.
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Figure 3.2: Block diagram of the IoT system.

Fig. 3.2 illustrates the architecture of the EAWPSN. Each WSN is composed of

a System and Energy Control Unit (SECU), an Energy Harvester Unit (EHU), one

Energy Storage Unit (ESU), and Sensor Unit (SU). The EHU can include one or more

energy harvesters and is the only system power source. The SECU executes the finite
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state machine, monitors and manages the power generated by the EHU, the power

flowing into the ESU, and biases the sensors accordingly.

The EAWPSN works by alternating an harvesting phase to an active phase. Dur-

ing the harvesting phase, the system is configured to work under the lowest possible

power consumption to minimize the quiescent power consumption and allow the har-

vested energy to flow efficiently into the ESU. In the active phase, the system uses the

harvested energy to perform an energy-intensive action, like sensing or communicating

with external devices through the radio.

This approach possesses the secondary advantage of reducing the minimum require-

ments of the EHU, allowing for lower costs and complexity for the node.
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Figure 3.3: Typical work cycle of the EAWPSN.

The ESU is a low-cost and low-volume ceramic capacitor Cstor. Fig. 3.3 shows

the typical work cycle of the EAWPSN. Each active phase follows cyclically after

the harvesting phase. During the harvesting phase, the voltage Vstor reaches a defined

voltage threshold value VH, which corresponds to the highest level of energy harvested

in the capacitor Cstor. In the active phase, as the power consumption of the EAWPSN

(in the order of tens of milliwatt) is much greater than the power provided by the

EHU (in the order of tens of microwatts), the voltage Vstor drops steeply down to the

lowest voltage threshold VL. The value of the capacitor Cstor, calculated as in (3.1),

can store enough energy so that the voltage Vstor never drops below the lowest voltage

VL, while the system accomplishes the assigned tasks during the active phase. The

voltage VL is set to minimize the value of Cstor at the lowest possible voltage that

keeps the Microcontroller out of its reset state.
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𝐶𝑠𝑡𝑜𝑟 =
2 · 𝐸ℎ𝑎𝑟𝑣

𝑉 2
𝐻 − 𝑉 2

𝐿

(3.1)

In steady-state operation, the time tharv it takes the EAWPSN to harvest the

energy depends on the energy Eharv, the power generated by the harvester Pgeh, and

the quiescent power of the system Pq as in (3.2):

𝑡ℎ𝑎𝑟𝑣 =
𝐸ℎ𝑎𝑟𝑣

𝑃𝑔𝑒ℎ − 𝑃𝑞

(3.2)

tharv is digitally converted to the number of clock pulses Nharv counted by the timer

LPTIM that runs at the frequency fclk as in (3.3).

𝑡ℎ𝑎𝑟𝑣 =
𝑁ℎ𝑎𝑟𝑣

𝑓𝑐𝑙𝑘
(3.3)

It is worth noting that, as already described in La Rosa et al. [187], once the

parameters VH, VL and Cstor are fixed, the energy value Eharv during the harvesting

phase is constant. Therefore, the knowledge of Nharv provides the value of the power

Pgeh (3.4).

𝑃𝑔𝑒ℎ =
𝐸ℎ𝑎𝑟𝑣 · 𝑓𝑐𝑙𝑘
𝑁ℎ𝑎𝑟𝑣

+ 𝑃𝑞 (3.4)

In practical applications, for the system to be capable of harvesting energy, the

minimum power generated by the harvester Pgeh min must be greater than the quiescent

power Pq so that the condition in (3.5) must be satisfied.

𝑃𝑔𝑒ℎ 𝑚𝑖𝑛 ≫ 𝑃𝑞 (3.5)

3.3.2 System Design

The WSN proposed in this work exploits BLE for the low-energy system requirement

and the widespread compatibility of the protocol with commercially available IoT de-

vices such as computers, smartphones, and tablets. Specifically, the device used for

the radio system is the commercially available BlueNRG-2 provided by STMicroelec-

tronics, configured to send beacons at a transmission power of +8 dBm with a peak

current of ≈ 14 mA. It is worth noting that the Bluetooth standard requires beacon

emissions to be distant in time no less than 100 ms [211]. For this purpose, the EAW-

PSN uses a specific ultra-low-power timer LPTIM to measure the advertising time,
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implement the TDDC technique and assure a Bluetooth standard-compliant elapsed

timing between consecutive broadcast events.

The SECU is implemented with the off-the-shelf ultra-low-power Cortex-M0+ mi-

crocontroller from STMicroelectronics (STM32L031F4) [186]. During the harvesting

phase, the microcontroller is configured in stop mode with a quiescent current 𝐼𝑞 of

1 µA that results in a quiescent power 𝑃𝑞 of 2.5 µW. The device can supply external

devices, i.e., the BLE radio, the sensors, and the like, through a General Purpose

Input/Output (GPIO) capable of driving a maximum current of 10 mA. Depend-

ing on the target Smart Agriculture application of the device, several types of har-

vesters can be used. In this chapter, the harvester used was the commercially available

AM-1606C amorphous silicon photovoltaic cell provided by Panasonic, with an open-

circuit voltage of 3.7 V and capable of providing ≈ 10 µW at the defined optimal

operating point [212]. This photovoltaic cell offers several benefits, including the bi-

asing of the system with a minimum light intensity of 200 lux, as it provides a current

of 3 µA. Moreover, its small size (1.5 cm×1.5 cm) allows for easy integration into the

developed system requiring miniaturization.

The value of the capacitor 𝐶stor must ensure that during the energy-intensive active

phase, the voltage 𝑉stor doesn’t drop below the minimum bias voltage 𝑉dd min of the

used electronic devices, which for the off-the-shelf devices used, corresponds to a min-

imum voltage of 1.8 V. For the proposed device, a capacitor 𝐶stor of 440 µF provides

storage for 1.1 mJ of energy when 𝑉H = 3.0 V and 𝑉L = 2.0 V.

Several transducers and technologies are available that can be categorized by the

physical phenomenon for sensing pressure or applied force:

• Piezoelectric transducers use the generation of an electric potential whose value

is proportional to the applied mechanical stress on piezoelectric crystals [213],

• Electret-based transducers use dielectric materials possessing a permanent elec-

tric dipole exploiting the voltage variation from the deformation caused by ap-

plied stress [214],

• Piezoresistive transducers rely on the piezoresistive effect, which causes a change

in the electrical resistance of a material under mechanical stress [215].

Piezoelectric and Electret-based transducers require an amplifier, adding to the cost

and power consumption of the EAWPSN. Piezoresistive sensors are cheap, widely used,

and their value can be sensed via an ADC and a test resistor [216]. The EAWPSN

embeds the piezoresistive transducer described in Section 3.3.3.
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3.3.3 Description of the piezoresistive sensor

Piezoresistive polymers are a type of material that exhibit changes in electrical resis-

tance when under mechanical stress. These polymers are flexible, inexpensive, and re-

liable, which makes them an excellent choice for monitoring pressure distribution [217].

These polymers are used in a wide range of applications, including the design of flexible

IoT sensors [218, 219] and in mechatronic and biomedical devices [220].

The piezoresistive effect is responsible for the changes in electrical resistivity ob-

served in these materials when subjected to mechanical stress. This effect is illustrated

in Fig. 3.4, which shows that, by applying a compressive force, the distance between

charged particles inside the piezoresistive film decreases, thereby increasing the num-

ber of conductive paths and resulting in lower resistivity.

Piezoresistive sensors can be fabricated utilizing different materials, such as Velo-

stat® [221], a polymer composite of polyethylene impregnated with carbon black.

Table 3.1 provides a summary of the physical properties of the material used in the

manufacture of these sensors.

∆𝑳

𝐑𝐩𝐫𝐞𝐬𝐬𝐮𝐫𝐞𝛀𝛀𝐑𝟎

𝑷𝒓𝒆𝒔𝒔𝒖𝒓𝒆
𝑬𝒍𝒆𝒄𝒕𝒓𝒐𝒅𝒆

𝑪𝒐𝒏𝒅𝒖𝒄𝒕𝒐𝒓	𝒑𝒂𝒓𝒕𝒊𝒄𝒍𝒆𝒔

Figure 3.4: Schematic illustration of piezoresistivity, and the effect of the applied
pressure tends to change the particles distances. With 𝑅𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 < 𝑅0

Table 3.1: Selected mechanical and electrical properties.

Technical specifications
Thickness 0.1 mm

Size 4.2 cm × 2.6 cm
Temperature Limits -45°C to 65°C (-50°F to 150°F)

Volume fraction of carbon particles 0.2873
Diameter of carbon particles 500 nm

Volume Resistivity ≤500 Ω·cm
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The model proposes the use of multilayer piezoresistive sensor, as shown in Fig

3.5. These sensors consist of six layers of Velostat, each with a thickness of 0.1 mm.

The layers are arranged in series using an Anisotropic Conductive Film (ACF) [222]

adhesive to bond them together. Copper tapes, 0.065 mm thick, are positioned above

and below the Velostat without any adhesive, serving as electrodes. In order to opti-

mize the compatibility of the piezoresistive sensor with conditioning electronics, two

layers of adhesive insulators (polyimide), each 0.076 mm thick, are applied above and

below the electrodes for environmental protection and sensor assembly consolidation.

This enhances the resistance value of the sensor, according to [216], research sug-

gests that multilayer sensors utilizing ACF adhesive exhibit superior sensitivity com-

pared to those lacking ACF.

Insulator (Polymide)

Electrode (Copper)

Velostat

Anisotropic 
Conductive Film (ACF)

Figure 3.5: Multilayer sandwich structure with the ACF adhesive between the piezore-
sistive layers.

ACF is an electrically anisotropic, conductive pressure-sensitive adhesive tape in-

fused with silver particles that enables interconnection through the adhesive thickness

(z-axis) between substrates. Contact between the adhesive and Velostat is established

by applying finger pressure at 15 psi (0.10 MPa).

In this context, the use of ACF ensures continuous electrical contact, even without

pressure, facilitating higher resistance, which is advantageous for electronic integra-

tion.

3.4 Resistive sensing technique

3.4.1 System Setup

The sensing of the resistance 𝑅 is performed through several methods and techniques.

Most of these techniques typically require an (Analog to Digital Converter) ADC, a

conditioning circuit, or a separate discrete device, which implies an extra, typically

significant amount of energy to account for the sensing activity. In this work, the
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EAWPSN computes the resistance 𝑅, using the TDDC technique that measures the

discharge time tm of the voltage Vstor across the capacitor Cstor through the resistor

𝑅 between two voltage thresholds VH and VL,R with VH > VL,R.

Fig. 3.6 shows the block diagram of the EAWPSN. The resistor 𝑅 to measure is

connected to the microcontroller directly through the GPIO1. Similarly, two calibra-

tion resistors Rcal1 and Rcal2 are respectively connected through GPIO2 and GPIO3

to cyclically calibrate the system and ensure the reliability and accuracy of the mea-

surements.

Microcontroller
BLE
radio

GPIO1

System and Energy 
Control Unit

Resistive sensing

I2C

VR

Cstor

Energy 
Storage Unit

Vstor

VBLE

R

Energy 
Harvesting 

Unit

GPIO2

Rcal1

Vcal1

GPIO3

Rcal2

Vcal2

Figure 3.6: Block diagram of the resistance measurement system.

Referring to Fig. 3.7, during the measurement phase, the resistor 𝑅 is connected

to the voltage Vstor through GPIO1 so that the voltage VR through the resistor 𝑅 is

equal to the voltage Vstor.

This cause the capacitor Cstor to discharge through the resistor 𝑅 and the voltage

Vstor drops exponentially with the time constant 𝜏 = R · Cstor. Therefore, the resis-

tance 𝑅 can be indirectly calculated from the time tm needed to discharge the storage

capacitor Cstor by exploiting the fact that its value is known and static. The voltage

Vstor varies between two defined voltage thresholds, the high voltage threshold VH and

the low threshold voltage VL,R.

In addition to being inherently low-power, this approach translates into minimal

use of hardware resources and system simplicity as it takes advantage of the internal

hardware peripherals of the microcontroller, i.e., PVD (Programmable Voltage Detec-

tor) and LPTIM (Low-Power Timer), which are already required to monitor the Vstor

voltage during the energy harvesting stage and just one additional GPIO per each
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measured resistor. This approach has the relevant advantage of leading to the use of

simplified and low-cost microcontrollers.

Another advantage of this method is that the energy Emeas used per each measure,

given by (3.6), is constant. The voltage thresholds 𝑉𝐻 and VL,R are defined simply via

the PVD with on-the-fly configurable voltage values in the range from 2.0 V to 3.2 V

with programmable discrete steps of 200 mV [186].

Emeas represents the energy required to perform the measurement, and it is lower

than Eharv since the latter is necessary to complete a BLE transmission. As a result,

VL,R is usually higher than VL.

It is worth noting the dual use of the storage capacitor Cstor that is simultaneously

used as a storage device to harvest the energy and as a measurement device in the

measurement process of the resistor 𝑅.

𝐸𝑚𝑒𝑎𝑠 =
1

2
· 𝐶𝑠𝑡𝑜𝑟 ·

(︀
𝑉 2
𝐻 − 𝑉 2

𝐿,𝑅

)︀
(3.6)

The measurement of the time 𝑡𝑚 is executed as follows:

1. The system wakes up from the harvesting phase, i.e., (Vstor = VH),

2. The LPTIM clock is configured to run at the highest frequency to maximize the

measurement resolution and accuracy,

3. The signal VR is connected to Vstor through the GPIO1,

4. The Microcontroller monitors the value of the voltage Vstor through the PVD,

5. The value of tm is digitally converted in the number of clock pulses Nm through

the timer LPTIM,

6. The value of Nm is recorded when the threshold VL,R is reached,

7. The signal VR is disconnected from Vstor through GPIO1,

8. The MCU enters in Stop Mode, i.e., in the energy harvesting phase.

Equation (3.7) evaluates the power balance of the system:

𝑃𝑔𝑒ℎ + 𝑃𝐶𝑠𝑡𝑜𝑟 = 𝑃𝑅 + 𝑃𝑞 (3.7)

PR and PCstor are respectively the power dissipated through 𝑅 and the power

flowing through Cstor.
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Figure 3.7: Vstor and VR evolution during the resistor measurement phase.

As shown already in (3.5) the quiescent power Pq is negligible with respect to Pgeh,

so that (3.7) can be approximated as in (3.8).

𝑃𝑔𝑒ℎ + 𝑃𝐶𝑠𝑡𝑜𝑟 ≈ 𝑃𝑅 (3.8)

In practical cases, the voltage 𝑉𝑠𝑡𝑜𝑟 is nearly constant as the EAWPSN is designed

so that Vstor varies between the two values VH and VL,R which differ for a couple

of hundred millivolts. Therefore, Pgeh can be considered invariant with Vstor leading

to (3.9).

𝑃𝑔𝑒ℎ − 𝐶𝑠𝑡𝑜𝑟 · 𝑉𝑠𝑡𝑜𝑟(𝑡) ·
𝑑𝑉𝑠𝑡𝑜𝑟(𝑡)

𝑑𝑡
=
𝑉 2
𝑠𝑡𝑜𝑟(𝑡)

𝑅
(3.9)

Solving (3.9), and imposing the initial condition Vstor(0) = VH, the voltage Vstor(t)

is given by (3.10):

𝑉𝑠𝑡𝑜𝑟(𝑡) =
√︁
(𝑉 2

𝐻 −𝑅 · 𝑃𝑔𝑒ℎ) · 𝑒−2𝑡/𝑅𝐶𝑠𝑡𝑜𝑟 +𝑅 · 𝑃𝑔𝑒ℎ (3.10)

The system is designed so that the voltage Vstor drops from the voltage VH to the

voltage VL,R within the time tm. Therefore, by imposing the condition Vstor(tm) = VL,R

in (3.10), the time tm is given by (3.11):

𝑡𝑚 =
𝑅 · 𝐶𝑠𝑡𝑜𝑟

2
· ln

(︃
𝑉 2
𝐻 −𝑅 · 𝑃𝑔𝑒ℎ

𝑉 2
𝐿,𝑅 −𝑅 · 𝑃𝑔𝑒ℎ

)︃
(3.11)
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Equation (3.11) cannot be easily inverted to calculate the value of 𝑅 and must be

solved numerically. Therefore, this equation can not be used on the EAWPSN, and 𝑅

can only be calculated remotely at the BS.

Equation (3.11) can be simplified to the linear (3.12) when the applicative condition

of (3.13) is met.

𝑡𝑚 ≈ 𝑅 · 𝐶𝑠𝑡𝑜𝑟 · ln

(︂
𝑉𝐻
𝑉𝐿,𝑅

)︂
(3.12)

𝑉 2
𝐿,𝑅 ≫ 𝑃𝑔𝑒ℎ ·𝑅 (3.13)

Given the currently available power from the harvester, the condition from (3.13)

defines the maximum range of validity for (3.12), as in (3.14). Therefore, the condition

in (3.5) de facto defines the maximum measurable value of 𝑅 as in (3.15).

𝑅 ≪
𝑉 2
𝐿,𝑅

𝑃𝑔𝑒ℎ

(3.14)

𝑅𝑚𝑎𝑥 ≪
𝑉 2
𝐿,𝑅

𝑃𝑔𝑒ℎ 𝑚𝑖𝑛

(3.15)

Equation (3.15) reveals that to maximize Rmax, VL,R must be maximized and set

at the highest possible value, as in (3.16).

𝑉𝐿,𝑅 ≈ 𝑉𝐻 (3.16)

By defining Vavg and VΔV as in (3.17) and (3.18) respectively

𝑉𝑎𝑣𝑔 =
𝑉𝐻 + 𝑉𝐿,𝑅

2
(3.17)

𝑉Δ𝑉 = 𝑉𝐻 − 𝑉𝐿,𝑅 (3.18)

VH and VL,R can be calculated as in (3.19) and (3.20).

𝑉𝐻 =
𝑉𝐻 + 𝑉𝐿,𝑅

2
+
𝑉𝐻 − 𝑉𝐿,𝑅

2
= 𝑉𝑎𝑣𝑔 +

𝑉Δ𝑉

2
(3.19)

𝑉𝐿,𝑅 =
𝑉𝐻 + 𝑉𝐿,𝑅

2
− 𝑉𝐻 − 𝑉𝐿,𝑅

2
= 𝑉𝑎𝑣𝑔 −

𝑉Δ𝑉

2
(3.20)

Combining (3.11), (3.19) and (3.20) leads to (3.21).



3.4 Resistive sensing technique 67

𝑡𝑚 ≈ 𝑅 · 𝐶𝑠𝑡𝑜𝑟 · ln

(︃
1 + 𝑉Δ𝑉

2·𝑉𝑎𝑣𝑔

1 − 𝑉Δ𝑉

2·𝑉𝑎𝑣𝑔

)︃
, (3.21)

The condition expressed in (3.16) implies that VΔV/Vavg < 1 that allows to further

simplify (3.21) as in (3.22).

𝑡𝑚 ≈ 2 ·𝑅 · 𝐶𝑠𝑡𝑜𝑟 ·
𝑉𝐻 − 𝑉𝐿,𝑅
𝑉𝐻 + 𝑉𝐿,𝑅

(3.22)

Equation (3.22) can be inverted, and the value of 𝑅 can be calculated also by the

EAWPSN by simply applying (3.23).

𝑅 ≈ 1

2 · 𝐶𝑠𝑡𝑜𝑟

· 𝑉𝐻 + 𝑉𝐿,𝑅
𝑉𝐻 − 𝑉𝐿,𝑅

· 𝑡𝑚 (3.23)

tm is digitally converted to the number of clock pulses Nm counted by the timer

LPTIM that runs at the frequency fclk as in (3.24).

𝑡𝑚 =
𝑁𝑚

𝑓𝑐𝑙𝑘
(3.24)

From (3.23) and (3.24) derives the value of 𝑅 in terms of the number of pulses

counted by the timer LPTIM as in (3.25).

𝑅 ≈ 1

2 · 𝐶𝑠𝑡𝑜𝑟 · 𝑓𝑐𝑙𝑘
· 𝑉𝐻 + 𝑉𝐿,𝑅
𝑉𝐻 − 𝑉𝐿,𝑅

·𝑁𝑚 (3.25)

Equation (3.25) shows that the minimum measurable resistance, i.e., the Limit of

Detection (LoD) of the measurament system is given by (3.26)

𝑅𝑚𝑖𝑛 ≫ 1

𝐶𝑠𝑡𝑜𝑟 · 𝑓𝑐𝑙𝑘
· 𝑉𝐻 + 𝑉𝐿,𝑅
𝑉𝐻 − 𝑉𝐿,𝑅

(3.26)

Even if (3.25), in the measurement interval from Rmin to Rmax, can supply an

accurate approximation in the considered measurement system, it cannot yet provide

sufficiently precise results. Indeed, especially to evaluate low values of 𝑅, i.e., close

to Rmin, it is necessary to take into account the value of the resistor of GPIO1 that

connects Cstor to 𝑅. Therefore, two main factors can influence the accuracy of 𝑅, i.e.,

the variation of the slope SR, whose nominal value is given in (3.28), and the intercept

R0 of the function 𝑅 vs Nm shown in Fig. 3.8 and represented by (3.27).

𝑅 = 𝑅0 + 𝑆𝑅 ·𝑁𝑚 (3.27)
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Where the nominal value of SR is given by (3.28).

𝑆𝑅 =
1

2 · 𝐶𝑠𝑡𝑜𝑟 · 𝑓𝑐𝑙𝑘
· 𝑉𝐻 + 𝑉𝐿,𝑅
𝑉𝐻 − 𝑉𝐿,𝑅

(3.28)

Nm

R

Rcal1

Rmax

Rcal2

R0

Rmin

Ncal1 Ncal2
0

NmaxNmin

Figure 3.8: 𝑅 vs 𝑁𝑚

𝑅 varies from its nominal value due to the manufacturing variations and tolerances

from the nominal values of the parameters Cstor, VH, VL,R, and fclk and (3.29) shows

how the value of 𝑅 deviates from its nominal value by 𝑑𝑅 given in (3.30).

𝑅± 𝑑𝑅 = 𝑅0 + 𝑆𝑅 ·𝑁𝑚 (3.29)

𝑑𝑅 = 𝑑𝑆𝑅 ·𝑁𝑚 (3.30)

Where dSR is expressed in terms of the relative variations of Cstor, fclk, VH and

VL,R by (3.31).

𝑑𝑆𝑅 =
𝜕𝑆𝑅

𝜕𝐶𝑠𝑡𝑜𝑟
· 𝑑𝐶𝑠𝑡𝑜𝑟 +

𝜕𝑆𝑅

𝜕𝑓𝑐𝑙𝑘
· 𝑑𝑓𝑐𝑙𝑘 +

𝜕𝑆𝑅

𝜕𝑉𝐻
· 𝑑𝑉𝐻 +

𝜕𝑆𝑅

𝜕𝑉𝐿,𝑅
· 𝑑𝑉𝐿,𝑅 (3.31)

By combining (3.29) and (3.30), 𝑅 can be expressed as in (3.32).

𝑅 = 𝑅0 + 𝑆𝑅 ·
(︂

1 ∓ 𝑑𝑆𝑅

𝑆𝑅

)︂
·𝑁𝑚 (3.32)

By defining 𝛼 as in (3.33), a more accurate equation for the measurement of 𝑅 is

given by (3.34).

𝛼 = 1 ∓ 𝑑𝑆𝑅

𝑆𝑅

(3.33)



3.4 Resistive sensing technique 69

𝑅 = 𝑅0 + 𝛼 · 𝑆𝑅 ·𝑁𝑚 (3.34)

Finally, (3.35) represents the sensitivity of SR. Interestingly, it provides design

insight for achieving the best accuracy of 𝑅, indicating the need to select a capaci-

tor Cstor with sufficient accuracy, maximize fclk, and suggest maximizing the voltage

difference between VH and VL,R. This last condition contradicts the one previously ex-

pressed in (3.16) and highlights how the optimal choice of VL,R results from balancing

the measurement range and the desired accuracy.

𝑑𝑆𝑅

𝑆𝑅
= −𝑑𝐶𝑠𝑡𝑜𝑟

𝐶𝑠𝑡𝑜𝑟
− 𝑑𝑓𝑐𝑙𝑘

𝑓𝑐𝑙𝑘
−

2 · 𝑉𝐿,𝑅

𝑉 2
𝐻 − 𝑉 2

𝐿,𝑅

· 𝑑𝑉𝐻 +
2 · 𝑉𝐻

𝑉 2
𝐻 − 𝑉 2

𝐿,𝑅

· 𝑑𝑉𝐿,𝑅 (3.35)

3.4.2 System Calibration

The calibration procedure to derive the parameters R0 and 𝛼 of (3.34) is performed

as described in the following steps:

1. Through the GPIO2 the MCU connects the capacitor Cstor to a known calibration

resistor Rcal1 (Rmin < Rcal1 < Rmax), as shown in Fig. 3.6,

2. The MCU counts the numbers of pulses 𝑁𝑐𝑎𝑙1 related to the time tcal1 elapsed to

discharge Cstor through Rcal1,

3. Through the GPIO3 the MCU connects the capacitor Cstor to a known calibration

resistor Rcal2 (Rmin < Rcal2 < Rmax and Rcal1 < Rcal2), as shown in Fig. 3.6,

4. The MCU counts the numbers of pulses Ncal2 related to the time tcal2 elapsed to

discharge Cstor through Rcal2.

Once recorded Ncal1 and Ncal2, the parameters 𝛼 and R0 are provided in (3.37)

and (3.38) respectively as the unique solution of the system of equations (3.36).{︃
𝑅𝑐𝑎𝑙1 = 𝑅0 + 𝛼 · 𝑆𝑅 ·𝑁𝑐𝑎𝑙1

𝑅𝑐𝑎𝑙2 = 𝑅0 + 𝛼 · 𝑆𝑅 ·𝑁𝑐𝑎𝑙2

(3.36)

𝛼 =
1

𝑆𝑅

· 𝑅𝑐𝑎𝑙2 −𝑅𝑐𝑎𝑙1

𝑁𝑐𝑎𝑙2 −𝑁𝑐𝑎𝑙1

(3.37)

𝑅0 =
𝑅𝑐𝑎𝑙1 ·𝑁𝑐𝑎𝑙2 −𝑅𝑐𝑎𝑙2 ·𝑁𝑐𝑎𝑙1

𝑁𝑐𝑎𝑙2 −𝑁𝑐𝑎𝑙1

(3.38)
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3.5 Measurement Setup and Experimental results

LED Power Supply

Light-Box

Battery-Free Sensor

Piezoresistive Element

Oscilloscope

Programmable Resistance Box

Figure 3.9: Experimental setup.

3.5.1 System validation

Several tests were conducted to measure the electrical resistance of the piezoresistive

sensor in the EAWPSN, as explained in section 3.5.2. Figure 3.9 shows the experimen-

tal setup and highlights its most important parts. Additionally, the energy harvester

and an LED, used as a light source, were contained within the light-box to achieve a

controlled and repeatable light environment. The measurement data were simultane-

ously captured via Bluetooth using a computer connected to a remote BS and directly

probing the signals 𝑉𝑅 and 𝑉𝑠𝑡𝑜𝑟 on the EAWPSN using an oscilloscope. The TDDC

resistance measurement technique was initially tested and calibrated with various resis-

tance values using the PRS-330 Precision Programmable Resistance Box [223]. Later,

the piezoresistive sensor was connected to the system and measured with different

masses, as shown in subsection 3.5.2.

Fig. 3.10 shows the evolutions of 𝑉𝑠𝑡𝑜𝑟 and 𝑉𝑅 during two reading cycles of time 𝑡𝑚

for two sample resistance values: 0.4 kΩ, 6 kΩ. These two values were chosen because

they belong to the range of resistance values obtained from piezoresistive sensor during
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Figure 3.10: Evolution of the voltage Vstor and VR vs. time, during the time readings
tm for two different sample resistance values: (a) 0.4 𝑘Ω, (b) 6 𝑘Ω.

static characterization. In this case, the measured times 𝑡𝑚 were respectively 13.5 ms

for 0.4 kΩ (Fig. 3.10a) and 200 ms for 6 kΩ (Fig. 3.10b). These results were obtained

when the harvester was subjected to a controlled lighting condition with a luminous

power of 1900 lux, along with the setup parameters summarized in Table 3.2. Under

these conditions, the operating range of the EAWPSN is between 40 Ω and about 15 kΩ

according to formulas 3.26 and 3.14. In particular, when substituting the parameters

from Table 3.2 in 3.26, an approximate value of 1.2 Ω is obtained. As a result, the

value 𝑅𝑚𝑖𝑛 = 40 Ω is selected to ensure strict compliance with the inequality (3.26).

Furthermore, this value represents the Limit of Detection (LoD) of the EAWPSN.
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Table 3.2:
Setup parameters

Parameter Value
𝐶𝑠𝑡𝑜𝑟 440𝜇F
𝑉𝐻 3.15 V
𝑉𝐿 2.00 V
𝑉𝐿,𝑅 2.85 V
𝑓𝑐𝑙𝑘 37 kHz
𝑃𝑔𝑒ℎ 1 mW

Light Intensity 1900 lux

Table 3.3:
Calibration parameters

Parameter Value
𝑅𝑐𝑎𝑙1 400 Ω
𝑅𝑐𝑎𝑙2 10000 Ω
𝑡𝑚,𝑐𝑎𝑙1 13.5 ms
𝑡𝑚,𝑐𝑎𝑙2 351 ms
𝑁𝑐𝑎𝑙1 499
𝑁𝑐𝑎𝑙2 12980
𝛼 1.25
𝑅0 16.36 Ω
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Figure 3.11: Resistance values as a function of the number of clock pulses.

The table 3.4 compares the reference resistance values and those calculated by

EAWPSN using the linear approximation as a function of digital time 𝑡𝑚 before and

after calibration. The relative error (𝑅 𝑒𝑟𝑟𝑜𝑟) on the resistance estimation was calcu-

lated using (3.39).

𝑅𝑒𝑟𝑟𝑜𝑟(%) = 100 · 𝑅−𝑅𝑟𝑒𝑓

𝑅
(3.39)

Table 3.4 also displays the number of clock pulses 𝑁𝑚 counted by the LPTIM

timer to obtain the measured digital time 𝑡𝑚. According to the findings, WSN read-

ing accuracy is significantly improved by calibration. Before calibration, percentage

errors were considerable, with values as high as 43 %. After calibration, the percent-

age errors notably decrease, with 95 % of values falling below 10 %. This affirms that

calibration enhances the accuracy of WSN. The results demonstrate the importance
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Table 3.4: Comparison between the reference resistance values and those calculated
by the WSN through linear approximation as a function of digital time 𝑡𝑚, before and
after calibration.

Pre-calibration Post-calibration
𝑅𝑟𝑒𝑓 (Ω) 𝑡𝑚 (𝑚𝑠) 𝑁𝑚 𝑅 (Ω) 𝑅 𝑒𝑟𝑟𝑜𝑟 (%) 𝑅 (Ω) 𝑅 𝑒𝑟𝑟𝑜𝑟 (%)

40 1.0 37 22.7 43.2 101.6 -11.9
100 3.0 111 68.2 31.8 379.5 -1.6
363 12.8 473 290.5 19.96 399.5 -4.6
400 13.5 499 306.5 23.37 417.9 0.1
430 14.2 523 321.2 25.29 439.4 2.8
455 14.9 551 338.4 25.62 473.2 3.4
494 16.1 595 365.5 26.02 510.1 4.2
539 17.4 643 395.0 26.72 564.6 5.4
602 19.3 714 438.6 27.15 663.6 6.2
715 22.8 843 517.8 27.58 760.4 7.2
828 26.2 969 595.2 28.11 797.2 8.2
871 27.5 1017 624.7 28.28 910.9 8.5
1000 31.5 1165 715.6 28.44 1123.6 8.9
1250 39.0 1442 885.8 29.14 1345.4 10.1
1505 46.8 1731 1063.3 29.35 1558.9 10.6
1750 54.3 2009 1234.0 29.48 1791.5 10.9
2010 62.5 2312 1420.2 29.35 2765.9 10.9
3075 96.8 3581 2199.6 28.47 3913.8 10.1
4300 137.2 5076 3117.9 27.49 5755.0 8.98
6155 202.0 7474 4590.9 25.41 8271.9 6.5
8500 290.6 10752 6604.4 22.3 9988.0 2.7
10000 351.0 12987 7977.3 20.23 11351.6 0.12
11150 399.0 14763 9068.2 18.67 13681.1 -1.81
13000 481.0 17797 10931.8 15.91 16380.0 -5.24
15500 576.0 21312 13090.9 15.54 16380.0 -5.68

of this calibration process in achieving more reliable and accurate TDDC conversions.

This phenomenon is evident in Fig. 3.11, which compares the resistance values mea-

sured using the TDDC technique before and after calibration with reference values

(black line). In particular, it emerges that, in the absence of calibration (red line), the

TDDC technique tends to underestimate the resistance values, while when calibration

is applied (blue line), the R values are very close to the reference values. Furthermore,

in Fig. 3.11, it is possible to observe and appreciate the linearity of the sensor through

its correlation with the number of pulses (𝑁𝑚) counted by the LPTIM timer. Fig. 3.12

displays the percentage error of the proposed TDDC technique, representing the error

in the WSN’s operating range between the estimated resistance value to the BS and

the reference resistance values connected to the EAWPSN.
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Figure 3.12: Percentage error in resistance estimation within the operational range of
the EAWPSN.
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Figure 3.13: Static characterization of multilayer sensors with the ACF adhesive (error
bars representing min and max).

3.5.2 Static characterization of the piezoresistive sensor

To obtain a static characterization of the relationship between resistance (R) and force

(F) for the piezoresistive material, we performed the following procedure on the sensor:

• Connected the piezoresistive sensor to the Digital Multimeter M-3650, which has

an accuracy of ±0.5 % of the reading + 3 digits.

• Mechanically loaded the piezoresistive sensor with a test mass.
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Figure 3.14: Conductance as a function of the force applied to the piezoresistive sensor.
Black line is the best linear fit.

• Let the system rest for 4 min to allow any transient effect to dissipate.

• Measured the resistance value and plotted it versus the applied force.

We repeated the procedure for various test masses ranging from 15 grams to ap-

proximately 5 kilograms, and we calculated the dispersion and mean values, as shown

in Fig. 3.13. The system showed lower accuracy when the weakest force was applied

because, in this condition, the piezoresistive sensor is mechanically less stable, and

specifically for this condition, the standard deviation was 0.70 kΩ, and the average
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measured resistance value was 15.5 kΩ. However, the standard deviation decreased

to 10 Ω for an applied force of 1.22 N and dropped further to a few ohms when the

applied force exceeded 3 N. The minimum measured resistance value was 363 Ω with

a standard deviation of only 3.78 Ω when a force of 48 N was applied to the sensor.

In addition to analyzing resistance values, the data were also explored in terms of

conductance (𝐺) to provide further insight into the static behavior of the piezoresistive

sensor. In particular, this analysis revealed a limit of detection (LoD) in terms of

conductance equal to 64 𝜇 S and a linear relationship between conductance values

and the applied force (𝐹 ). Furthermore, two regions with different sensitivities were

identified. Specifically, for forces lower than 10 N, the sensitivity (𝑑𝐺/𝑑𝐹 ) was found

to be 0.194 mS/N (Fig. 3.14a); while for forces greater than 10 N, 𝑑𝐺/𝑑𝐹 was equal

to 0.02 mS/N (Fig. 3.14b).

3.5.3 Force-to-time-to-digital conversion results

This section presents the experimental results of the WSN readout based on force-

to-time-to-digital conversion. Fig. 3.15 shows the relationship between the number

of pulses counted (𝑁𝑚) by the LPTIM using the TDDC technique and the different

applied forces. Observations indicate that the curve has a monotonic trend, which

allows for a linear approximation.
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Figure 3.15: Experimental measurements of 𝑁𝑚 vs applied force (log scale).

Since 𝑁𝑚 and applied forces are inversely proportional, to further explore the

linearity of the force-to-time-digital conversion method and understand the WSN’s

sensitivity, it is interesting to observe the relationships between 1/𝑁𝑚 and the applied

forces, as depicted in Fig. 3.16. The analysis of the results revealed three distinct
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sensitivities in the relationship between 1/𝑁𝑚 and 𝐹 . As a result, the experimental

measurement interval of applied forces, which spans from 0.25 N to 48.07 N, is divided

into three sub-intervals characterized by the following linear relationships between

force and 1/𝑁𝑚.

𝐹 =
3.957 · 103

𝑁𝑚

− 0.048 with𝐹 ∈ [0.25 N − 2.55 N] (3.40)

𝐹 =
8.767 · 103

𝑁𝑚

− 4.005 with𝐹 ∈ [2.55 N − 13.0 N] (3.41)

𝐹 =
1.156 · 105

𝑁𝑚

− 195.3 with𝐹 ∈ [13.0 N − 48.07 N] (3.42)
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Figure 3.16: Experimental results of 1/𝑁𝑚 vs applied force and its linear fits before
(red line) and after calibration (blue line).
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Table 3.5: Comparison of reference forces and experimental results of the force-time-
digital conversion method.

Pre-calibration Post-calibration
𝐹𝑟𝑒𝑓 (N) 𝑡𝑚 (𝑚𝑠) 𝑁𝑚 𝐹 (N) 𝐹𝑒𝑟𝑟𝑜𝑟 (%) 𝐹 (N) 𝐹𝑒𝑟𝑟𝑜𝑟 (%)
0.25 399.0 14763 0.22 -13.6 0.25 0.0
0.30 351.0 12987 0.26 -15.4 0.28 -7.1
0.34 290.6 10752 0.32 -6.3 0.33 -3.0
0.72 131.2 4854 0.77 6.5 0.69 -4.3
1.03 90.8 3359 1.13 8.8 0.98 -5.1
1.37 63.5 2349 1.64 16.5 1.38 0.7
1.61 54.3 2009 1.92 16.1 1.61 0.0
2.01 46.8 1731 2.24 10.3 1.86 -8.1
2.45 38.0 1406 2.77 11.6 2.29 -7.0
2.98 31.9 1180 3.43 13.1 2.98 0.0
3.97 27.5 1017 4.62 14.1 4.28 7.2
4.46 26.2 969 5.04 11.5 4.75 6.1
5.89 22.8 843 6.40 8.0 6.22 5.3
7.85 19.3 714 8.28 5.2 8.28 5.2
9.81 17.4 643 9.63 -1.9 9.76 -0.5
10.72 16.3 604 10.51 -2.0 10.72 0.0
12.45 15.9 588 10.91 -14.1 11.15 -11.7
16.67 14.9 551 14.53 -14.7 16.67 0.0
22.54 14.4 534 21.21 -6.3 22.44 -0.4
28.45 14.2 525 24.93 -14.1 25.64 -10.0
34.33 13.5 499 36.40 5.7 35.55 3.4
39.29 12.9 479 46.08 14.7 43.91 10.5
46.11 12.8 474 48.62 5.2 46.11 0.0
48.10 12.7 469 51.22 6.1 48.35 0.5

Table 3.5 compares the reference forces (𝐹𝑟𝑒𝑓 ) with the results obtained by force-

time-digital conversion before and after calibration. The data provided include the

measured time (𝑡𝑚), the number of pulses counted (𝑁𝑚), the force calculated from the

empirical relations (𝐹 ) in Newtons and the percentage error (𝐹𝑒𝑟𝑟𝑜𝑟) concerning the

reference force. Some results before calibration, for example, those associated with

forces around 1.37 N and 3.97 N, displayed low accuracy, with percentage errors ex-

ceeding 14%. The low accuracy observed for specific applied forces suggested the need

for calibration. Consequently, the same calibration technique used for the resistance

measurement was applied to the force estimation using the three linear regression

equations. The empirically derived linear relationships in the three force sub-intervals

can be expressed in the following form: 𝐹 = 𝐹0 + 𝛼𝐹 ·𝑆𝐹

𝑁𝑚
; where 𝑆𝐹 was equal to 3957,

8767, and 1.156 · 105 for 3.40, 3.41, and 3.42 respectively. To perform the calibration,
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reference force pairs were selected in the three sub-intervals. Finally, for each value of

reference force (highlighted in bold in Table 3.5), the associated 𝑁𝑚 were measured

to calculate 𝛼𝐹 and 𝐹0 as follows.

𝛼𝐹 =
𝑁𝑐𝑎𝑙1 ·𝑁𝑐𝑎𝑙2

𝑆𝐹

· 𝐹𝑐𝑎𝑙2 − 𝐹𝑐𝑎𝑙1

𝑁𝑐𝑎𝑙1 −𝑁𝑐𝑎𝑙2

(3.43)

𝐹0 =
𝐹𝑐𝑎𝑙1𝑁𝑐𝑎𝑙1 − 𝐹𝑐𝑎𝑙2𝑁𝑐𝑎𝑙2

𝑁𝑐𝑎𝑙1 −𝑁𝑐𝑎𝑙2

(3.44)

The results suggest that calibration is required to ensure high accuracy of the

TDDC method over a wide range of forces. Indeed, after the calibration, the percent-

age errors decrease, with many values below 10%.

3.6 Piezoresistive sensors for Smart Agriculture Ap-

plications

This section briefly discusses some applications of piezoresistive sensors in agriculture

found in the literature and also provides an idea for strain measurements based on a

piezoresistive element for structural monitoring in agriculture scenarios.

The work [202] presented a wireless sensor system for piezoresistive-based soil

moisture measurement for precise irrigation scheduling in tomato and chrysanthemum

fields. The developed sensor was compared with values obtained from a soil tensiome-

ter, an instrument used to measure soil matrix potential. The maximum coefficient

of determination (𝑅2) observed was 0.84 in tomato and 0.83 in chrysanthemum. Liu

et al. [203] proposed a method for easily and inexpensively modifying the interior of

corn stover pith with aqueous solutions to convert it into a piezoresistive material. In

this manner, the material exhibited a stable resistance change signal in the presence of

external pressure, and in particular, the resistance decreased with increasing pressure.

The study represents a green and sustainable solution to replace traditional sensors

with biobased materials obtained from agricultural waste.

Article [204] demonstrated the use of piezoresistive microcantilevers for soil nutrient

monitoring in precision agriculture. The sensor was capable of detecting nitrates,

potassium, and tributyltin chloride for phosphate detection. The presence of the

macronutrient caused the resistance of the microcantilever to change, and this change

in resistance was measured by highly sensitive electronics.

Paper [205] proposes a piezoresistive microcantilever capable of detecting low con-

centrations of pathogens in the early stages of infection, enabling early detection and
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thus saving crops. The developed sensor is highly sensitive for detecting the micro-

molar concentration of Ralstonia solanacearum antigen, a disease-causing bacterium

in tomatoes, potatoes, tobacco, ginger, eggplants, and bananas. By exploiting the

piezoresistive nature of the device, it is possible to indirectly determine the surface

stress-induced deflection caused by the pathogen. This deflection causes a resistance

change of 0.6% for the piezoresistor, which is measured using a 4-terminal config-

uration. However, the works reported in this subsection did not address solutions

from both the energy consumption and wireless technology perspectives. Whereas the

system described in this chapter is energy autonomous, battery-free, and the TDDC

resistance measurement technique can be employed in the agricultural use cases pre-

sented in the literature. Additionally, the EAWPSN can be used for diagnosing the

health status of agricultural structures and vehicles, such as barn sheds, greenhouses,

silos, tractors, etc. Indeed, agricultural facilities and equipment are susceptible to en-

vironmental degradation due to frequent exposure to water, strong wind, agricultural

chemicals and structural loading, so intelligent monitoring is necessary to mitigate sub-

sidence in agricultural facilities. Due to their ability to sense mechanical stress and

strain, piezoresistive sensors are used in a wide range of IoT applications for structural

monitoring, including automotive, industrial, construction, sports, and in agricultural

scenarios [215, 206]. However, compared with the state of the art, in this work we

introduce a sustainable IoT solution with wireless and battery-free communication. In

addition, experimental evidence (Figure 3.16) shows the strain measurements with the

TDDC technique. An ultra-low power measurement technique that employs only 396

microjoules of energy (from formula 3.6), which is ideal for large-scale, sustainable,

and maintenance-free monitoring in remote agricultural environments.

Moreover, the EAWPSN is capable of functioning in indoor environments, as it can

operate with a minimum ambient light intensity of 200 lux. For this reason, the cov-

erage distance of the sensor was evaluated in an indoor scenario, as shown in Fig.

3.17. In particular, the figure displays the values of the receiver signal strength (RSS)

obtained in our experiment and the logarithmic trend (dashed line). In this exper-

iment, a coverage of 64.2 meters was achieved, with the RSS at the last acquisition

point being above -80 dBm. Regarding the coverage of the BLE module in outdoor

environments, it maintains reliable communication with the BS within a maximum

coverage range of 160 meters in an environment characterized by foliage scattering,

as described in the study [182]. However, in the case of line-of-sight transmission, a

maximum coverage of 1 km is obtained with an RSSI of approximately −100 𝑑𝐵𝑚 and
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Figure 3.17: Received Signal Strength (RSS) in relation to the distance between the
EAWPSN and the base station for an indoor scenario.

a Packet Error Rate (PER) close to 0%, as described in the technical report of the

wireless module [224].

3.7 Summary

In this chapter, we have successfully developed and evaluated an energy-autonomous

wireless piezoresistive sensor with integrated Time Domain to Digital Conversion

(TDDC) capabilities. The proposed solution lays the foundation for widespread de-

ployment in mass-scale agricultural IoT scenarios. The WSN’s energy harvesting

system efficiently converts ambient light into electrical energy, enabling self-sustaining

and maintenance-free operation without needing an external power source, such as

batteries. The piezoresistive device showed high sensitivity and accuracy in strain

measurements, making it a reliable choice for various monitoring agricultural appli-

cations. The integration of TDDC proved to be very effective in reducing power

consumption, as it eliminated the need for power-hungry and costly analog-to-digital

converters. The time conversion into digital values enhanced the WSN’s energy ef-

ficiency and simplified the signal processing pipeline, resulting in a more compact

and cost-effective IoT design. The BLE wireless data transmission module supplied

seamless data transmission to a central Base Station (BS), making the WSN suit-

able for remote and inaccessible environments. The combination of energy autonomy

and wireless connectivity makes it an ideal solution for many agricultural applications,



82
Energy-Autonomous and Battery-Free Wireless Piezoresistive Sensors for Smart

Agriculture Applications

such as real-time structural health monitoring, and more, where continuous, long-term

data collection is crucial for proactive maintenance and fault detection. In conclusion,

the energy-autonomous wireless piezoresistive sensor with integrated TDDC capabili-

ties presented in this study has the potential to revolutionize the field of agricultural

sensing and enable new applications that were previously impossible due to power

constraints. Further research could explore optimization to expand the IoT sensor’s

capabilities and applications in wireless sensing and agriculture monitoring.



Chapter 4
Adaptive Algorithms for Battery-less
LoRa Sensors in Agricultural Settings

4.1 Overview

Ambient energy-powered sensors are becoming increasingly crucial for the Internet-

of-Things (IoT) sustainability in agriculture. In particular, battery-less sensors are

a cost-effective solution that requires no battery maintenance, lasts longer and has

greater weatherproofing properties due to the lack of a battery access panel. In this

chapter, adaptive transmission algorithms will be studied to enhance the performance

of battery-less IoT sensors based on the LoRa protocol. First, we characterize the de-

vice power consumption during sensor measurement and/or transmission events. Next,

we explore various rural agricultural scenarios and dynamically adjust key network

parameters, including inter-packet transmission time, data redundancy, and packet

size, to optimize device performance. We design appropriate capacity-based storage,

considering a renewable energy source (e.g., photovoltaic panel), and we analyze the

probability of energy failures by exploiting both theoretical models and real energy

traces. Finally, the results can be used as feedback to re-design the device with ap-

propriate energy storage and meet certain reliability constraints.

4.2 Introduction

The rise of the Internet-of-Things (IoT) demands for efficient and sustainable power

sources, and therefore ambient energy-powered sensors have attracted significant at-

tention due to their environmental and economic benefits. By capturing, converting,
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and storing energy from the immediate environment (such as solar radiation, thermal

gradients, and mechanical vibrations), autonomous sensors are opening new perspec-

tives in different fields, especially where power supply from the grid is absent, e.g., in

agriculture [225, 182]. Moreover, new battery-less sensors offer numerous advantages

compared to conventional alternatives, making them an attractive choice for IoT ap-

plications. Indeed, a battery-less design allows powering IoT devices with improved

cost-effectiveness, recyclability, longevity, and weatherproofing, due to the elimination

of batteries. Battery-less sensors find application in a wide range of IoT scenarios,

such as agriculture (e.g. soil monitoring systems), healthcare (e.g. wearable or intra-

body devices), and smart cities (e.g. solar-powered streetlights and traffic signals,

surveillance cameras, etc.). As IoT technologies are becoming increasingly integrated

into daily life, adopting battery-less sensors can significantly extend device lifespan,

reduce carbon footprints and contribute to a more environmentally conscious society.

In general, an energy-autonomous system combines energy harvesting (EH) equip-

ment with an energy storage system to ensure the continuity of the supply. The total

cost depends on the level of reliability required: a lower probability of failure results in

a higher cost. The device sensors and the data transmission system represent a vari-

able load whose supply must be provided by the harvesting and storage sub-system

[226], [227]. Indeed, the energy autonomy requirement implies the correct sizing and

management of these three components, i.e., sources, load, and storage. On the one

hand, the size of harvesting and storage cannot exceed certain limits (mainly due to

cost and size issues); on the other hand, it is necessary to avoid energy failures and

to ensure the transmission of sensor data [228]. Providing solutions to avoid the use

of batteries by harvesting energy from the environment would encourage the deploy-

ment of IoT devices. The design of battery-less systems is therefore a complex task

which includes the correct sizing of both the harvesting and of the storage systems

and the energy management optimization. Many energy sources can be considered in

the design: e.g., solar cells, vibration-based systems, thermoelectric, and solar ther-

moelectric methods [229].However, the highest power density (about 15 mW/cm2) is

provided by solar cells [230], and for this reason, in this chapter, we focus mainly

on this energy source, which is also ideal for smart agriculture. For energy storage,

rechargeable batteries or supercapacitors are usually adopted. Batteries offer a higher

energy density compared to supercapacitors; however, supercapacitors have very low

internal impedance, allowing higher current pulse without efficiency detrimental [231].

In the charge/discharge process, energy flows twice in the same circuit path of the

accumulator, and this consideration suggests moving toward low-impedance storage
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systems, such as super-capacitors, to improve the efficiency of the storage system.

Moreover, battery-less sensors are more cost-effective and recyclable, last longer, re-

quire no battery maintenance, and have greater weatherproofing due to the lack of a

battery access panel [232].

These benefits motivate the present work. However, there are still several prob-

lems and hurdles that must be tackled. For instance, energy harvesting power sources

with low and intermittent output, energy storage capacitors, wireless interference, and

intermittent random access transmissions can frequently cause power and/or commu-

nication failures.

In the literature, various energy-aware transmission algorithms have been proposed

to optimize the performance of battery-free IoT sensors [233–236]. Indeed, to maxi-

mize the efficiency and reliability of these sensors, adaptive transmission algorithms

play a crucial role [237, 238]. The aim is to balance energy consumption with commu-

nication requirements, considering parameters such as transmission power, data rate,

modulation scheme, and duty cycle [239, 240]. By adapting the data transmission to

the available energy and specific application needs, these algorithms improve the over-

all performance, reliability, and lifespan of battery-free IoT devices. For instance, in

[233], it is possible to observe the implementation of specific wake-up policies through

optimized algorithms for the best sampling frequency implementation based on the

power received from the source. Furthermore, the use of adaptive algorithms allows

addressing the challenge of incorporating intelligence into small battery-free sensors

subject to constraints of limited energy resources and dynamically adapting com-

putation conditions based on the unpredictable nature of harvested energy [241–243].

Adaptive protocols have been proposed in [244] to promote the coexistence of different

battery-free devices, with varying transmission requirements, to dynamically allocate

transmission slots for 40 devices without requiring prior knowledge of the environment.

Furthermore, adaptive algorithms can decide whether to use the harvested energy im-

mediately for transmission or to store it for future communications. This approach

optimizes energy management and ensures efficient resource allocation, reducing, for

example, transmission latency [235] and improving coexistence [244]. All this further

highlights the importance of adaptive algorithms for battery-free IoT sensors.

In this chapter, we will analyze two commercial LoRa devices: a FiPy module

equipped with Pytrack expansion board and a TTGO T-Beam ESP32 board. These

devices are based on the ESP32 System on Chip (SoC) and feature an SX1276 LoRa

transceiver. We believe that an approach based on real measurements is more realistic

than simulation-based studies. Moreover, to the best of our knowledge, we are the
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first to optimize specific network parameters for improved energy management, such

as packet size or payload redundancy, in the context of battery-less LoRa devices.

We thus propose a general approach that models both the energy source and storage,

together with optimized energy management for the transmission system, tuned in

real-time to comply with the available energy. Finally, results are verified on a realistic

rural scenarios, analyzing different performance requirements such as the loss of energy

probability.

• an architectural design and energy consumption analysis of the battery-less de-

vice, based on two commercial LoRa transmitters;

• the optimization of data transmission using adaptive scheduling and redundancy

schemes;

• the validation of our model with a real dataset, evaluating the probability of

energy failure and cost analysis for energy storage and harvesting.

The rest of the chapter is organized as follows: section 4.3 presents state-of-art

of battery-less IoT sensors, and section 4.4 describes the general architecture of the

proposed system and models the device energy consumption, including generation

and optimization issues. Results are presented in section 4.5, varying storage size and

analyzing the energy production in different seasons of the year. Finally, section 4.6

discusses the performance and section 4.7 concludes the chapter.

4.3 Background and Related work

In this section, background information and relevant literature are presented, focus-

ing on the development of battery-less devices and the optimization of transmission

parameters based on available energy from EH sources.

4.3.1 Battery-less devices for IoT

Making a device completely energy-neutral requires a thorough analysis of power con-

sumption in different working states [245]. Several works developed theoretical models

for battery-less devices using emulated environments [245–247]. For example, Delgado

et al. [245] provide a Markov model to characterize the performance of battery-free

LoRaWAN devices for uplink and downlink (UL/DL) transmissions and assess their

performance in terms of the model parameters (i.e., device configuration, application
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behavior, and environmental conditions). The study demonstrates that a 47 mF ca-

pacitor can handle 1 Byte SF7 transmissions every 60 s at a 1 mW energy harvesting

rate. Indeed, the work shows that battery-free LoRaWAN communications are possible

with the correct setup (i.e., capacitor size and turn-on voltage threshold) for various

application behavior (i.e., transmission interval, packet sizes, energy harvesting rate).

Furthermore, in [247], the effectiveness of battery-free LoRa networks powered by am-

bient EH sources has been studied, assuming random transmission schemes. By using

methods from stochastic geometry and Markov chain analysis, a mathematical model

for each of the system’s components was built, and the likelihood of an energy and

communication outage was analytically computed. The study has shown that LoRa

networks’ adaptive data rate (ADR) can result in energy outages when employing

higher spreading factors, and suggests adaptive charging time schemes as a successful

remedy. In [246], authors investigated the optimal parameters to schedule application

tasks on battery-less IoT sensor devices. Using an environment emulator and a SO-

DAQ ExpLoRer board, the authors validated a mathematical model for choosing the

optimal parameters, in terms of minimum application cycle completion time, at which

to perform sensing and transmission, considering different device and environmental

conditions. The analysis shows that a device using LoRaWAN Class A, equipped with

a capacitor of 10 mF, can measure the temperature and transmit its data at least

once every 5 s, and can harvest at least 50 mW (10 mA of current). Finally, the work

in [239] developed an energy-aware system model to operate battery-free IoT devices

that include several wireless communication protocols. To assess the total energy ef-

ficiency of the IoT network, simulations based on a probabilistic sensing model are

used. According to the results, to achieve self-sustainability in a heterogeneous short-

and long-range network and enhance energy efficiency, an energy harvesting device

combining a solar panel with a 270 F lithium-ion super-capacitor must be utilized as

a power storage device.

However, these theoretical results, and in particular [245, 247], might be overly

optimistic in terms of inter-arrival times between packets and the size of the stor-

age capacitor, requiring to be confirmed in real-world implementation. The studies

[248, 249] proposed some prototypes of battery-less nodes based on LoRa technology.

Specifically, Orfei et al. [248] demonstrated the performance of a battery-less sensor

for monitoring road traffic and bridge conditions, powered by a low-cost electromag-

netic EH device, which employs an array of permanent magnets to improve energy

efficiency. The collected energy is stored in a supercapacitor and powers an ARM

Cortex M0+ microcontroller and a LoRa radio module to transmit information. On
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the other hand, Boitier et al. [249] introduced a self-contained LoRa sensor with a

photovoltaic power source and a pair of 25 F supercapacitors for energy storage. This

solution assures 11 days of storage life in the absence of light. The proposed system

also includes a circuit for energy management and troubleshooting on the first startup.

4.3.2 Energy management optimization

One of the challenges for battery-less IoT devices is their limited energy availability

and reliance on the surrounding environment. If a device runs out of energy, it cannot

perform its functions until the harvesting system recharges its energy storage [107].

Generally, the main parameters to optimize energy consumption on wireless nodes

are the data transmission interval 𝑇 (i.e., the time between two consecutive packets)

and data overhead/redundancy 𝑁𝑅 (which can be implemented in several ways, e.g.,

through coding or transmission repetition). Therefore, a good policy for choosing the

periodic interval to transmit information and tuning the amount of data redundancy

is of paramount importance. Due to the imperfect predictability of real-world events

that affect energy sources, the optimization strategy must strike a balance between

capturing these events and consuming all available energy.

To achieve this, recent studies have suggested using artificial intelligence (AI) to

learn such policies for battery-free sensors. In particular, it has been shown that

data-driven strategies, such as reinforcement learning, can be exploited because the

amount of available energy changes in patterns similar to other close environments.

[250, 251, 240, 252].

In other words, energy availability could be predicted to make better decisions

implementing proper energy resource management strategies in battery-less devices

[237, 253]. However, the unpredictable nature of the energy sources requires large

datasets to train these AI-based systems and optimize the device parameters in relation

to the energy storage process. Moreover, these strategies should be implementable on

low-complexity hardware, which is usually different for AI algorithms.

In [238], several scheduling algorithms are applied to battery-less LoRaWAN nodes,

analyzing their performance in various simulated scenarios. Based on real-world EH

measurements gathered from a testbed, the work studies the impact of energy-aware

schemes on the number of transmitted packets and the mean packet interval. The

results demonstrate that energy-aware algorithms can significantly enhance the per-

formance of battery-less LoRaWAN nodes. However, the presented results are strongly

influenced by the harvesting capabilities of the nodes. The works [254, 255] suggest a

simple approach for network optimization, exploiting a revised sigmoid function that
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can be easily computed on low-cost hardware. The operating strategy can be ad-

justed, based on a small subset of the most recent energy information or even the last

two samples. Specifically, these methods reduce energy consumption by modifying

the sample rate based on the remaining battery level [254] or the harvested ambient

energy [255]. In particular, authors in [255] developed an objective function to op-

timize the transmission period 𝑇 , with dynamic sampling adaptation schemes which

can be classified into two possible categories: a) Threshold-based sampling adaptation

(T-ASA), which basically adapts the sampling time based on energy thresholds, or b)

Data-Driven Adaptive Sampling Algorithm (DDASA) by exploiting a sigmoid function

to adapt the sampling time dynamically. Moreover, this scheme can be adjusted to

the variability of the ambient energy, requires less computational capacity compared

to complex AI or Markov chains schemes, and can be easily implemented on ultra-low

power boards, such as battery-less LoRa nodes [256]. However, both these studies

consider the use of batteries to supply wireless sensors, and in particular, the first one

used a battery-powered sensor without EH capabilities [254], while the second one

used a photovoltaic source and a battery as a storage system [255]. Conversely, this

work investigates for the first time the possibility of using the revised sigmoid func-

tion algorithm to optimize the transmission parameters of a battery-less LoRa node

powered by a solar panel.

In particular, we adopted DDASA to dynamically set the transmission time of the

device and compute the optimal value with a low-complexity algorithm that can be

implemented on low-cost hardware. Moreover, a sigmoid-based approach can also be

applied to adjust the data redundancy according to the environmental conditions (e.g.,

state of charge or solar radiation). This consideration is also essential for the correct

design of the nodes: indeed, from the literature above described, it is clear that an

appropriate choice of electronic components, along with the correct optimization of

transmission parameters (𝑇 , 𝑁𝑅, packet size, etc.), is essential to achieve the right

balance between energy and economic efficiency. For example, regarding the storage

system capacity, very different values have been used in the state of the art, ranging

from 10 mF [246] to 270 F [239]; for this reason, we believe it is necessary to design

the system taking into consideration not only transmission parameters and energy

efficiency but also the costs of the entire system. To achieve this goal, our work con-

siders the loss of energy probability (LoEP). Lastly, to the best of our knowledge, this

study represents the first characterization of battery-less LoRaWAN sensors, powered

by solar energy, using adaptive algorithms to optimize transmission parameters and

compute the LoEP to minimize the costs of the sensor node architecture.
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4.4 System Architecture

The main components of the proposed adaptation system is presented in figure 4.1.

The battery-less device acquires energy from a renewable energy source (e.g., solar

energy), stored in a supercapacitor. Physical components, such as the solar panel

and supercapacitor, must be designed to provide enough energy in normal operating

conditions. It represents a significant challenge because the device design is critical

to optimize the amount of energy harvested from renewable sources to perform sens-

ing and transmission operations. Regarding data processing, when the device has

acquired new data from the sensors and has enough energy, it transmits a new packet

according to two parameters: i) the transmission interval, i.e., the time 𝑇 between two

consecutive packets, ii) the packet data size, with redundancy parameter 𝑁𝑅.

In our implementation, these parameters are either fixed or tuned dynamically

according to the algorithm described in subsection 4.4.2, which takes into account the

energy stored in the device.

Solar Panel Super Capacitor

ESTORED

Dev Params

EDEV

Optimization
Sensing / Processing

Transceiver

Opt Params

Figure 4.1: System Architecture and logical components.

As a renewable energy source, we assumed a photovoltaic (PV) panel as an energy

source. In particular, we considered both a theoretical model and a real radiation data

set as input, analyzing the impact of the EH source on the device and the effect of

possible energy failures. Regarding the theoretical model, we used Duffie’s radiation

model [257], which is detailed in subsection 4.4.4. We employed the open data provided

in [258] and [259] for the real radiation dataset.

4.4.1 Device energy model

The Energy Harvesting-based device has been designed taking into account following

parameters:

• Device consumption profile (𝐸𝐷𝐸𝑉 );

• Solar Panel Size (𝑆𝑃𝑉 );
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• Energy Storage Capacity (𝐶);

• Transmission interval (𝑇 );

• Data redundancy (𝑁𝑅).

For simplicity, the proposed model considers discrete time samples 𝑛 = 𝑘 ·𝑇𝑃𝑉 , 𝑘 ∈
N, where 𝑇𝑃𝑉 is the energy source measurement sampling time, e.g. 1 hour or 15 min.

Without loss of generality, in our scenario we take into account a PV panel as energy

source, which can be modeled as:

𝐸𝑃𝑉 (𝑛) = 𝜂 · 𝑆𝑃𝑉 ·𝐺𝑠𝑜𝑙𝑎𝑟(𝑛) (4.1)

where 𝜂 represents the PV efficiency, 𝑆𝑃𝑉 is the panel size and 𝐺𝑠𝑜𝑙𝑎𝑟(𝑛) is the solar

radiation in the time interval between [𝑛− 1, 𝑛], i.e. [𝑘 − 1, 𝑘] · 𝑇𝑃𝑉 . The efficiency 𝜂

allows taking into account different materials for the PV cell (mono, polycristalline or

others).

The energy stored in the system is modeled using the following equation:

𝐸𝑆𝑇 (𝑛) = min[𝐸𝑃𝑉 (𝑛) + 𝐸𝑆𝑇 (𝑛− 1) − 𝐸𝐷𝐸𝑉 · 𝑓𝑇𝑋(𝑛), 𝐸𝑚𝑎𝑥] (4.2)

where 𝐸𝑆𝑇 (𝑛 − 1) is the energy stored by the system at time 𝑛 − 1, 𝐸𝑃𝑉 (𝑛) is the

energy provided by the source, 𝐸𝐷𝐸𝑉 is the energy consumed by the device and 𝑓𝑇𝑋(𝑛)

is a function which is equal to 1 if there is a transmission in the last interval (zero

otherwise), as formalized in equation 4.4. The system energy storage is mainly com-

posed of a supercapacitor which allows high-speed charge accumulation, up to the

𝐸𝑚𝑎𝑥 limit (function of 𝐶). In our analysis, we consider that the charging time of the

capacitor is very short compared to 𝑇𝑃𝑉 , so we can neglect the capacitor transient

times. Finally, the energy consumed by the device 𝐸𝐷𝐸𝑉 is computed as the sum of

three main components as:

𝐸𝐷𝐸𝑉 = 𝐸𝑆𝐸𝑁𝑆 + 𝐸𝑇𝑋(𝑁𝑅) + 𝐸𝑅𝑋 (4.3)

where 𝐸𝑆𝐸𝑁𝑆 is the energy required to acquire and process data from the different

sensors, 𝐸𝑇𝑋(𝑁𝑅) is the energy spent by the device to transmit a packet over the air

and 𝐸𝑅𝑋 is the energy spent to perform the receiving operation.

Note that 𝐸𝑇𝑋 depends not only on the parameters of the LoRa transmission

protocol but also on the payload size. Such payload can change dynamically to in-

crease/decrease the number of sensor data sent in a single frame or to implement an
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additional redundancy mechanism to improve the reliability of LoRaWAN transmis-

sions (tuned by the overall 𝑁𝑅 parameter). A simple way to implement this solution

consists in introducing temporal redundancy, i.e., to retransmit the same measurement

data into multiple transmissions, thus increasing the probability that at least one of

the packets is received. This approach is already exploited in commercial applications

such as the Sensing Labs platform [260].

Thus, we implemented a sliding window mechanism that transmits the last 𝑁𝑅

measurements, with higher 𝑁𝑅 values yielding greater success probability. Figure 4.2

illustrates the shift-memory structure of 𝑁𝑅, which updates the values whenever a

new sensor measurement is performed.

0 1 2 3 4 5 6 7 8 9

NR=10

10 11Measurement ID

payload

…

Figure 4.2: Sliding window scheme for data redundancy 𝑁𝑅.

Finally, the device can transmit only if 𝐸𝑆𝑇 is high enough to perform a com-

plete packet transmission. We model this functionality using the following activation

function:

𝑓𝑇𝑋(𝑛, 𝑇 ) =

{︃
1 𝐸𝑃𝑉 (𝑛) + 𝐸𝑆𝑇 (𝑛− 1) ≥ 𝐸𝐷𝐸𝑉 ∧ 𝑛 = 𝑘 · 𝑇
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(4.4)

where the time interval 𝑇 is the interval between two consecutive transmissions (for

simplicity, we assume 𝑛 to be a multiple of 𝑇 ). Clearly, the transmission delay de-

creases reducing 𝑇 , in contrast, the amount of energy needed for the transmissions

increases (and vice-versa). Next, we discuss how to tune 𝑇 and 𝑁𝑅 parameters based

on the energy received from the renewable source.

4.4.2 DDASA-based Transmission Algorithm

We defined a DDASA-based algorithm to adapt the transmission period of the sen-

sor data dynamically. Indeed, as discussed in sec. 4.3, the DDASA algorithm [255]

can be employed to adapt sampling and data transmission to optimize the resource

utilization of the device. In particular, we considered this algorithm to increase or

reduce the transmission interval and the data redundancy according to the amount of
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Algorithm 1 DDASA-based Transmission Algorithm

𝑇 = 𝑇min ◁ Initialize variables
𝑁𝑅 = 𝑁𝑅max

𝑚 = 0
𝑛 = 0
while true do

if (𝑚 · 𝑇𝑃𝑉 ≥ 𝑇 )&&(𝐸𝑆𝑇 (𝑛) ≥ 𝐸𝐷𝐸𝑉 ) then
𝑟𝑢𝑛(𝑇𝑥𝐿𝑜𝑅𝑎𝐹𝑟𝑎𝑚𝑒) ◁ Transmit data
𝑏1 = (𝐸𝑆𝑇 (𝑛) − 𝐸𝑆𝑇 (𝑛−𝑚))/𝑚𝑒𝑎𝑛(𝐸𝑆𝑇 ) ◁ Energy variation
𝑚 = 0 ◁ reset time counter
𝑏2 = (𝐸𝑆𝑇 (𝑛) − 𝐸𝐷𝐸𝑉 )/𝐸max ◁ energy gap
𝑣1 = 2

1+𝑒−𝑏1
◁ Sigmoid function 1

𝑣2 = 2
1+𝑒−𝑏2

◁ Sigmoid function 2

𝑇 = min(𝑇max,max(𝑇min,
𝑇

𝑣1·𝑣2 )) ◁ Update T
𝑁𝑅 = min(𝑁𝑅max,max(𝑁𝑅min, 𝑁𝑅 · 𝑣1 · 𝑣2)) ◁ Update NR

𝑚+ +
𝑛+ +

available energy to optimize energy consumption and minimize transmission failures.

The adaptation is represented by a revised sigmoid function, which is expressed by

𝑦(𝑥) = 2
1+𝑒−𝑥 , where x in our case is the difference in stored energy computed between

two consecutive transmissions.

4.4.3 Device Consumption Measurements

In our analysis, we conducted experiments to evaluate the current consumption in

four different operating modes (sensing, transmitting, receiving, and sleeping). As

shown in figure 4.3, the experimental setup was composed by a PV panel, a protection

circuit, a supercapacitor and the LoRa device, with transmission settings summarized

in table 4.1. In particular, we evaluated the power consumption of the LoRa FiPy

and TTGO nodes, which include the ESP32 SoC and the SX1276 LoRa transceiver.

We used a Tektronix MSO 2024B oscilloscope with TCP0020 current probe to mea-

sure the PV Panel Voltage, source voltage (from the supercapacitor) and the current

absorbed by the device. For example, the power consumption of the TTGO device is

depicted in figure 4.4 during different node activities. Specifically, the figure shows the

device consumption during sensing, the transmission of a LoRa packet (LoRa TX),

and the subsequent receive windows (LoRa RX1 and RX2) when the device listens for

responses, acknowledgments, or downlink messages from the network server.
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The average power consumption of the two considered devices in all the four men-

tioned states is outlined in table 4.2. In particular, the table shows that in the three

active states (transmit, receive, sensing), the power consumption of the TTGO device

is lower than the FiPy device. In contrast, the TTGO device initially had higher

power consumption in the sleep state (about 10 mW), which was reduced at 0,15 mW

by making the hardware changes suggested in [261]. Based on both devices’ energy

consumption characterization outcomes, it was decided to proceed with the analysis

focusing solely on the TTGO device, as it shows lower energy consumption in all the

measured conditions.

PV Panel

Protection 
circuit SuperCap

Current 
Probe

LoRa Device

Antenna

Device Current 
PV Panel Voltage
SuperCap Voltage

Figure 4.3: Experimental testbed setup used to measure the power consumption of
the devices.

Table 4.1: Default values used for energy consumption measurements.

Setting Value
Supply Voltage 3.7 V

Frequency channel hopping in 868 MHz band
Spreading Factor 12

Forward Error Correction 4/5
CRC Enabled

Payload length 2 bytes
Preamble Length 8 symbols
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Figure 4.4: TTGO node power consumption in different working states.

Table 4.2: Power consumption of the two devices in the different operating modes.

Device Transmit Receive Sensing Sleep
FiPy 820 mW 600 mW 560 mW 0,225 mW

TTGO 420 mW 228 mW 195 mW 0,15 mW

4.4.4 Solar energy production model

In this subsection, we model the solar energy production based on the radiation the-

oretical model explained in chapter 1 of [262]. In particular, solar radiation can be

predicted based on the day of the year, latitude, and azimuth. Energy reaches the

Earth, gets partially scattered by the atmosphere, and can be converted by photo-

voltaic devices into electrical energy. Generally, the solar radiation overall captured

by a solar panel comprises three components: direct, diffuse, and reflected. In our anal-

ysis, we selected the correlations by Erbs et al. [257]: based on measurements taken

at various locations in the United States, an experimental data regression model is

proposed for the luminosity index to estimate the diffused solar radiation.

The next step involves estimating the power generated by a solar panel to predict

hourly production and determine the energy flows exchanged with the LoRa device
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and supercapacitor. Precisely, the power delivered from photovoltaic panel was cal-

culated considering the photoelectric conversion efficiency, panel area, solar radiation

incident on the panel, and operating temperature, using the empirical relationship

expressed in [263]. We then compared the average monthly power of the theoretical

model with the real dataset provided in [259, 258], at two reference locations: the

first, at latitude 38.132° in the region of Sicily, characterized by citrus, vineyard, and

olive cultivation, and the second, at latitude 45.45° in Lombardy, primarily known for

cultivating cereals (such as barley, rice, and corn), vegetables, forage, and potatoes.

These datasets are provided by the National Solar Radiation Database (NSRDB) of

the USA and SIAS (Servizio Informativo Agrometeorologico Siciliano), Italy, respec-

tively. The first dataset is a comprehensive and publicly available source of solar

radiation and meteorological data offered by the National Renewable Energy Lab-

oratory (NREL) in the United States. The NSRDB provides high-resolution solar

irradiance data and covers an extensive period, from 1991 to the present, with regular

updates. The NSRDB offers high temporal (hourly or sub-hourly) and spatial (4 km

x 4 km) resolution data, making it suitable for detailed analyses and accurate energy

production simulations. The dataset includes various solar radiation parameters such

as global horizontal irradiance (GHI), direct normal irradiance (DNI), and diffuse hor-

izontal irradiance (DHI). Additionally, it provides essential meteorological parameters

like temperature, humidity, wind speed, and precipitation. The NSRDB combines

measurements from ground-based stations, satellite-derived data, and advanced at-

mospheric models to ensure accuracy and reliability. The NSRDB database is freely

accessible through NREL’s online platform or APIs, allowing users to download data

for specific locations, time periods, and parameters.

Regarding the second dataset provided by SIAS (an agrometeorological informa-

tion service in Sicily, Italy), it is based on a real-time weather monitoring system

employing a network of meteorological stations distributed across the island of Sicily.

The stations have wind speed sensors at 2 meters and 10 meters height, utilizing

Robinson cups and optoelectronic transducer technology. The wind direction sensors

at the same heights employ vane and optoelectronic transducer technology. Other

sensors include a global radiation sensor (measuring cumulative solar radiation), air

temperature sensor, relative humidity sensor, precipitation sensor (tipping bucket rain

gauge), leaf wetness sensor, atmospheric pressure sensor, and snow depth sensor. The

stations are synchronized in time to align with the forecasting models, and a weekly

time check ensures station accuracy. The datalogger used is the MTX WST1800 [264]
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model, featuring a single-board CMOS microprocessor with 128 KB of RAM and 64

KB of EPROM memory.

The SIAS dataset provides data acquired since 2003, at an hourly time resolution.

Comparing the theoretical model with the real datasets, figure 4.5 reveals that for

both the rural locations considered, the theoretical model closely follows the actual so-

lar radiation in the autumn and spring seasons; conversely, it tends to underestimation

in the summer months and to overestimation during winters. The theoretical model

performance is summarized in table 4.3, in terms of Coefficient of Determination (𝑅2),

Root Mean Square Error (RMSE), and Mean Bias Error (MBE). In particular, the

analysis of MBE is used to estimate the average bias of the model. The obtained

results show low bias. According to RMSE, the model has a significant impact on

outliers, and this is reasonable because the model does not account for unpredictable

radiation fluctuations due to atmospheric events. Considering a maximum normal

surface radiance of around 1000 𝑊/𝑚2 at sea level on a clear day, we can assume

a normalized RMSE of approximately 10-13%. Finally, the 𝑅2 values obtained are

greater than 70%, which is an acceptable model fit.
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Figure 4.5: Monthly average solar radiation of the theoretical model and real dataset

Table 4.3: Difference between the theoretical model and real dataset at two latitudes.

Latitude 𝑅2 𝑅𝑀𝑆𝐸 (𝑊/𝑚2) 𝑀𝐵𝐸 (𝑊/𝑚2)
45.45° 0.71 135.57 -1.63
38.132° 0.83 109.03 1.01
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4.4.5 Solar panel parameters

Maximizing the efficiency of converted solar energy is strictly tied to solar panel se-

lection. In particular, the power conversion efficiency (PCE) and maximum power

point (MPP), as well as the size, are essential features for the design of the panel

[187]. In our experiments, we employed a commercial silicon solar panel (sized 7.5 x

14 𝑐𝑚) . Therefore, a mathematical model, given in [265], was used to characterize

the PV panel and identify the electrical parameters. In Figure 4.6, the PV panel’s

I–V and P–V characteristics are reported, assuming 820 𝑊/𝑚2 of solar radiation. In

the figure, 𝐼𝑠𝑐, 𝑉𝑜𝑐, 𝐼𝑚𝑝, and 𝑉𝑚𝑝 denote short-circuit current, open circuit voltage, the

maximum power point current, and the maximum power point voltage, respectively.

By extracting these four parameters, we can identify the MPP operating condition in

which the power transferred from the source to the load is maximized. Thanks to this

characterization of the panel, the proposed dynamic algorithm can be tuned to work

on an operating point closest to the 𝑉𝑚𝑝 voltage, reducing the system’s sensitivity to

current at the MPP point. From the figure, it is clear that the operating voltage value

(𝑉𝑜𝑝𝑒) must fall within the supply voltage range of [3.3 - 5.2] V.

4.5 Evaluation and results

In order to evaluate the proposed system, we exploited the consumption model ob-

tained from the device characterization, discussed in subsection 4.4.1, to simulate the

behavior of the system by changing the design parameters such as capacity and so-

lar panel size. We also employed the adaptation algorithm, based on energy-aware

DDASA, to dynamically adapt the transmission period 𝑇 and payload size as a func-

tion of 𝑁𝑅, as described in algorithm 1 of the subsection 4.4.2. Finally, we conducted

simulated experiments for one year using both the energy radiation model and real-

world radiation datasets, described in subsection 4.4.4.

4.5.1 Performance of the adaptation algorithm

As a first experiment, we validated the adaptation algorithm capabilities to optimize

the transmission parameters (i.e., transmission interval and 𝑁𝑅). In particular, we

measured the number of correct transmissions (#TX DONE), the number of trans-

missions that failed due to insufficient energy (#TX FAILED), and the number of

bytes transmitted per packet. A transmission is considered failed when the stored

energy is not sufficient to perform the overall procedure of sensing, processing, and
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Figure 4.6: Solar panel characterization under 820 𝑊/𝑚2 of solar exposure.

Table 4.4: Results obtained per season using the theoretical model with C=4.5 F and
PV=0.01𝑚2.

SEASON Average 𝑇 (min) Average 𝑁𝑅 #TX DONE #TX FAIL LoEP (%) LoIP (%) Av. pkt size (B)
WINTER 170 8.31 691 104 13.08 4.57E-06 16.62
SPRING 110 9.20 1141 72 5.94 5.18E-10 18.40

SUMMER 111 9.19 1164 78 6.28 8.96E-10 18.38
AUTUMN 170 8.27 676 132 16.34 3.12E-05 16.54

YEAR 140 8.74 3672 386 9.51 1.17E-07 17.48

transmission. Moreover, we compute the Loss of Energy Probability (LoEP), which di-

rectly translates to a packet loss, as
#𝑇𝑋𝑓𝑎𝑖𝑙𝑒𝑑

#𝑇𝑋𝑓𝑎𝑖𝑙𝑒𝑑+#𝑇𝑋𝑑𝑜𝑛𝑒
. We analyze the impact of data

redundancy defining a Loss of Information Probability (LoIP), i.e., the probability of

losing NR consecutive packets, which can be computed as 𝐿𝑜𝐼𝑃 = 𝐿𝑜𝐸𝑃𝑁𝑅.

Tables 4.4 and 4.5 summarize the results obtained using the theoretical model

or the real dataset, respectively. For the experiments, we consider 𝐶 = 4.5 F and
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Table 4.5: Results obtained per season using the real dataset, with C=4.5 F and
PV=0.01𝑚2.

SEASON Average 𝑇 (min) Average 𝑁𝑅 #TX DONE #TX FAIL LoEP (%) LoIP (%) Av. pkt size (B)
WINTER 213 7.64 540 127 19.04 3.15E-04 15.27
SPRING 105 9.28 1193 81 6.36 7.83E-10 18.56

SUMMER 99 9.27 1291 85 6.18 6.17E-10 18.54
AUTUMN 194 7.94 581 138 19.19 2.02E-04 15.89

YEAR 153 8.53 3605 431 10.68 5.13E-07 17.07

𝑃𝑉 = 0.01 m2, and we assume an EH efficiency of 15 mW/cm 2 [230] and a latitude of

38.132°. The tables report the average TX interval 𝑇 and 𝑁𝑅 parameters computed by

the adaptive algorithm, the LoEP and LoIP probabilities, and the average packet size,

which is directly influenced by 𝑁𝑅 and the number of sensors on the device (we assume

a total sensor data of 2 Bytes, i.e., 2 ·𝑁𝑅 bytes). Values show that during higher solar

radiation periods (mainly summer and spring), the adaptation algorithm lowers 𝑇 and

increases 𝑁𝑅, obtaining a good number of successful transmissions and resulting in

a low LoEP compared to other seasons with lower radiation intensity (autumn and

winter). For example, 1167 successful transmissions were obtained during the summer

season using the theoretical radiation model, while in the winter, only 691 frames were

successfully transmitted. Similar numbers were obtained using the real data. Note

that with the specific values selected for C and PV size, the LoEP for the theoretical

model is generally lower than the real dataset. This is due to abrupt weather events

(e.g., cloud obfuscation), which are not included in the theoretical model, but are

recorded in the real dataset. In any case, the tables show that LoIP is extremely

low, even with LoEP as high as 20% (winter and autumn seasons in table 4.5). This

demonstrates the importance of the data redundancy 𝑁𝑅, which helps recover lost

packets by retransmitting data multiple times.

Table 4.6: Comparison of packet sizes in LoRa technology for agricultural applications.

Ref Location Crop Main application Total pkt size (B)
[79] Bucharest, Romania Walnut Temperature, humidity and pressure monitoring 16
[62] - - Drip irrigation system 9
[55] Hsin-Chu county, Taiwan Vegetable Irrigation and greenhouse monitoring 40
[76] Depok, Indonesia Starfruit pH and soil moisture monitoring 5
[100] Indonesia - Livestock monitoring system 20
[85] Romney, USA Tree farm Humidity, temperature and sunligth monitoring 9
[266] Salcedo, Ecuador Potatoes, corn, onions Humidity, temperature and soil moisture monitoring 16
[3] Tianjin, China Various crops Greenhouse monitoring 9

[267] Edirne, Turkey - Sensor and actuator controller 5
[14] Osnabruck, Germany - Conductivity and soil temperature monitoring 2

The table 4.6 presents a comparison of packet sizes (pkt size) utilized in LoRa

technology across various agricultural applications. Each row delineates a distinct

study or project, detailing the location, specific crop or livestock monitored, and the
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primary application of LoRa technology. From Bucharest, Romania, where walnut

crops undergo temperature, humidity, and pressure monitoring, to Salcedo, Ecuador,

where potatoes, corn, and onions are subjected to humidity, temperature, and soil

moisture monitoring, the table encapsulates a diverse array of agricultural contexts.

The packet sizes range from as low as 2 bytes to as high as 40 bytes, showcasing

the variability in data transmission requirements across different agricultural setups.

The average pkt size in the table 4.6 is 13 bytes. This comparative analysis provides

valuable insights into the data transmission sizes in agriculture. It’s noteworthy that

the average total packet size is comparable to the average packet sizes generated by the

DDASA algorithm for LoRa battery-free sensors, as shown in table 4.5. This suggests

the feasibility of employing the DDASA algorithm in smart agriculture scenarios.

However, it’s crucial to carefully evaluate packet size in relation to redundancy and

useful information transmission, adapting strategies on a case-by-case basis. Thanks

to its flexibility, the DDASA algorithm could prove to be an effective solution for

optimizing packet sizes in agricultural monitoring systems.

4.5.2 Impact of supercapacitor and PV panel size

A second set of experiments was conducted by varying the values of 𝐶 and 𝑃𝑉 and

analyzing the overall LoEP obtained using the proposed adaptive algorithm. The

results are summarized in Figures 4.7 and 4.8, considering a one-year observation

period and for two different latitudes. The heatmap shown in the figures depicts

the average LoEP as a function of the capacity and solar panel size, respectively,

on the x- and y-axes. Moreover, we highlight values less than or equal to 5% of

LoEP by explicitly indicating the obtained value in the plot. These figures are helpful

for establishing some component constraints for an optimal design of the device, as

discussed in the following section.

4.6 Design parameters and LoEP analysis

Fixing a LoEP (or LoIP) threshold involves the definition of acceptable loss proba-

bility and, in the design of a battery-less device, can help identify appropriate design

parameters (such as capacity and solar panel size) that achieve this threshold value.

Together with these parameters, the design optimization should also consider other

factors, such as cost. Concerning Figures 4.7 and 4.8, values of C and PV can be

identified so as to satisfy the constraints on the LoEP (e.g., less than or equal to 5%);
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Figure 4.7: Loss of Energy Probability (LoEP) results for agricultural scenarios at
latitude = 38.132°.

3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0 7.5
C (F)

0.010

0.015

0.020

0.025

0.030

0.035

0.040

0.045

0.050

0.055

P
V

 (
m

2
)

4.5 4.8 3.8 4.5 4.8 3.9

3.4 3.7 3.1 3.8 2.9 2.7 2.9 2.7 2.6

3.0 2.4 2.0 2.9 2.2 1.8 1.5 1.9 2.1

4.3 2.7 1.5 1.1 1.4 1.5 1.9 1.2 1.1 1.6

3.7 1.7 0.9 0.9 0.6 0.7 0.6 0.8 1.0 0.5

3.8 1.5 0.7 0.6 0.3 0.2 0.6 0.5 0.3 0.6

3.1 1.4 0.4 0.6 0.2 0.5 0.2 0.2 0.3 0.1

2.9 1.3 0.4 0.2 0.1 0.0 0.2 0.1 0.0 0.1

 

0

5

10

15

20

(a) Percentage of LoEP for Duffie’s Model

3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0 7.5
C (F)

0.010

0.015

0.020

0.025

0.030

0.035

0.040

0.045

0.050

0.055

P
V

 (
m

2
)

5.0

5.0 4.4 4.7 5.0 4.6 2.6 3.9

3.5 3.5 3.0 2.5 3.1 2.3 2.9 2.5 2.6

2.9 3.0 3.0 2.5 2.5 2.3 3.2 2.3 2.3

4.5 2.8 2.3 2.0 2.7 2.1 2.6 2.4 2.9 1.9

4.9 2.5 1.7 1.9 2.3 2.1 2.4 2.5 1.6 1.6

3.2 2.0 2.2 2.3 2.6 3.5 2.9 1.9 1.5

3.3 2.5 1.9 2.0 2.4 2.8 2.7 2.3 1.9

2.7 1.5 2.1 2.3 2.7 2.8 2.5 2.3 2.0

 

0

5

10

15

20

(b) Percentage of LoEP for real dataset

Figure 4.8: Loss of Energy Probability (LoEP) results for agricultural scenarios at
latitude = 45.45°.

in this way, the choice of components for given LoEP can be made by optimizing the

cost. However, the optimal choice of source and storage size must take into account

the availability on the market. The required values can be obtained directly by a single

unit or by composing multiple smaller components until the desired value is reached.

In particular, concerning the size of the PV source, the choice can start from a single

cell, but also array can be considered. Similarly, the capacitance of the storage system

can be composed by parallel connection of two or more capacitors, if necessary. It

can be noted that the total cost usually does not rise linearly; indeed, the market

often proposes cheaper components with higher performances of the corresponding

elementary units to be connected.



4.7 Summary 103

5 10 15 20

Tmax(h)

101
Lo
E
P
(%

)
lat=38.132

lat=45.45

threshold=5%

Figure 4.9: LoEP as a function of 𝑇𝑚𝑎𝑥, with 𝐶 = 5 F, 𝑆𝑃𝑉 = 0.035 m2, 𝑁𝑅𝑚𝑎𝑥 = 10.

Different potential commercial solutions involving supercapacitors and solar panels

have been examined to elucidate this phenomenon. The paper [268] provides detailed

explanations of their characteristics and costs. Subsequently, all conceivable combi-

nations of supercapacitors and photovoltaic cells were assessed to determine the most

cost-effective solution while maintaining a Loss of Exceedance Probability (LoEP) of

5 percent or less. The evaluation focused on a Duffie radiation model tailored for rural

scenarios at a latitude of 38.132°.
Once the optimal system design has been obtained, the LoEP and LoIP can be re-

analyzed with these new values. In particular, in this last experiment, we measure the

loss probabilities when varying 𝑇 and 𝑁𝑅 (in particular, by tuning 𝑇𝑚𝑎𝑥 and 𝑁𝑅𝑚𝑎𝑥),

with a fixed 𝐶 = 5 F and 𝑆𝑃𝑉 = 0.035 m2. Figure 4.9 shows the performance of the

adaptation algorithm in terms of LoEP, as a function of 𝑇𝑚𝑎𝑥. The figure clearly shows

that the LoEP limit of 5% is satisfied when 𝑇𝑚𝑎𝑥 is greater than 5 hours. Instead,

with a 𝑇𝑚𝑎𝑥 fixed to 5 hours, figure 4.10 shows the LoIP when varying 𝑁𝑅𝑚𝑎𝑥 between

1 and 10. In this case, we can highlight an exponential reduction of information loss

probability, which can assure data transmission even with small values of 𝑁𝑅.

4.7 Summary

In this chapter, LoRa-based battery-less devices were analyzed, with optimization of

the transmission parameters achieved through an energy-aware adaptation algorithm.

By characterizing and modeling the energy consumption of two battery-less sensors

and employing theoretical energy models alongside real radiation traces obtained from
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two distinct agricultural scenarios, the study explores the dynamic adjustment of

transmission intervals and payload sizes to accommodate the available energy. Fi-

nally,a generalized approach for designing capacity-based storage and PV panel size

is presented, yielding a cost-effective methodology for devising battery-less solutions

tailored to ambient energy-powered LoRa sensors. The results showed that, for a

given threshold probability of power failure, the proposed approach can successfully

optimize the device’s energy consumption by automatically setting the relevant trans-

mission parameters. Moreover, information loss can be dramatically reduced simply

by repeating the data transmission in multiple packets.

From the presented results, a system composed of a 5 F supercapacitor and a

PV panel of 0.035𝑚2 is capable of transmitting data packets every 5 hours, with a

redundancy of 3 and a LoIP of 10−2. Finally, the LoEP results obtained with the

proposed algorithm, combined with an in-depth cost analysis, has allowed selecting

the most economical solution for the dimensioning of the PV panel and supercapacitor,

balancing implementation costs and energy failure probability.

The proposed approach is applicable to different IoT applications that require

autonomous energy systems, such as smart agriculture. In future research activities,

we will test the proposed algorithm on a large-scale deployment and study the impact

of networking and modulation parameters, such as resource allocation of different

Spreading Factors and Adaptive Data Rate algorithms.



Part 2: Specific Application scenarios for
Sustainable Agriculture



Chapter 5
Optimizing Irrigation Networks
Through Sustainable and Accurate IoT
Flow Monitoring

5.1 Overview

Water scarcity is nowadays a critical global concern and an efficient management of

water resources is paramount. This chapter presents an original approach for Smart

Water Grids through Internet of Things (IoT) that involves the integration of multiple

sensors placed across the irrigation consortium networks to accurately measure water

flow. In order to enhance energy efficiency for the monitoring and communication pro-

cesses, with an emphasis on sustainability, the power of graph theory and graph signal

processing has been harnessed. This approach enables the representation of water flow

in a highly adaptable and accurate manner, while concurrently minimizing the require-

ment for a large number of IoT sensors to transmit measurement data. A graph-based

model is introduced, where the water flow is depicted as a signal on the graph. Addi-

tionally, an algorithm, named SmartGraph, is proposed to reconstruct the graph signal

even in cases where certain measurements are unavailable. This framework is applied

on a synthetic realistic environment within the context of LoRaWAN (Long Range

Wide Area Network), an infrastructure and protocol designed for ultra-low-power IoT

devices. The findings indicate that the implementation of SmartGraph yields a notable

reduction in energy consumption while concurrently ensuring precise flow estimation.

This research underscores the considerable potential for energy-efficient and accurate

monitoring of water flow, thereby facilitating advancements in the management of wa-
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ter grids. Moreover, it enables water operators to effectively address challenges related

to water scarcity.

5.2 Introduction

Water scarcity is an ever-growing concern that affects communities and ecosystems

worldwide [269, 270]. In fact, 70% of the world’s freshwater withdrawals are now

used for agriculture, and this percentage is expected to increase in order to meet the

population’s growing demand for food and energy [271]. According to government

reports and available data [272] on the wasted water, the average result provided by

the European Commission for the Europe region is approximately 26%, with a spike

of 45% in some specific areas [273].

In recent decades, among the various practices implemented by irrigation managers

to mitigate the effects of water scarcity, traditional irrigation systems have been in-

creasingly replaced by pressurized water networks connected to Water Supply Systems

[274]. These networks operate either on demand or on a rotational delivery schedule

[271]. Therefore, methodologies are needed to design or restore these irrigation net-

works effectively. The aim is to achieve highly effective networks capable of meeting

the desired water demands and service pressure with limited installation costs [271].

The efficient and effective management of Water Supply Systems (WSSs) has be-

come essential to ensure a sustainable and resilient water supply. A WSS comprises wa-

ter sources, water treatments, pumping stations, a water distribution network (WDN),

and finally, the end users. A WDN encompasses junctions, tanks and reservoirs pipes,

pumps, and valves. The junctions can serve as water supply or demand points to

and from the network, while the tank(s) or reservoir(s) inject water into the system

and represent finite or virtually infinite water sources. Nowadays there is an increas-

ing interest in Smart Water Grids (SWGs) that are advanced water supply systems

that incorporate digital technology, sensors, and data analytics to improve the effi-

ciency, reliability, and sustainability of water supply and distribution. Estimating the

precise volume and flow of running water and the localization of a possible leakage,

is challenging due to variations in data collection methods, reporting practices, and

the complexity of WSS across different countries. Traditional approaches have of-

ten relied on manual inspections or simplistic models, which can be time-consuming,

labour-intensive, and prone to errors [275].

To this aim, water sensors can be distributed along the WDN for leak detection

and flow monitoring and they can be abilitated to communicate this information to
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a central system or device. However, WSS operators often operate within budget

constraints, limiting the number of sensors that can be deployed to reduce the energy

impact of the monitoring system; finding the right balance between cost-effectiveness

and comprehensive coverage of the WDN is essential. Finally, the quality and resolu-

tion of the data sensors collected depend on their placement. Placing sensors at key

nodes and junctions with high flow rates or historical leak occurrences improves the

chances of timely detection. However, ensuring sufficient coverage across the entire

network is crucial.

Concerning the sensor technology, there is no universal technology for WSS mon-

itoring. IoT chips with low power consumption and long-distance wireless commu-

nication capability are ideal for these purposes, like WiFi-based, cellular networks

or LPWAN networks. LPWAN devices are expected to dominate the field [276], with

different infrastructure requirements: i) cellular infrastructure-dependent, such as NB-

IoT; ii) third-party infrastructure reliant, like SigFox; and iii) Autonomous LPWANs,

such as LoRaWAN [277]. Cellular technology-based LPWANs offer wide coverage,

capacity, battery life, quality of service, and security but are not cost-effective due to

subscription fees and dependence on commercial networks. SigFox [138], a patented

network, spurred rapid innovation by increasing competition among LPWAN technolo-

gies. LoRaWAN offers numerous benefits, including low power consumption, extensive

coverage, simplicity, and easy management due to its characteristics. However, it faces

potential scalability issues in large-scale scenarios. This study targets the LoRaWAN

technology, enabling real-time analysis and processing of the vast amounts of data

generated by connected devices within the network edge. As shown in Fig. 5.1, the

LoRaWAN architecture relies on a star-of-stars topology, where end devices or sen-

sors connect with one or more Gateways (GWs) that forward packets to the Network

Server (NS) and to the corresponding IoT applications server for what concern to the

application data. According to the considered scenario, LoRaWAN sensors are strate-

gically placed within the SWG elements to gather physical data information of the

hydraulic resources.

In this context, energy efficiency represents a relevant requirement in water moni-

toring using IoT devices. To this goal, a key contribution to the improvement of SWGs

management is to develop accurate water flow reconstruction methods that consider

the energy efficiency of IoT measurement scenarios. In addition, precise flow control

within WDNs is crucial for optimizing irrigation efficiency, preventing water wastage,

and ensuring crops receive the necessary amount of water tailored to their specific

requirements [271].
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Figure 5.1: A LoRaWAN architecture, based on a star-of-stars topology. LoRaWAN
sensors are positioned within the WSS to collect data from meter nodes.

This chapter focuses on the critical issue of energy efficiency within SWGs and

investigates the potential of finding the optimal sensors’ placement for water flow

reconstruction. The proposed methodology, named GraphSmart, introduces a graph-

based approach aimed at enhancing the precision of water flow reconstruction and

improving energy efficiency within the SWG. Leveraging principles from graph theory,

the topology of a distribution network is depicted and analyzed, followed by a graph

transformation designed to extract the minimal set of nodes necessary for accurate

network flow reconstruction. Additionally, an extended model is proposed to incorpo-

rate the potential for nodes to request water from the irrigation network, denoted as

demand values.

Initially, the methodology is applied to a specific use case to thoroughly compre-

hend the functionality of the GraphSmart approach across various scenarios, including

those with and without demand values. Then, the proposed approach is applied to

LoRaWAN technology, identified as the most suitable IoT solution for the specific sce-

nario. We developed a model that incorporates considerations for sensor energy con-

sumption due to their communication ability, acknowledging the non-uniform energy

usage of individual nodes due to variations in wireless coverage and radio parameters.

This model accounts for the peculiarity of single-node energy consumption within the

context of the wireless environment. In order to perform the simulation of GraphS-

mart in a realistic setting, we use the EPANET (US Environmental Protection Agency

water NETwork) software and the NS-3 simulator. These tools are widely recognized
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in the literature as the most suitable for evaluating WDN and LoRaWAN scenarios,

respectively.

An irrigation consortium network was analyzed, and its corresponding LoRaWAN

integration was presented, with considerations given to optimal GWs placement and

radio coverage parameters. Additionally, an in-depth analysis of the energy consump-

tion profile of LoRaWAN devices was provided, which served to calibrate the simula-

tion parameters.

In this scenario, additional analyses were conducted to merge considerations re-

garding the accuracy in reconstructing the flow from a subset of measurements and

the energy consumption of the communication network. The findings demonstrate the

potential and innovation of GraphSmart, in achieving green and accurate IoT water

monitoring.

Taken together, the key contributions of this chapter are:

• A graph model tailored for Water Supply Systems (WSSs) is introduced, drawing

upon Graph Signal Processing (GSP) theory specifically crafted for water flow

monitoring. This model facilitates the interpretation of water flow as a signal

on a graph and is extended to accommodate demand values, allowing nodes to

request water from the network.

• A method, denoted as GraphSmart, is presented to establish a sensor ranking

that incorporates node centrality measures. Additionally, a green flow recon-

struction algorithm is devised with the aim of reconstructing water flow using

the minimum available measurements. The ranking procedures also suggest op-

timal sensor placement locations.

• The proposed method is applied to a realistic Water Distribution Network (WDN),

demonstrating its efficacy in ensuring both accurate flow monitoring and reduced

IoT energy consumption. This dual benefit translates to cost savings and en-

hanced environmental sustainability.

The rest of the chapter is organized as follows. Section 5.3 discusses related work

on graph-based methods and LoRaWAN applications for SWGs. In section 5.4 we

introduce the GraphSmart method, while in section 5.5 we apply it on several synthetic

networks emulating different scenarios. In section 5.6 we introduce a study of the

LoRaWAN network, including radio parameters and an energy model. In section 5.7

we report results of the proposed method on a realistic WDN. Section 5.8 concludes

the chapter.
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5.3 Related Work

In this section, an overview of the current state of research on graph-based approaches

tailored specifically for WSS is presented, along with recent developments in commu-

nication technologies relevant to this particular application.

Graph Signal Processing (GSP) is an emerging research domain recently proposed

to analyze data defined on non-Euclidean domains, such as graphs. According to the

GSP framework, the structure of a generic graph, that is constituted by nodes and

edges, is integrated by signal, that results associated to each graph node. With this

position, the typical operations defined for signals have been formulated on the graph,

such as filtering, compressing, frequency transformation [278].

There is a growing interest in exploring graphs and this is achieved by different

perspectives, such as network theory [279] and signal processing [280]. Researchers

have recently developed methods to capture essential graph characteristics, such as

dynamic correlations [280] or non-linearities in the interacting system, that can be

described as the succession of states possibly modeled as a Markov model [281] or to

multi-kernel learning approaches [282]. The majority of the proposed approaches are

data-driven [283], which makes those methods particularly able to fit the complexity

of real data, but they have the intuitive limitation of less generalizability. Taking into

consideration the time variability of the majority of physical phenomena modeled as

graphs, a fundamental topic is modelling dynamic networks [284]. The study of time-

varying graph requires sophisticated mathematical tools and often strong assumptions

are imposed, such as stationarity [285].

Graph signal processing theory has been employed in real-world scenarios, where

graphs naturally depicts the structure of the data, such as in biological [286] and sen-

sor networks [287]. WSSs are complex infrastructures composed of interconnected

pipelines facilitating the flow of water, and nodal junctions, which may be outfitted

with advanced sensor technology for monitoring and control purposes. This config-

uration can be intuitively mapped into graphs, which are well known mathematical

structures made by links and nodes. Thus, WSSs can be modelled as graphs, wherein

the basic configuration graph links correspond to physical connections of the WSSs,

while nodes correspond to the junctions [288, 289].

Recent research has applied graph-based methods to address the problem of leakage

detection. Graph-based methods have been applied in the context of water distribu-

tion networks in sectorization projects [290], with particular attention to assess their

resilience [291]. A large part of the research activity concerning graph theory has
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mainly focused on the detection of water leakages using modelling tools [292, 293] and

graph neural networks.

In the context of agricultural irrigation systems, graph signal processing has re-

cently proved its capabilities in graph learning [294], in clustering to monitor the flow

effectively [295] and in optimal deployment of sensors [296, 297].

Although graph-based approaches have been explored in the context of water sup-

ply systems, many unsolved questions persist. Indeed, accurate and stable methods

for WSS monitoring are still missing and other problems related to the IoT appli-

cation, such as the number of sensors and their location needed to reconstruct the

water flow in the network. In this chapter, we deal with the problem of network flow

reconstruction in an optimal way.

Authors in [276] show a comparative analysis of the available IoT technologies in

the WSS field. After a presented analysis of vast literature, Wi-Fi was chosen main of

the time, followed by LoRaWAN and cellular IoT. Wi-Fi is the most popular choice

for IoT applications, but only because the considered literature includes old research

scenarios. Indeed, three factors will make the LoRaWAN technology dominant in

the future WSS scenario. The first is the operating frequency, indeed the higher

RF frequencies are blocked by walls, trees, and other obstructions, but lower RF

frequencies are less susceptible to this kind of issue. That’s why cellular and LoRaWAN

have lower operating frequencies with respect to Wi-Fi. Moreover, if the device is

only a sensor node and only requires periodic transmission, then LoRaWAN is a good

choice. Another two crucial factors are power consumption and the range of the device.

LoRaWAN and cellular have a similar range of 10 km, but the cellular technology has

a higher data rate.

In addition, energy efficiency is not typically a major concern for measurements

taken at WSS tanks or pumping stations, as these usually receive energy from a power

grid. However, the situation changes significantly when considering smart meters and

flow monitoring sensors within the WSS, as these are usually battery-powered [298].

In these scenarios, sensors with minimal power consumption need to be paired with

high-energy-efficient communication technologies to enable the sensors to have energy

autonomy for several years. By combining long-range wireless communication with

low power consumption, LoRaWAN technology allows for extended battery life [299].

This is particularly crucial for flow monitoring, where sensor locations are often at the

periphery of the WDS without the possibility of connecting their power supply to a

power grid.
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5.4 The GraphSmart method for water monitoring

In this section, an initial overview of the proposed approach is provided, followed by a

detailed examination of its specific implementation steps. Fig.5.2 shows the workflow

Data acquisition and
Physical Graph Model

Line graph

Physical graph

Data acquired from WDN

Node Ranking

Missing 
measures
Reconstructed 
signal

Line Graph Model and
Node Ranking

Energy Efficient
Reconstruction Algorithm

Active sensors

Figure 5.2: The figure outlines the proposed method: the first step consists in the generation of
a graph related to the physical structure of the network. The second step is the development of
an alternative representation through the line graph where flow information is associated to nodes.
The we propose a node ranking by their reconstruction relevance. Finally, we have a reconstruc-
tion algorithm that leverages graph topology and selects a minimum set of flow measurements for
reconstruction. Specifically, according to the ranking found in the second phase, the measurements
of nodes highlighted by red circles (nodes 2,3,5,6,8,10)are not collected, but reconstructed from other
nodes (nodes 1,4,7,9) equipped with active sensors.

of the GraphSmart method, where: (i) the flow data acquisition is modeled by a

graph representation 𝒢 of the physical network; (ii) an alternative graph representation

𝒢𝐿 is introduced, associating the flow information with the graph nodes, and nodes

are ranked based on their relevance for flow reconstruction; (iii) the reconstruction

algorithm is provided based on the knowledge of the graph topology and a reduced

number of flow measurements. The three steps depicted in the figure 5.2 are elaborated

upon in the subsequent subsections.

5.4.1 Data Acquisition and Physical Graph model

The initial step of the algorithm represented in Fig. 5.2 is the mapping of a WDN into

a graph to capture the complex structure and dynamics of those systems. According

to this representation, the network is translated into a graph 𝒢=(𝒱 , ℰ), that is a
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mathematical model represented through its 𝑁 nodes (or vertices) and 𝑁𝑒 links (or

edges). The adjacency matrix A ∈ R𝑁×𝑁 element 𝑎𝑖𝑗 represents the weight of the

link connecting the nodes 𝑖 and 𝑗. In the context of water distribution networks,

the standard way to build the graph consists in associating links to pipes and nodes

to points where the pipes cross and that can be usually equipped by sensors [300].

This graph carries information about the physical layout and functionality of the

WDN. The graph nodes correspond to essential components of the distribution system.

The edges model the physical connections, typically pipes, allowing the water flow

between different points in the network. The graph reflects the topological intricacies

of the water distribution network, providing a mathematical representation that aids

in understanding the network’s architecture. Advanced techniques, such as Signal on

Graph (SoG), can be employed within this framework to learn complex representations

of the WDN. SoG have the capability to capture spatial and temporal dependencies,

offering a more sophisticated understanding of the network’s behaviour and enhancing

the accuracy of predictive models.
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Figure 5.3: Example of a line graph representation. In panel (a) we have the original directed
graph, with 𝑁 = 9 nodes and 𝑁𝑒 = 10 links. The orange numbers associated to each link enumerates
graph edges and they visually constitute the nodes for the line graph. In panel (b) we have the
corresponding line graph made by 𝑁𝑒 nodes. Each node correspond to a link of the original graph.
In panel (c) we have the extension to the demand values. Indeed, some graph nodes of the original
graph require water from the network. It is modeled by an outgoing virtual flow. The virtual flows
in original graph generates virtual nodes in the line graph, that are represented in panel (c)
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In Fig. 5.3 (a) we have an example of graph with 𝑁 = 9 nodes and 𝑁𝑒 = 10 edges

(both represented in blue) that will be used in the following subsection to present the

approach.

5.4.2 Line Graph model transformation and Node Ranking

In this subsection, we will present the following steps of the GraphSmart method

presented in (Fig.5.2), that involves a graph transformation and the identification of

the node ranking.

With the aim to identify an optimal edge monitoring strategy, we work on an alter-

native domain where the flow values are associated to a node rather than a link, and

the theoretically grounded reconstruction techniques are available [301]. Specifically,

we resort to the line graph 𝒢𝐿=(𝒱𝐿, ℰ𝐿) associated to the original network graph 𝒢.

Each node 𝑣 ∈ 𝒱𝐿 of the line graph 𝒢𝐿 is associated to one and only one link 𝑒 ∈ ℰ in

the original graph 𝒢; besides, two nodes 𝑣1, 𝑣2 ∈ 𝒱𝐿 are connected if and only if the

corresponding links 𝑒1, 𝑒2 ∈ ℰ of the original graph originate from a common vertex

𝑣 ∈ 𝒱 [302–304].

We provide an example of deriving a line graph in Fig. 5.3(b). Here, the line graph

consists of 𝑁𝑒 nodes corresponding to the original graph shown in panel (a). It is

visually evident that each link in panel (a), represented by orange points, corresponds

to a node (orange node) in panel (b).

After associating the original link and its flow value with a node in the line graph,

we can apply GSP to the line graph and reconstruct the flows from a limited set of

measurements. Indeed, in the original graph representation of a WDN, the informa-

tion of interest corresponds to the hydraulic flow associated with each link (or pipe).

However, to apply SoGs method at the node level, a line graph transformation of

this original graph representation is needed. Specifically, this redefines the graph such

that the nodes, instead of the links, become the primary carriers of the hydraulic flow

information. This adjustment allows for the application of the SoG method directly

on the nodes of the graph.

The adjacency matrix of the line graph A𝐿 ∈ R𝑁𝑒×𝑁𝑒 depends on the adjacency

matrix of the original graph A:

A𝐿 = BB𝑇 − 2I (5.1)

where B ∈ R𝑁×𝑁𝑒 is the incidence matrix of the original graph, whose generic

binary element 𝑏𝑖𝑗 indicates if the node 𝑖 is implied in the 𝑗 − 𝑡ℎ link.
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We propose a node ranking strategy on the line graph, which involves sorting the

links (i.e., junctions) in the original graph. Specifically, we rank the nodes of the line

graph 𝒢𝐿 based on their predictability from neighboring nodes. This ranking enables

us to determine which flow values can be readily predicted and which ones require

measurement for accurate flow reconstruction. The rationale behind this ranking is

that central nodes can be predicted from their neighbors more effectively than less

interconnected ones.

Therefore, when only a reduced number of measurements can be collected, these

should correspond to the least interconnected nodes of the line graph 𝒢𝐿. Remarkably,

these nodes in 𝒢𝐿 correspond to less interconnected links of the original graph 𝒢,

such as links across different node clusters. This is coherent with recent research

findings [305], indicating that such links significantly impact the network’s algebraic

properties. In line with this approach, we focus on node centrality [306] to capture its

interconnections within the network.

The centrality of the nodes 𝒱𝐿 within the line graph 𝒢𝐿 is evaluated using vari-

ous centrality estimators [306], including the ”betweenness” 𝑐
(𝑏)
𝑛 , ”closeness” 𝑐

(𝑐)
𝑛 , and

”page-rank” 𝑐
(𝑝)
𝑛 centrality metrics.

The ”betweenness” centrality metric 𝑐
(𝑏)
𝑛 of the 𝑛-th node 𝑣𝑛 ∈ 𝒱𝐿 depends on

how many times this latter is included in the shortest paths 𝒫𝑖𝑗 = {𝑣𝑖, · · · , 𝑣𝑗}, 𝑖, 𝑗 =

0, · · ·𝑁 − 1 between each and every graph node pair (𝑣𝑖, 𝑣𝑗) ∈ 𝒱𝐿, and it is computed

as follows:

𝑐(𝑏)𝑛 =
∑︁

∀(𝑣𝑖,𝑣𝑗)∈𝒱𝐿

| {𝒫𝑖𝑗 𝑠.𝑡. 𝑣𝑛 ∈ 𝒫𝑖𝑗} |
|𝒫𝑖𝑗|

where |𝒮| denotes the cardinality of the set 𝒮.

The ”closeness” centrality metric 𝑐
(𝑐)
𝑛 of the 𝑛-th node 𝑣𝑛 ∈ 𝒱𝐿 depends on its

distance from each and every other graph node 𝑣𝑗 ∈ 𝒱𝐿, 𝑗 ̸= 𝑖, and it is computed as

follows:

𝑐(𝑐)𝑛 =
1∑︀

∀(𝑣𝑗)∈𝒱𝐿,𝑗 ̸=𝑖

𝑑𝑖𝑗

where 𝑑𝑖𝑗 is the distance between nodes i and j.

The ”page-rank” metric 𝑐
(𝑝)
𝑛 of the 𝑛-th node 𝑣𝑛 ∈ 𝒱𝐿 depends on how many times

this latter is included in random walks. This algorithm determines the centrality

based on how much each node appears within the shortest paths of the network. 1

𝒲𝑖𝑗 = {𝑣𝑖, · · · , 𝑣𝑗}, 𝑖, 𝑗 = 0, · · ·𝑁 − 1 between each and every graph node pair (𝑖, 𝑗),

1The random walks are generated by selecting the successor of a node with probability 0.85 out
of its neighbours and with probability 0.15 among all the other remaining network nodes.
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𝑖, 𝑗 = 0, · · ·𝑁 − 1

𝑐(𝑝)𝑛 =
∑︁

∀(𝑣𝑖,𝑣𝑗)∈𝒱𝐿

| {𝒲𝑖𝑗 𝑠.𝑡. 𝑣𝑛 ∈ 𝒲𝑖𝑗} |
|𝒲𝑖𝑗|

5.4.3 Green Reconstruction algorithm

In this subsection, the proposed reconstruction algorithm is introduced, which is graph-

ically represented as the final step of Fig. 5.2. According to the ranking proposed in

the previous subsection phase, the measures at the most central nodes (highlighted by

red circles) are not collected, but reconstructed from adjacent, relevant nodes. This

is illustrated in the right panel of Fig.5.2, where active sensors correspond to nodes

1,4,7, 9 , while missing measures, that are associated to missing or sleeping sensors

are 2,3,5,6,8,10.

It means that we discard measurements at the most central nodes in 𝒢𝐿, while

keeping those at the least central ones, which are less predictable from their neigh-

borhood. The centrality based ranking will identify the nodes that can be discarded

without affecting the flow reconstruction accuracy.

To develop the reconstruction algorithm, we rely on the well-established WSS

model commonly employed in the literature, such as the Hardy-Cross method [307].

Within GraphSmart model, we presume that water flow conforms to a distribution

pattern where each junction adheres to the principle of continuity. According to the

continuity equation, the sum of flow rates in pipes converging at a node, along with any

external flows, must equate to zero. This requirement for continuity extends to every

junction, wherein the algebraic sum of flow rates in the connecting pipes, alongside

any demand flows, must also balance to zero. Thus, there exists a condition on water

flow ensuring that the sum of inflows equals the outflows for each node in the graph,

under the assumption of no leakage:

AFLOW ·
¯
1 =

¯
0 (5.2)

From Eq. (5.1) it is possible to rewrite this condition in terms of incidence matrix

BFLOW computed from AFLOW:

BFLOW ·
¯
1 =

¯
0 (5.3)

A different perspective can be obtained by considering the incidence matrix of the

physical graph BPHY, i.e. when the adjacency matrix APHY is a binary symmetric
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matrix that represents the presence of a pipe between two nodes. In this manner, the

condition expressed in Eq.(5.3) can be formulated as follows:

BPHY ·
¯
𝑓 =

¯
0 (5.4)

We assume to know only 𝑁𝑒𝐾 values of the SoG
¯
𝑓 , while the remaining 𝑁𝑒𝑈 are

missing. For sake of clarity, we identify two components
¯
𝑓𝐾 and

¯
𝑓𝑈 that correspond

respectively to the known and unknown values of the signal
¯
𝑓 .

[B𝑈
𝑃𝐻𝑌 |B𝐾

𝑃𝐻𝑌 ]

[︃
¯
𝑓𝑈

¯
𝑓𝐾

]︃
=

¯
0

where B𝑈
𝑃𝐻𝑌 and B𝐾

𝑃𝐻𝑌 are the columns of the matrix B𝑃𝐻𝑌 that are multiplied

for
¯
𝑓𝑈 and

¯
𝑓𝑈 respectively. Let us remark that all the elements of B𝑃𝐻𝑌 are known

since they correspond to the geometry of the connections on the network. Following

the development of the equations, it is possible to obtain a mathematical expression

to compute
¯
𝑓𝑈 , i.e. the missing values of the SoG representing the water flow in the

network:

¯
𝑓𝑈 = B𝑈+

𝑃𝐻𝑌 ·B𝐾
𝑃𝐻𝑌 ·

¯
𝑓𝐾 (5.5)

where ·+ is the pseudo-inverse of the original matrix.

Extention to the case of water demands. The original WSS network model

encompasses infrastructure elements and consumer endpoints. The associated line

graph allows us to effectively estimate the flow within the network using a reduced

number of sensors. Let us now delve into the representation of consumer endpoints.

Each consumer endpoint involves an incoming flow, i.e. the water supplied by the

network, and an outgoing flow, i.e. the water demanded by the consumer, that we

refer to as demand value. The incoming water flow is associated to the physical

connection of the endpoint with the infrastructure, and hence to a network edge. The

outgoing flow is not directly tied to a physical connection. This notwithstanding, we

can represent it by introducing in 𝒢 an additional edge that connects the endpoint to a

virtual boundary node, which does not correspond to a physical point of the network.

This extended graph 𝒢⌉S⊔ contains 𝑁𝑒 connections related to the physical pipes and 𝑁𝑒

associated to demand values With this extension, the adjacency matrix of the physical

graph including demand values is 𝐴𝑒𝑥𝑡 ∈ R2𝑁×2𝑁 :
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𝐴ext =

[︃
𝐴 | 𝐼

0 | 0

]︃
(5.6)

where 𝐼 is the identity matrix 𝐼 ∈ R𝑁×𝑁 .

With this considerations, the adjacency matrix can be organized in blocks where

we recognize the original adjacency matrix 𝐴, that models the physical structure of

the network. Then we have another block 𝐼 ∈ R𝑁×𝑁 that reflects the possibility that

each of the 𝑁 nodes has a virtual outflow towards virtual boundary node. All the

other elements of 𝐴𝑒𝑥𝑡 are zero since the virtual nodes cannot be connected in other

ways.

With this position, the reconstruction algorithm applies regardless of whether there

are outgoing flows at the consumer endpoints. Indeed, we seamlessly manage the water

flows exiting the network at consumer endpoints, treating them akin to flows within

the network itself. These outgoing flows may be either known (e.g., measured spilled

water from consumer utility meters) or unknown (e.g., due to potential leakage within

the WSS infrastructure), contingent upon the specific characteristics of the observed

WSS network. We visually depict the presence and impact of the addition of virtual

nodes in Fig.5.3(c). Here, the green links represent the flows at endpoints in panel (c),

with the associated line graph shown in Fig.5.3(d), where the corresponding nodes are

highlighted in green within the transformed line graph.

5.5 GraphSmart flow reconstruction accuracy

In this section, we focus on realistic WDN networks and we study the accuracy of

the reconstruction, quantified by the Mean Square Error (MSE) between the ground

truth
¯
𝑓𝑗, 𝑗 = 0, · · ·𝑁 − 1 and the reconstructed flow ˆ

¯
𝑓
𝑗
, 𝑗 = 0, · · ·𝑁 − 1, computed

as:
∑︀𝑁−1

𝑗=0 ( ˆ
¯
𝑓
𝑗
−

¯
𝑓𝑗)

2. The relationship between accuracy and the number of available

sensors is established, demonstrating that the approach yields an energy-efficient mon-

itoring system. The performance of the proposed method is presented in two distinct

cases.

In order to better understand the key ideas and the algorithm steps, the first case

shows results on an example network with a limited number of links, with and without

demand values. Then, the second case presents the results of the proposed approach

in a complex WDN scenario, extracted from a real infrastructure and obtained by the

EPANET tool, which is a software able to generate WDN with real physical constraints

associated with the water flow.
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5.5.1 Results on small WDN

Figure 5.4: Example use case representation. In (a) we have the original graph represented by
graph links. In (b) we have the corresponding line graph. The color scale associated with the nodes
of the line graph corresponds to their centrality, as measured by the page-rank algorithm. In (c) we
report the MSE between ground truth and reconstructed flow values of the line graph as a function
of the number of removed sensors. In the black line, the sleeping nodes are ranked according to their
descending centrality, while in the blue line they are randomly sorted. In (d) we have the condition
number for inversion, which measures the quality of the inversion in Eq.(5.5).

In this subsection, results from a case study are presented with the aim of com-

prehending the functionality of the proposed approach. This analysis numerically

illustrates the different stages of the proposed algorithm within a controlled scenario,

as depicted in Fig. 5.4. Specifically, we consider the graph of a smal WDN with 𝑁 = 8

nodes 1, 2..𝑁 and 𝑁𝑒 = 7 edges 𝑓1, 𝑓2, ..., 𝑓𝑁𝑒 depicted in Fig. 5.4 (a). Then, we derive

the associated line graph as in Eq.(5.1) that is made by 𝑁𝑒 nodes, where each node

corresponds to a link in the original graph, represented in Fig. 5.4 (b). The node

centrality of the line graph is calculated using the page-rank algorithm as outlined in

Sec. 5.4. The node centrality is represented by the color of the nodes in Fig. 5.4(b),

with color scale levels indicated in the figure legend. As illustrated in the figure, the

node with the highest centrality value is situated at the center of the graph (𝑁𝑒 = 2),

which corresponds to node 𝑁 = 2 in the original graph.

According to the proposed approach, this node is a strong candidate for removal

as it represents a location where the flow can be more readily reconstructed. The key
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hypothesis is that the first nodes, i.e. the most central nodes, are less important in

the reconstruction algorithm.

In order to test this idea, we start to eliminate the values associated with the

first ranked node and we apply the reconstruction algorithm. After the reconstruction

algorithm, we compute the MSE between the reconstructed and ground truth node

signal value. Let us remark that this operation corresponds in the original graph, to

the reconstruction of the missing water flow value through the others.

These steps are replicated after eliminating other node values based on their cen-

trality, and the results are depicted by the black line in Fig. 5.4(c). Results show that

we can switch-off the 5 most central nodes and perfectly reconstruct their values, that

means that only the two less central nodes, i.e. 𝑓7 and 𝑓1 (depicted in blu according

to the color scale), are needed to completely recover the node signals.

To assess whether the ranking has an impact on the algorithm’s ability to recon-

struct the network, we replicate the same procedure but with a random ranking of the

nodes (blue line in the figure). In this scenario, the performance deteriorates because

there’s a higher probability of removing nodes with lower centrality first. This indi-

cates that the order of node removal, based on their centrality, plays a significant role

in the successful reconstruction of the network flow.

Finally, in Fig. 5.4(d) we report the condition number for inversion 𝐶 defined as

𝐶(𝐵𝑈
𝑃𝐻𝑌 ) = ||𝐵𝑈

𝑃𝐻𝑌 ||||𝐵−1𝑈
𝑃𝐻𝑌 ||. This metric is frequently used in literature to gauge

the reliability of algorithms, particularly those involving matrix inversions [308]. A

small condition number for inversion implies that the problem is well-conditioned,

meaning the solution is stable and reliable. Conversely, a large condition number

signifies an ill-conditioned problem. In such a case, minor changes in the input can

lead to significant changes in the output, making the solution less reliable and more

sensitive to input variations.

In this applications, a large 𝐶 means that the quality of the inversion of the matrix

𝐵𝑈
𝑃𝐻𝑌 is poor. The analysis of the condition number shows that when all the node

measurements, corresponding to the water flows, are available, 𝐶 is low, meaning that

the inversion of 𝐵𝑈
𝑃𝐻𝑌 is well performed. As we eliminate node values and reconstruct

them through the others, the condition number increases and the problem becomes

ill-conditioned making impossible the correct reconstruction of the node values.

To assess the case where physical demands are present in the network, we now

perform the analyses in a modified version of the previous graph. In this modified

version, additional edges are introduced to represent demand values, signifying the

potential for nodes in the network to have additional outflows. This is represented in
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Figure 5.5: Example use case representation in the presence of demand values. In (a) we have
the original graph represented by graph links coloured in blue, and demand values, represented by
additional nodes and links coloured in green. In (b) we have the associated line graph. The color
associated to the nodes of the line graph corresponds to their centrality, as measured by the page-rank
algorithm. In (c) we report the MSE between ground truth and reconstructed node values of the line
graph as function of the number of sleeping nodes. In the black line, the sleeping nodes are ranked
according to their descending centrality, while in the blue line, they are randomly sorted. In (d) we
have the condition number for inversion, which measures the quality of the inversion in Eq.(5.5).

Fig.5.5(a). According to the proposed model, anticipated in Sec. 5.4, we represent

the water demand as an additional outgoing flow from each node of the network that

demands water to the network. The virtual edges representing demand values are in

green (𝑓8, 𝑓9, 𝑓10, 𝑓11, 𝑓12, 𝑓13) in Fig.5.5(a) and they connect physical nodes,i.e. 1, 2,

3, 4, 5, 6, 7, 8, with virtual additional nodes, i.e. 9, 10, 11, 12, 13, 14.

From the original graph with those extensions, we derive the line graph in Fig.

5.5(b) according to Eq.(5.1) and we compute the node centrality with page-rank al-

gorithm. The node centrality is represented as the color of the nodes. Following the

same approach explained for the previous analysis, we derive the MSE between the

reconstructed and the ground truth node values as a function of the number of sleeping

nodes, reported in Fig. 5.5(c).

The results indicate that when the nodes of the line graph are appropriately ranked,

the reconstruction error remains low (i.e., almost zero) for a larger number of sleeping

nodes compared to the absence of ranking. Specifically, we can eliminate 6 out of 13

node values and accurately recover the signal. It’s worth noting that the introduction
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of demand values has resulted in a decrease in the percentage of eliminable node values.

Indeed in the absence of demand values, we can switch-off a percentage of 71% of total

nodes while in the presence of demand values, this percentage falls to 46%. This point

is in line with the model since we do not change the topology of the network but we

just have additional virtual nodes that relate to the original nodes of the graph and,

consequently, the number of sleeping nodes that we can allow for a specific topology

does not significantly change.

5.5.2 Results on irrigation consortium network

A predefined network model, extracted from a real infrastructure accessible in the

Open Water Analytics community public repository [309], was utilized in irrigation

consortium networks to evaluate GraphSmart. The hydraulic data desired for the

study were generated using EPANET and the Water Network Tool for Resilience

(WNTR) [310]. WNTR is a Python package designed to simulate real-time WDN.

WNTR interfaces EPANET, which is an open source software to model hydraulic

and quality dynamics of WDN or irrigation networks [311, 312]. EPANET takes into

account the topological structure of the pipeline system along with a set of initial

conditions (e.g. pipe diameter) and rules of how the system is operated so that it can

compute flows and pressures throughout the network for a specific period of time. The

simulator can add leaks to the network using a leak model [313].

The tools analyze the geometric structure of a pipeline system, taking into account

various initial conditions such as pipe roughness and diameter, as well as operational

rules. By doing so, it is able to calculate flows, pressures, and water quality parameters

(such as disinfection concentrations and water age) throughout the network for a

specific time period. By using these tools we generate a suitable dataset to apply the

proposed method. To facilitate data analysis, we have chosen to export physical WDN

values evolving during the time into two ”Comma-Separated Values” (CSV) files, the

first one which is related to the WDN junctions (nodes) and includes the physical

objects that constitute the distribution system as well as its running parameters and

the second one which is related to the WDN pipes (links). Table 5.1 and Table 5.2

contain the comprehensive set of features and fields associated with the links and

nodes, respectively, as reflected in the provided dataset, that is publicly available on

our GitHub page [314].
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Element Description Unit

hour A timestamp representing the time-interval we are cur-
rently watching in the simulation

H:M:S

linkID Unique ID of a link inside the network Not appli-
cable

start node The source node of the link Not appli-
cable

end node The target node of the link Not appli-
cable

flowrate The flow rate of the water inside the pipe at the current
timestamp

GPM:
gal/min

velocity The velocity of the water inside the pipe at the current
timestamp

ft/s

Table 5.1: The table showcases the attributes of the pipes. The flow direction within these pipes
is determined by the difference in hydraulic head (the internal energy per weight of water or pump
effect), with water flowing from the end with higher hydraulic head to the end with lower head.

Element Description Unit

hour A timestamp representing the time-interval we are cur-
rently watching in the simulation

H:M:S

nodeID Unique ID of a node inside the network Not appli-
cable

demand Rate of water withdrawal from the network. A negative
value is used to indicate an external source of flow into
the junction

GPM:
gal/min

head Hydraulic head (i.e., elevation + pressure head) of water
in the node of the WDN

ft

pressure Measured pressure in the node of the WDN psi
x pos,y posCoordinates of the node meters
node type A string which tells the type of the node (i.e., ”Junction”,

”Reservoir”, ”Tank”)
Not appli-
cable

Table 5.2: The table showcases the attributes of the nodes. Each node can be configured with
a specific base demand pattern which represents the water request of the user during the whole
simulation changing at a step size of an hour

Specifically, attention was directed towards the irrigation consortium network il-

lustrated in Fig. 5.6. The network can serve an area of approximately 3200 hectares

and comprises a total of 𝑛 = 83 nodes and 𝑚 = 1 reservoir. The area served by the

consortium is divided into 83 sectors, each corresponding to one of the nodes within

the network. Each node can be customized with a specific model of base demand, rep-
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Figure 5.6: Selected irrigation consortium network with 83 junctions and 1 reservoir. Junctions
demands and pipes flows measurements are represented in the figure by color depicted in the two
legends scale.

resenting the water requirements of the irrigation sector throughout the simulation.

The demand pattern changes at an hourly interval and is evenly distributed within a

given range. In this study, two scenarios were examined. The first scenario involved

the exclusion of demand configuration for the nodes, enabling water flow through-

out the network while preventing any water spillage. The second scenario entailed

configuring the nodes to have a demand evenly distributed within a specified range.

The figure employs two color scales to represent the demand values of the nodes

(indicated by the color of the circle markers) and the flow within the pipes (indicated

by the color of the connection segments between nodes). Both were measured in GPM:

gal/min. The reservoir, identified by the label ”7384,” is positioned on the left side of

the network, with the predominant flow direction being from left to right. As we move

away from the reservoir, both the total demand value and the pressure at the junctions

decrease due to the demand from the junctions on the left side. The links correspond

to pipes and they are represented with an arrow in order to show the direction of the

water flow.

A simulation spanning a one-month running experiment was conducted. To ensure

the reproducibility of our experiments, the dataset for this experiment can be found

in the publicly available repository provided in [314].

The proposed method is now applied to this irrigation consortium network. We

firstly derive the binary adjacency matrix whose generic element A𝑖𝑗 is equal to 1 if
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Figure 5.7: Results of GraphSmart in the irrigation consortium network. In panel (a) we have
the line graph where the color of each node corresponds to its centrality, measured by page-rank
algorithm. In panel (b) we report the MSE between reconstructed and ground truth node values as
function of the number of sleeping nodes in two cases, i.e. the ranking with page-rank centrality (in
black line with nodes highlighted according to their centrality) and random sorting (in blue).

there is a link connecting the node 𝑖 to the node 𝑗. Then we derive the incidence

matrix B and the adjacency matrix of the associated line graph A𝐿 as in Eq. (5.1)

and rank the nodes in this transformed space according to their centrality, measured

by the page-rank algorithm.

In Fig. 5.7a, the line graph associated with the irrigation consortium network

is depicted, with each node’s color corresponding to its centrality. It is noteworthy

to focus on the least central nodes, depicted in blue, which correspond to physically

isolated nodes and are crucial for the reconstruction process.

In Fig. 5.7b, the MSE between reconstructed and ground truth node values is

presented as a function of the number of sleeping nodes in two scenarios: one with

node ranking based on page-rank centrality and the other with random sorting. The

findings demonstrate that by selecting the appropriate sorting method for eliminating

node values, it is feasible to have up to 73 out of 85 sleeping nodes. In other words,

only 12 sensors can be placed on this network consisting of 85 nodes, yet the network

can still be fully reconstructed. It is important to note that if the sequence of sleeping

nodes is randomly chosen, the MSE significantly increases, even with the elimination

of only 37 sensor values.

We now consider the presence of demand values, signifying the addition of the

possibility that nodes may demand water from the network. We compute the adjacency

matrix in its extended expression A𝑒𝑥𝑡 as shown in Eq. (5.6). In this scenario, the
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total number of links is equal to 168, consequently resulting in the line graph having

168 nodes, as depicted in Fig. 5.8a.
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Figure 5.8: Results of GraphSmart to the irrigation consortium network in presence of demand
values. In panel (a) we have the line graph where the color of each node corresponds to its centrality,
measured by page-rank algorithm. In panel (b) we report the MSE between reconstructed and ground
truth node values as function of the number of sleeping nodes in two cases, i.e. the ranking with
page-rank centrality (in black line with nodes highlighted according to their centrality) and random
sorting (in blue).

The nodes of the line graph are ranked according to their centrality, and this

ranking is represented by the color of the nodes in Fig. 5.8 (a). The MSE analysis is

then replicated in this scenario, demonstrating that our ranking enables us to have 71

sleeping nodes out of the 168 proposed locations, in contrast to only 17 when randomly

eliminating node values.

A few remarks on the presented results are in order. Firstly, adding virtual links

(and nodes) to model water demand values does not change the graph topology and for

this reason, the number of sleeping nodes, given the topology of the network, does not

significantly change in the presence of demands. Secondly, the MSE is a step function,

meaning that when the configuration of available node values enables the algorithm to

reconstruct the water flow, the MSE is close to zero. Then, as soon as a critical node

for the reconstruction is removed the reconstruction algorithm breaks and the MSE is

on the same order of magnitude of the water flow. This consideration motivates the

oscillations of the MSE around the maximum value since the reconstruction algorithm

completely fails.

An integral aspect of the graph network is the integration of real-time sensor data.

Each node in the graph can be associated with a specific sensor location, providing a
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detailed and up-to-date understanding of the irrigation consortium network’s perfor-

mance. Parameters such as flow rates, pressure levels, and water quality measurements

can be linked to their corresponding nodes, facilitating comprehensive monitoring.

5.6 IoT monitoring scenario for GraphSmart

This approach is based on an IoT system of water sensors that are placed at the pipe

of the irrigation consortium or WDN to collect measurements of the flow in the net-

work. Considering the growing emphasis on energy efficiency, the graph network can

be harnessed to suitable design of sensor placement and data transmission, thereby

minimizing energy consumption. The GraphSmart approach preserves the accuracy of

network reconstruction while lowering energy consumption. With the aim of achieving

this objective, the process involves the identification of critical nodes that offer essen-

tial information for flow reconstruction, while simultaneously minimizing energy con-

sumption by sensors. To evaluate the GraphSmart approach in a LoRaWAN network

communication scenario, we thoroughly examine its energy-related characteristics.

From the power consumption aspect, an ideal IoT chip needs to have very low

power consumption during operation, ultra-low deep sleep current, and long-distance

communication capability. The advent of LoRaWAN technology solves the problem

of transmission distance, network signal and power consumption, and is the most

cost-effective, which is exactly what we are looking forward to in the field of water

meter reading applications [276]. Especially, in this chapter we focus on a flow meters

deployment.

In the subsequent sections, the definition of an energy model for the LoRaWAN

flow meter device is presented. Subsequently, the chosen simulation framework for

conducting performance evaluation is introduced. Building upon this selected simula-

tion framework, a precise scenario is established to align with the WDN deployment

discussed in the preceding section, as well as the defined energy model.

5.6.1 Coverage model and simulation

Computer modelling and simulation are valuable methods for exploring system perfor-

mance and evaluating strategies without costly implementation. Simulation becomes

particularly valuable in IoT scenarios characterized by numerous nodes and large geo-

graphical areas. In the context of LoRaWAN networks, simulation enables the design

and evaluation of LoRa-based applications prior to actual deployment. While various
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LoRaWAN simulation tools exist in the literature, a study referenced in [315] identifies

the NS-3 network simulator as the most suitable option.

NS-3 not only supports LoRaWAN technology but also offers extensive libraries

[316]. NS-3 is an open-source discrete-event network simulator written in C++ and

Python. The NS-3 simulator supports a wide variety of protocols such as Wi-Fi, LTE,

IEEE 802.15.4, SigFox, LoRaWAN, and further networks.

The integrated LoRaWAN module in NS-3 is designed to meet the requirements of

Class A devices. Class A devices are known for being the most power-efficient among

the three available classes in LoRaWAN (Class A, Class B, and Class C). Key features

of this module include installation of the network server, support for Adaptive Data

Rate (ADR), confirmed messages, and multi-gateway support.

LoRaWAN NS-3 module considers 𝑁 LoRaWAN sensors placed in a 2-dimensional

space around 𝑀 gateways. In the simulator, the Receiver Signal Strength Indicator

(RSSI) value, associated with the sensor, depends on the distance between the device

and the gateway according to the 𝐿𝑝𝑙(𝑑) path loss model:

𝐿𝑝𝑙(𝑑) = 𝐿𝑝𝑙(𝑑0) + 10𝜂 log(
𝑑

𝑑0
) + 𝜒𝜎 [𝑑𝐵] (8)

where 𝐿𝑝𝑙(𝑑0) is the mean path loss at the reference distance 𝑑0, 𝜂 is the path loss

exponent and 𝜒𝜎 ∼ 𝒩 (0, 𝜎2) is the normal distribution with zero mean and 𝜎2 variance

to account for shadowing.

Finally, we enable the channel capture effect. This assumption is reasonable when

the cell works in stable conditions, and collisions involving multiple overlapping frames

are rare or have a dominant contribution in the interfering power as introduced in [317],

[318]. Unless otherwise specified, Table 5.3 shows the scenario parameters used in our

simulations.

LoRaWAN employs Frequency Shift Chirp Modulation to enable long-distance, low

data rate communication within the sub-1GHz ISM bands. In our research, we run

experiments within a simulation tool to assess performances across different selected

rankings. By profiling real device energy consumption, we accurately depict the energy

usage of individual device components.

We focus on a LoRaWAN Class A network configuration, characterized by end

devices always initiating transmissions in a completely asynchronous manner. One of

the key system parameters in our scenario is the reporting periodicity denoted as 𝑇 ,

where each end device is allocated a unique initial reporting delay, following which it

generates a new packet every 𝑇 seconds. In this study, we do not account for Downlink
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Parameter Value

Carrier Frequency (MHz) 863.0
Bandwidth (kHz) 125
Code Rate (CR) 4/5
Message size [byte] 20
Message Period 1 packet every 300 seconds
Number of gateway 2
Number of nodes 85
TXPower 14 𝑑𝐵𝑚
Path loss values 𝜂 = 2.9, 𝜎2 = 0, 𝐿𝑝𝑙(40𝑚) = −66 𝑑𝐵

Table 5.3: LoRaWAN scenario simulation parameters for the realistic WDN considered
in this work.

(DL) transmissions, i.e., messages sent from gateways to end devices, we consider this

limitation to be relatively minor since the majority of traffic in the selected scenario

will be in the Uplink (UL) direction. Communication between sensors and GWs is

spread out on different frequency channels and data rates. LoRaWAN uses up to 6

different programmable Spreading Factors (SFs): 7, 8, 9, 10, 11, 12. Furthermore,

the adopted bandwidth can be configured: 125 𝑘𝐻𝑧, 250 𝑘𝐻𝑧 and 500 𝑘𝐻𝑧 (typically

125 𝑘𝐻𝑧 for the 868 ISM band). LoRaWAN is based on the LoRa modulation. LoRa

uses frequency chirps with a linear variation in frequency over time in order to encode

information. It offers a sensitivity of the order of −130 𝑑𝐵𝑚. The Data Rate (𝐷𝑅)

depends on the Bandwidth (𝐵𝑊 ) in Hz, the spreading factor 𝑆𝐹 and the Coding Rate

(𝐶𝑅) [317] as:

𝐷𝑅 = 𝑠𝑓 · 𝐵𝑊
2𝑠𝑓

· 𝐶𝑅 (5.7)

where the symbols/s are given by 𝐵𝑊/2𝑠𝑓 with 𝑠𝑓 ∈ {7− 12} and the channel coding

rate 𝐶𝑅 is 4/(4 +𝑅𝐷𝐷) with the number of redundancy bits 𝑅𝐷𝐷 = 1, · · · , 4.

The symbol duration (sec) is calculated as follows:

𝑇𝑠𝑦𝑚 = 2𝑠𝑓/𝐵𝑊. (5.8)

LoRa devices use a higher SF when the signal is weak or there is strong interference

in the used channel. If a sensor is far away from a gateway, the signal gets weaker and

therefore needs a higher SF. Using a higher SF means a longer symbol duration so

a longer 𝑇𝑜𝐴, i.e., the total transmission time of a LoRa packet with a consequently

higher impact on the power consumption. The selection of the data rate is a trade-off
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Device Transmit Receive Sensing Sleep

FiPy 170 mA 120 mA 110 mA 50 𝜇A
TTGO 111 mA 61 mA 51 mA 30 𝜇A

STM32WL55JC 28 mA 11 mA 1.4 mA 1.5 𝜇A

Table 5.4: Current consumption of the devices in different operating modes.

between communication range and packet duration or power consumption. Moreover,

packets transmitted with different SFs, in principle, do not interfere with each other.

To maximize both the battery life of sensors and overall network capacity, Lo-

RaWAN can manage the data rate and RF output for each sensor individually by

means of an ADR scheme [319]. This mechanism determines the transmission param-

eters (SF and transmit power) of the device based on the estimation of the link budget

in the uplink and the threshold RSSI for decoding the packet correctly at the current

data rate. When the data rate is not achievable the ADR reduces it (by increasing

the SF) to provide connectivity to the device. Finally, the network will be optimized

to use the fastest data rate possible for each sensor.

In the applied scenario, at the onset of the simulation, each sensor receives an SF

assignment according to the following procedure. Initially, we calculate the power level

received by each gateway from the sensor. Subsequently, we select the gateway that

records the highest received power and determine the SF based on that power level.

In this assignment, we ensure that the sensor is assigned the lowest SF that surpasses

the sensitivity of the gateway. We refer to this procedure as ADR in the next part of

our work. The goal is to optimize communication between the sensor and the gateway

while maintaining efficient data transmission.

For what concern the energy model, a LoRaWAN library for Class A in NS-3 has

been previously developed by [320], [321] and [322].

In this study, an extensive examination of LoRaWAN sensors regarding energy con-

sumption was conducted. Field experiments were performed to evaluate the current

consumption across four operating modes: sensing, transmitting, receiving, and sleep-

ing. Specifically, the power consumption of three devices, including the SX1276 LoRa

transceiver, was estimated. Current measurements were carried out using a Tektronix

MSO 2024B oscilloscope with a TCP0020 current probe. The supply voltage was set

at 3.3 V, and the devices’ transmission power was configured at 25;𝑚𝑊 (14; 𝑑𝐵𝑚).

The average current consumption of the three considered sensors in all the four

mentioned states is outlined in Table 5.4. In particular, the table shows that in

the three active states (transmit, receive, sensing), the power consumption of the
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STM32WL55JC device is lower than the FiPy and TTGO devices. The reason for

this difference is that the first two are systems specifically designed for prototyping.

As such, they include additional components that enhance consumption. After evalu-

ating the energy consumption characteristics of the devices, the decision was made to

concentrate the analysis exclusively on the STM32WL55JC device [256]. Indeed, this

ultra-low power device is highly suitable for large-scale green IoT deployment [323].

Thus, we use the results to adapt the available energy consumption module in NS-3

to enable the evaluation of LoRaWAN networks in terms of energy efficiency.

5.7 GraphSmart Integrated Performance evalua-

tion

In this section, we present the advantage results of the GraphSmart approach, where

we include the energy aspect, on the synthetic WDN presented in Sec.5.5.2. To this

goal, we leveraged the NS-3 simulator module and conducted a series of assessments

to gauge the performance metrics of the IoT network. These tests encompassed eval-

uations of network performance, GWs coverage and energy consumption.

5.7.1 WDN LoRaWAN monitoring scenario

The primary objective of the initial simulation campaign was to assess the impact

of the selected SF on energy consumption. Energy consumption was determined by

monitoring the battery level of the devices, initially set at 10,000 joules. Each device

transmitted data at an average interval of 5 minutes and the battery level of each

device was observed over a 24-hour experimental period. The exact interval time was

uniformly distributed within the range of 4 to 6 minutes, with the value extracted at

the end of each transmission. Finally, we calculated the total energy expended across

the entire LoRaWAN network by summing up the energy consumption of the network

devices.

Our focus in this study revolves around monitoring the flow rate within each pipe.

To achieve this, we position a sensor at the end of every link. As a result, the number

of devices exceeds the number of junctions, since multiple pipes may terminate at the

same junction. In such cases, multiple devices are positioned at the same location to

monitor the flow at the end of multiple pipes. In the end, we placed 85 monitoring

LoRaWAN devices.
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Lastly, based on the chosen network topology, we determine the optimal placement

of GWs to efficiently collect the monitoring data. The considered GWs positions are

shown in Fig. 5.9 (a) (triangular markers are the GWs) together with the coverage

area when SF=12 (maximum coverage area) is configured (represented by big blue

circles). According to the coverage area, each GW is able to receive only a subset of

the total devices measurements. Fig. 5.9 (a) also shows the location of the nodes and
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Figure 5.9: (a) Devices deployment and SF values assigned by ADR in the proposed
irrigation consortium network. (b) Total energy consumption in joule of the network
as a function of the number devices present.

the SF values assigned by the ADR. For instance, the devices represented by the black

dots had an SF of 7 and were placed near the GWs, while it assigns higher SF values to

devices farther from the GWs, such as the devices represented by the yellow dots, which

had an SF of 12. In the figure, the legend exactly depicts the color assigned to each SF.

Furthermore, Fig. 5.9 (b) presents an analysis of the network’s energy consumption

as a function of the number of sleeping devices, considering various scenarios where

ADR can be enabled or disabled, when ADR is disabled devices are configured to use

the same SF. It was conducted multiple simulations involving devices with a constant

SF ranging from 7 to 12, and with ADR enabled. The objective was to evaluate the

impact of the selected SF on the energy efficiency of the entire network. In order to

conduct the experiment, we randomly removed devices following their initial order,

with a regular interval of 5 steps.

Higher network energy consumption was observed with 𝑆𝐹12 configuration for the

devices, while lower consumption was observed with 𝑆𝐹7, this is due to the transmis-

sion duration of each device, predominant when the SF is higher. The line depicted
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by triangular markers corresponds to the scenario where ADR is enabled. In this

case, the SF configuration of the devices is set as shown in Fig. 5.9 (a). It should be

noted that this particular scenario does not represent the optimal energy efficiency.

However, it is important to observe that low consumption with SF set to 7 (optimal

energy efficiency) does not necessarily imply optimal network efficiency. Indeed, it is

also crucial to evaluate the packet delivery ratio.
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Figure 5.10: (a) DER as a function of the number of EDs in three representative
scenarios, enabled ADR, all devices configured with SF=12 and SF=7. (b) Frequency
distributions of devices numbers based on their consumption in the presence of ADR.

To this end, we extract the probability of correctly receiving a packet, which is

a typical metric considered for characterizing LoRaWAN systems (often called Data

Extraction Rate - DER) of the main three configured scenarios. Specifically, Fig. 5.10

(a) illustrates the trend of DER as a function of the number of devices in the network

in three different scenarios: in the presence of active ADR (up triangular markers),

when all devices are set to SF7 (down triangular markers), and SF12 (circular marker).

Based on these configurations, it can be observed that the DER parameter for SF7

and SF12 drops below 60% when the two gateways serve more than 75 devices. Both

scenarios negatively impact the performance of the devices, albeit for different reasons.

In the case of SF=7 configuration, a significant number of devices are left out of

coverage, resulting in a lower number of packets being received from gateways. On

the other hand, when SF=12 is configured, the longer duration of the packets leads to

multiple collisions, thereby reducing the probability of successful reception.

Conversely, with ADR active, the DER remains above or equal to 90%, allowing

for a maximum number of serviceable devices up to 85. By, comparing Fig. 5.9 (b)
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and Fig. 5.10 (a), results indicate that the ADR increases data delivery success within

the network while maintaining an acceptable energy consumption, thereby increasing

network energy efficiency.

To better visualize the consumption of the network devices, Fig. 5.10 (b) shows the

frequency distribution of network devices according to their 24-hour energy consump-

tion in the presence of ADR. Specifically, it is evident that the majority of devices

within the studied network exhibit a daily energy consumption of less than 20 joules,

with these devices predominantly utilizing lower SF values. Conversely, a subset of

devices, approximately 18 out of the total 85, exhibit higher daily energy consumption,

attributed to their configuration with SF values of 11 and 12. We note that in Lo-

RaWAN, the duration of a packet doubles as the SF value increases by one unit. This

exponential increase in duration is the reason behind the corresponding exponential

increase in power consumption.

The introduction of ADR once again demonstrated notable improvements in en-

ergy efficiency. For instance, if all devices had been consistently configured with an

SF of 12, the entire set of 85 devices would have incurred an approximate daily energy

consumption of 71 joules per device, corresponding to 6035 joules when considering

the entire network. As a result, it can be concluded that the adoption of ADR rep-

resents the optimal trade-off between energy consumption and network throughput

in this context. Nevertheless, energy efficiency can be further enhanced through the

GraphSmart approach, as discussed in the following subsection.
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Figure 5.11: The sensor deployment configuration at the critical step. In panel (a) we have the line
graph associated to the irrigation consortium network. In red we have sleeping nodes while in blue
we have nodes corresponding to active sensors. Links needed to reconstruct the signal are identified
through the start and end node. In panel (b) we report with the same colour code the configuration
in the original graph and we observe the link position of the essential nodes (represented in blue) for
the reconstruction algorithm.
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5.7.2 GraphSmart energy saving

This subsection presents a comprehensive analysis of the four ranking strategies pre-

sented in Sec. 5.4.3. This analysis focuses on evaluating the performance of the

GraphSmart strategies in terms of both flow reconstruction MSE and energy effi-

ciency. The goal is to identify the most effective optimization strategy for selecting an

optimal sensor deployment in the irrigation consortium network. The MSE is regarded

as a measure of reconstruction performance. It has been demonstrated in Section 5.5.2

that it exhibits characteristics akin to a step function, with its values undergoing rapid

fluctuations under critical conditions where a necessary node value is absent. To stress

this point, we report in Fig. 5.11 the sensor deployment configuration at the criti-

cal step. It means that the presented figure is the configuration just before that the

algorithm breaks. In panel (a), we observe the line graph, while in panel (b), the

original graph is depicted. Active sensor nodes are represented in blue, while missing

measurements slated for reconstruction are denoted in red. Notably, the link removal

that disrupts the algorithm occurs between nodes 8644 and 8646.

The results of four ranking strategies are compared, analyzing their effects on

two primary metrics: MSE and energy consumption. Through this evaluation, we

endeavor to offer insights into identifying the most appropriate approach for attaining

an optimal deployment. To streamline the analysis, we provide a visual representation

in the form of a figure illustrating the MSE and energy consumption outcomes for each

ranking strategy.

Fig. 5.12 illustrates a comparison between the MSE of flow reconstruction and

energy consumption for the four rankings, pagerank, closeness, betweeness and random.

Two subplots sharing the same x-axis are represented in the figure. The first subplot

shows the MSE error of the network flow reconstruction versus the network energy

consumption; the MSE is expressed as a logarithmic scale and the error is reduced

when the energy consumption increases. The network energy consumption information

is reported in the sharing axis.

The second subplot provides the number of sleeping devices as function of the

energy consumption. Intuitively, the energy consumption is high when few sensors

are removed, while it decreases when the number of sleeping nodes increases. Both

the subplots show four lines, one for each ranking modality applied to remove sensors

from the network.

With the aim to better understand the energy-reconstruction performance of GraphS-

mart we can discuss Fig. 5.12 in its entirety. In the initial subplot, a tolerated value

for the MSE can be set, and the corresponding logarithmic value can be identified
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Tolerated log(MSE)

Number of sensors that 
can be turned off 
(pagerank)

Number of sensors that 
can be turned off 
(random)

Figure 5.12: Integrated results of efficient and accurate GraphSmart . The top panel shows the
MSE in logarithmic scale vs. the energy consumption of the network. The bottom panel presents
the number of sensors that can be removed as function of the network energy consumption. The
two figures share the same x-axis and they can be read together. We can select the tolerated MSE
(represented with the dot line) and derive the network consumption associated to the centrality
selected algorithm. Following the arrows on the left we obtain the number of sensors that can be
removed to obtain the desired reconstruction error. In grey we have the pagerank and in blue the
random cases.

utilizing the provided arrows in the top figure. Subsequently, the network energy con-

sumption linked with the specified error value for the particular ranking procedure

being examined can be determined. Finally, the number of sensors that can be de-

activated can be read on the y-axis of the bottom figure, aligning with the derived

network consumption.

Ranking Installed devices Energy saving (%)
Random 48 48.81

Betweenness 48 49.35
Closeness 48 58.11
Page-rank 20 73.01

Table 5.5: Ranking comparison with associated energy saving percentages.
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The findings show that page-rank is the method that produces the best-sorted de-

vices list. Indeed, after fixing the value of the tolerated error, the page-rank sorting

algorithm enables us to turn off the largest number of devices. This indicates that us-

ing page-rank as an optimization strategy for choosing the optimal sensors deployment

in the irrigation consortium network yields the best results in terms of both MSE and

energy consumption. In particular, Table 5.5 highlights that the page-rank algorithm

stands out as the best in terms of energy savings. This ranking is capable of recon-

structing the irrigation network flow with only 20 installed devices and remarkable

energy savings of 73.01%.

Taken collectively, it is demonstrated that GraphSmart, represents an effective

approach for optimizing the deployment of resources within an irrigation consortium

network, adept at balancing flow reconstruction accuracy and energy efficiency.

5.8 Conclusion and Future Work

The main purpose of this chapter is to introduce a novel method to optimize the mon-

itoring of smart irrigation consortium network by an effective IoT sensor placement.

The irrigation consortium network consist of physical pipes enabling the water flow

and IoT sensors measuring features such as flow rates, pressure levels and water qual-

ity parameters. The hydraulic connectivity between nodes and pipes can be modeled

as a graph by possibly adding other physical properties, such as the resistance and the

diameter of pipes. In this scenario, sensor measurements acquired by an IoT network

can be modelled as signals defined in a networked domain.

In this chapter, the line graph corresponding to the physical graph is analyzed,

and a graph signal processing-based approach is introduced for flow reconstruction

utilizing a reduced set of sensors. Specifically, node centrality measures computed

in the line graph are employed to determine sensors that can be deactivated with-

out compromising accuracy. The proposed method, referred to as GraphSmart, is

evaluated through numerical simulations conducted in a realistic LoRaWAN network

scenario. It is demonstrated that accurate flow reconstruction is achievable through

strategically positioning a reduced number of sensors, resulting in substantial energy

savings, approximately 73%.

The GraphSmart method has been applied to an irrigation consortium network,

assuming that the IoT measurements are repeated at a pace related to the WSS

stationarity interval. In future work, we can further to reduce the number of IoT

sensors by designing joint subsampling of the measurements both in the time and
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space domains. This can be accomplished by a multilayer vertex-time representation

of the irrigation consortium network, where it is possible to jointly select samples in

the vertex and time domain. This would extend the analysis on GraphSmart sensor

displacement to identify the time resolution of IoT devices readings. Future work will

address the analysis of a multilayer network representing the physical flow constraints

along time, in order to identify the location and timing of IoT readings and improve

the WSS flow reconstruction accuracy.

Taken together, the GraphSmart method offers versatile and insightful mapping of

water distribution networks. By encompassing topology, hydraulic characteristics and

advanced optimization techniques, our proposed approach contributes to a holistic un-

derstanding of the network’s complexities, supporting endeavors to enhance efficiency,

accuracy, and energy conservation within water distribution systems. In conclusion,

GraphSmart represents a potentially useful tool for water operators by optimizing net-

work node positions, which in turn can lead to improvements in water use efficiency,

thanks to flow reconstruction.



Chapter 6
Machine Learning Models to Predict
Daily Actual Evapotranspiration of
Citrus Orchards

6.1 Overview

Precise estimations of actual evapotranspiration (𝐸𝑇𝑎) are essential for various envi-

ronmental issues, including those related to agricultural ecosystem sustainability and

water management. Indeed, the increasing demands of agricultural production, cou-

pled with increasingly frequent drought events in many parts of the world, necessitate

a more careful evaluation of crop water requirements.

Artificial Intelligence-based models represent a promising alternative to the most

common measurement techniques, e.g. using expensive Eddy Covariance (EC) tow-

ers. In this context, the main challenges are choosing the best possible model and

selecting the most representative features. The objective of this research is to evalu-

ate two different machine learning algorithms, namely Multi-Layer Perceptron (MLP)

and Random Forest (RF), to predict daily actual evapotranspiration (𝐸𝑇𝑎) in a citrus

orchard typical of the Mediterranean ecosystem using different feature combinations.

With many features available coming from various infield sensors, a thorough analysis

was performed to measure feature importance, scatter matrix observations, and Pear-

son’s correlation coefficient calculation, which resulted in the selection of 12 promising

feature combinations. The models were calibrated under regulated deficit irrigation

(RDI) conditions to estimate 𝐸𝑇𝑎 and save irrigation water. On average up to 38.5%

water savings were obtained, compared to full irrigation. Moreover, among the differ-
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ent input variables adopted, the soil water content (SWC) feature appears to have a

prominent role in the prediction of 𝐸𝑇𝑎. Indeed, the presented results show that by

choosing the appropriate input features, the accuracy of the proposed machine learn-

ing models remains acceptable even when the number of features is reduced to only 4.

The best performance was achieved by the Random Forest method, with seven input

features, obtaining a root mean square error (RMSE) and a coefficient of determina-

tion (𝑅2) of 0.39 mm/day and 0.84, respectively. Finally, the results show that the

joint use of SWC, weather and satellite data significantly improves the performance of

evapotranspiration forecasts compared to models using only meteorological variables.

6.2 Introduction

According to the recent global report on water use published by UNESCO, irrigation

represents about 70% of the global consumption of available freshwater [324]. There-

fore, adopting sustainable agriculture is of paramount importance to minimize water

consumption. In this context, pushing the agricultural system as a whole toward eco-

logically sustainable solutions is a major challenge given the increasing insufficiency of

water availability [325]. Recent research suggests that farmers should be encouraged

to adopt new solutions, particularly in drought-prone regions, in order to optimize

both water quantity and quality, and ensure less water consumption for a more envi-

ronmentally friendly future for the next generations [326].

In particular, in the Mediterranean ecosystems, which are characterized by dry

and hot summers and rainfall mainly occurring in fall and winter, it is important to

adopt sustainable irrigation strategies to increase water use efficiency and preserve

water resources. The optimization of irrigation water employment in agriculture can

be obtained, from the one hand, by estimating the exact crop water requirement and,

from the other, through the application of dynamic irrigation strategies, such as the

regulated deficit irrigation (RDI). The main goal of these strategies is to save water by

controlling in real time the field irrigation as a function of the water status of soil and

plants. This can be quantified by means of heterogeneous sensors and data aggregation

techniques, in order to identify conditions for reducing the water consumption without

affecting the crop growth. For example, it has been proved that RDI can be applied

to citrus orchards during the stage II of crop without determining significant impact

on crop yield [327–332]. However, the application of RDI strategies requires accurate

monitoring to avoid severe crop water stress which can produce a decline in yield

and/or irreversible effects on crop growth.
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From field sensors to water needs. In order to monitor the crop water needs

in real-time, several data sources for estimating the field status can be considered,

among which meteorological data, soil water contents, drill and drop sensors, satellite

images and vegetation indices. Different models for studying the soil water balance

(SWB) are then applied for mapping infield data into a precise estimation of the water

needs [333]. An important parameter for this estimation is the evapotranspiration

(𝐸𝑇𝑎), which is the combination of two distinct processes: water evaporation from the

soil surface, 𝐸𝑎 and water transpiration from the plant canopy, 𝑇𝑎, depending on the

climate and soil water status [334].

Recently, several data-driven models (artificial neural networks, K-nearest neigh-

bors, random forest, etc.) have been proposed for predicting evapotranspiration even

with a limited amount of infield sensors, i.e. by working only with some low-cost

typologies of sensors or with a limited spatial granularity of measurements [335–338].

Models are customized not only for different climates, but also for different typologies

of crops, such as potato crops [335, 339, 340], green pepper crops [341], or cereal crops

[340, 342–346]. The models can be studied in combination with the irrigation policy,

for minimizing the water consumption, as described in [347] for the case of a rice crop.

However, these works focus on herbaceous crops or horticultures only. Other mod-

els for estimating the field water needs are based on the study of the surface energy

balance, by processing land surface temperature (LST) [348]. These approaches have

been demonstrated in the case of olive and pomegranate orchards and vineyards but,

to the best of our knowledge, there is no previous literature focusing on the definition

of models for citrus orchards, despite the fact that in the Mediterranean basins citrus

is one of the most cultivated crops [349]. Citrus orchards have high water require-

ments [331, 350] and differ significantly from olives and pomegranates crops, which

are characterized by a high capacity to resist in arid environments [351, 352].

Reference, potential and actual evapotranspiration. It is important to

note that most existing literature employs machine learning (ML) models to predict

the crop reference evapotranspiration (𝐸𝑇𝑜) or potential evapotranspiration (𝐸𝑇𝑐),

whereas the focus of this chapter is on actual evapotranspiration (𝐸𝑇𝑎), which plays a

key role in the quantitative evaluation of the actual crop water requirements, necessary

for irrigation water management. While 𝐸𝑇𝑎 values are considered in ecosystem stud-

ies, for studying wetland conservation [353] and water cycles [354], the comprehensive

reviews of evapotranspiration models presented in [355, 356] focus on 𝐸𝑇𝑜 only. In

[355], which compares several papers from 2009 to 2021, the main goal of 𝐸𝑇𝑜 estima-

tion is developing intelligent irrigation systems, while in [356] it is demonstrated how
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Table 6.1: Literature comparison of models to predict potential evapotranspiration
(𝐸𝑇𝑐) considering 𝑅𝑀𝑆𝐸 and 𝑅2

References Model
Crop or

vegetation
Length of dataset

(days)
Number of

input features
𝑅𝑀𝑆𝐸
(𝑚𝑚𝑑−1)

𝑅2

[346] DNN Wheat 17531 3 0.15 - 0,42 0,94 - 0,97

[339]
kNN, ANN,
AdaBoost

Potato 240 1 - 4 0,24 -1,01 0.68 - 0.96

[338]
kNN, SVM, RF,

AdaBoost
Sugar beet 340 3 - 7 0,22 - 1,13 0.79 - 0.99

[335]
ANN, NNGA ,

MNLR
Potato 990 1 - 6 0,05 - 0,35 0.43 - 0.96

[344] MLR, BP
Maize, wheat

soybean
900 4 - 5 1,19 - 1,52 0.69 - 0.90

[345] MLP, RBF Barley 200 4
𝑁𝑅𝑀𝑆𝐸
0.23 - 0.31

0,89 - 0,93

[343] ANN Wheat, maize 250 - 430 4 - 8
𝑁𝑅𝑀𝑆𝐸
0,10 - 0.54

0.86 - 0.99

Notes: RF = Random Forests, SVM = Support Vector Machines, ANN = Artificial Neural
Network, MLR = Multiple Linear Regression, kNN = k-nearest neighbors, MLP = Multi-layer
Perceptron, AdaBoost = Adaptive Boosting, NNGA = Neural Network–Genetic Algorithm,

MNLR = Multivariate Nonlinear Regression, BP = Back-Propagation neural network,
DNN = Deep Neural Network, RDF = Radial Basis Functions,

NRMSE = Normalized Root Mean Squared Error.

𝐸𝑇𝑜 models developed from 2007 to 2019 can be used for a wide climatic range. De-

spite the number of proposed models, several issues for the application of these models

are still open. In fact, evapotranspiration is a nonlinear and complex phenomenon,

and its estimation is based on the availability of several climatic and crop parameters

and their mutual interactions with each other. Consequently, the transition from 𝐸𝑇𝑜

to more significant quantities such 𝐸𝑇𝑎 is not straightforward. Indeed, while 𝐸𝑇𝑜 can

be derived by using only climatic variables, 𝐸𝑇𝑎 depends on the specific crop, as well

as on soil and plant conditions. Tables 6.1 and 6.2 summarize the main characteristics

of related works on potential evapotranspiration and actual evapotranspiration esti-

mation, respectively, by comparing the approach, crop typology, dataset size, number

of input features and model accuracy.

Impact of hydrological factors. Recent papers like [357, 337, 359, 358] used

ML to study 𝐸𝑇𝑎 only from a generic hydrology or atmospheric point of view, and

do not consider irrigation strategies like RDI. For example, [360] models 𝐸𝑇𝑎 using

ANN and Genetic Programming in a Canadian landscape covered by spontaneous

vegetation; consequently, the study does not analyze water requirements in a specific

crop and does not consider possible irrigation strategies. In [361] the authors quantified

the impact of some hydrological factors on 𝐸𝑇𝑎 using Bayesian model averaging for

forest, cropland, and grassland ecosystems. In addition, it was demonstrated that soil
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Table 6.2: Literature comparison of machine learning models to predict actual evap-
otranspiration (𝐸𝑇𝑎) considering 𝑅𝑀𝑆𝐸 and 𝑅2

Reference Models
Crop or

vegetation
Length of dataset

(day)
Number of

input features
𝑅𝑀𝑆𝐸
(𝑚𝑚𝑑−1)

𝑅2

[336]
M5P, BAGGING,

RF, SVR
Pastures grass 1825 3 - 6 0.18 - 0.40 0.93 - 0.98

[337] ANN
Different

land cover
11713 2 - 5 0.39 - 0.78 0.98 - 0.99

[341] ENN Green peppers 800 10 0.35 - 0.61 0.86 - 0.97

[340] RF, LSTM
Corn, soybeans,

potatoes
6208 5 - 16 0.40 - 1.30 0.42 - 0.70

[357] LSTM
Grassland, Forest
Alpine meadow

300 - 500 4 - 8 0.21 - 1.06 0.16 - 0.80

[358] LR - EFS
Grassland

Open shrubland
Barren vegetation

4017 5 - 18 0.42 - 1.81 0.15 - 0.82

[353]
RF, MLP,

kNN, ARDS
Sawgrass 2069 3 - 7 0.42 - 1.06 0.42 - 0.90

[354] RF Grassland
Datasets of
various sizes

21 0.28 - 0.73 0.64 - 0.89

[359] RF
Different

land cover
Datasets of
various sizes

7 0.99 - 2.18 0.32 - 0.75

[360]
ANN, GP,
SAS/STAT

Spontaneous
flora

150 5 - 9 0.06 - 0.10 R: 0.71 - 0.88

[361] BMA
Grassland
Cropland

Forest

Datasets of
various sizes

7 0.32 - 0.67 R: 0.83 - 0.97

Present work (2023) RF, MLP
Citrus

orchard
576 4 - 10 0.39 - 0.57 0.69 - 0.84

Notes: M5P = Quinlan’s M5 algorithm or M5P regression tree, RF = Random Forests,
SVR = Support Vector Regression, ANN = Artificial Neural Network, ENN = Elman Neural

Network, LSTM = Long short-term memory, LR = Linear Regression, EFS = Exhaustive Feature
Selection, MLP = multilayer perceptron, k-NN = k-nearest neighbors, ARDS = Additive

Regression of Decision Stumps, GP = Genetic Programming, SAS/STAT = Statistical model
(multiple regression equation), BMA = Bayesian Model Averaging, Cub = Cubist package in R,

Sin = sinusoidal models.

moisture does not contribute significantly to 𝐸𝑇𝑎 in forest areas because vegetative

transpiration comprises a large portion of 𝐸𝑇𝑎. Finally, the work in [341] combines

𝐸𝑇𝑎 predictions with RDI, but only for horticulture.

Research contributions. Taking into account the limitations of current 𝐸𝑇𝑎

models, the aim of this work is defining a data-driven model for predicting actual evap-

otranspiration of a citrus orchard under regulated deficit irrigation. To this purpose,

we exploit a large dataset of infield measurements collected in a suburb of Palermo,

in Italy, which includes meteorological data, Vegetation Indices (VIs), soil water con-

tents, as well as direct measurements of 𝐸𝑇𝑎 (to be used as a ground-truth). A variety

of input combinations are explored, analyzing feature importance and Pearson’s corre-

lation coefficient, and studying the performance of several ML models (namely, MLP

and RF). Interestingly, the presented results show that the accuracy of the proposed

ML models remains acceptable even reducing the input features down to four. To the
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best of our knowledge, we are the first to estimate 𝐸𝑇𝑎 in a hot summer Mediterranean

ecosystem under RDI, with an average water saving of up to 38.5%, compared to full

irrigation management. These estimation models are fundamental to understand and

reduce the impact of climate change and water scarcity, thus promoting sustainable

agricultural irrigation solutions.

6.3 Background and motivation

The application of irrigation strategies such as RDI during specific stages of crop

growth could result in the optimization of irrigation water use in agricultural ecosys-

tems. The actual crop water requirement can be assessed, among others approaches,

by the continuous monitoring of soil water content, as investigated by [362], or us-

ing soil water balance (SWB) models [334]. In the former, the quality of the results

depends on the accuracy and acquisition time of the soil moisture sensors, while the

latter requires the accurate estimation of actual crop evapotranspiration, 𝐸𝑇𝑎. Direct

measurements of 𝐸𝑇𝑎 can be acquired by weighing lysimeters [363], which however are

characterized by high installation and maintenance costs. On the other hand, indi-

rect methods to estimate 𝐸𝑇𝑎 include the widely used dual crop coefficient approach,

suggested in the FAO-56 paper [364], and the application of the surface energy bal-

ance (SEB), such as the Surface Energy Balance Algorithm for Land (SEBAL) [365],

and Two-Source Energy Balance Model (TSEB) [366, 367]. According to the dual

crop coefficient approach [364] the maximum 𝐸𝑇𝑎 can be estimated as the product

of crop reference evapotranspiration (𝐸𝑇𝑜) and the term (𝐾𝑐𝑏 + 𝐾𝑒), being 𝐾𝑐𝑏 the

basal crop coefficient and 𝐾𝑒 the soil evaporation coefficient. The 𝐾𝑐𝑏 coefficients for

the different crops and stages of vegetative growth, tabulated in the FAO-56 paper

[364], have been recently updated by [368] to account for the research published in the

last 20 years. 𝐸𝑇𝑜 represents the atmospheric evaporative demand, whose values can

be computed based on air temperature, solar radiation, wind speed and relative air

humidity acquired by a standard weather station [369]. When the soil water content

is limiting evapotranspiration, it is necessary to include two additional coefficients, 𝐾𝑠

and 𝐾𝑟, with values ranging between 0 and 1, to reduce crop transpiration and soil

evaporation, respectively. In a recent review, [370] showed the possibility to derive

the basal crop coefficient, 𝐾𝑐𝑏, based on linear and non-linear relationships employing,

as independent variables, vegetation indices (VIs) derived by remote sensing data in

the visible and near-infrared domains, whereas earlier, [371] proposed to estimate 𝐾𝑐𝑏

based on a linear function of VIs obtained in the shortwave region.
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The SEB models are used to estimate latent heat flux (LE) as the residual term

of the energy balance equation. The values of LE measured by the Eddy Covari-

ance (EC) tower have been largely used to assess 𝐸𝑇𝑎. The common configuration

of EC towers consists of an infrared open-path gas analyzer to measure 𝐻2𝑂 vapor

and 𝐶𝑂2 concentration in the atmosphere, a 3D-sonic anemometer to measure the

sonic air temperature and the three components of wind speed, a 4-components net

radiometer to measure the net radiation and a flux plate to measure the soil heat flux.

Although both the water and energy balance models have been largely used to esti-

mate 𝐸𝑇𝑎, the first one requires a large number of meteorological variables to evaluate

𝐸𝑇𝑜 (not always available and with acquisition times not enough adequate for the

purpose [339]), whereas the second, despite the smaller number of required variables,

needs the availability of an EC tower equipped with quite expensive instruments. Fur-

thermore, the quality and temporal continuity of the acquisitions can be influenced by

the different measurement conditions from the theoretical assumptions, as well as by

the malfunction of the instruments caused by the meteorological conditions and also

by the imperfect calibrations of the sensors [372].

The limitations of the classical methods described above indicate the need to assess

alternative procedures to increase the availability and accessibility of 𝐸𝑇𝑎 measure-

ments. For this reason, ML algorithms can be powerful tools for predicting actual

evapotranspiration. Only recently, researchers applied ML to predict two important

quantities, 𝐸𝑇𝑐 and/or 𝐸𝑇𝑎, which are of paramount interest for crop irrigation man-

agement. Indeed, approximately 90% of the papers listed in tables 6.1 and 6.2 have

been published within the past four years. Specifically, table 6.1 provides a summary

of the research using ML models to estimate potential evapotranspiration (𝐸𝑇𝑐), which

is considered a good approximation of 𝐸𝑇𝑎 for healthy crops (no diseases) and with-

out water stress. From the table, the 𝐸𝑇𝑐 estimation accuracy, measured in terms of

𝑅𝑀𝑆𝐸 and 𝑅2, ranges on average from 0.37 𝑚𝑚𝑑−1 to 0.89 𝑚𝑚𝑑−1 and between 0.75

and 0.96, respectively. Similarly, table 6.2 reports papers focusing on 𝐸𝑇𝑎, with aver-

age ranges of 𝑅𝑀𝑆𝐸 and 𝑅2, from 0.37 𝑚𝑚𝑑−1 to 0.97 𝑚𝑚𝑑−1 and between 0.55 and

0.86, respectively. However, these results were mostly obtained in forest, cropland and

grassland ecosystems, characterized by an homogeneous soil cover condition. Instead,

in this work we focus on the prediction of 𝐸𝑇𝑎 in a citrus orchard under regulated

deficit irrigation, in a Mediterranean ecosystem. To the best of current knowledge,

machine learning models have been employed for the first time to predict 𝐸𝑇𝑎 in tree

orchards.
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Figure 6.1: Map of the experimental site showing the location of the weather station
(WD), flux tower (EC), and drill and drop soil water content sensors; the four Sentinel-
2 (L2A/L2B) pixels are also shown.

6.4 Materials and methods

6.4.1 Description of the study area and experimental field

The experiment was carried out for four years (2018-2021) in a citrus orchard (Citrus

reticulata Blanco, cv. Mandarino Tardivo di Ciaculli) located in a suburb of Palermo,

Italy (38°4’ 53.4” N, 13° 25’ 8.2” E), as shown in Fig. 6.1. The field extension is

about 0.4 ha, with trees planted at a spacing of 5.0×5.0 m and an average height

of about 2.5 m. The average fraction cover is about 0.48. The field is generally

irrigated with a subsurface drip system, operating from 2018, with two lateral pipes,

which contain co-extruded emitters discharging 2.3 𝑙/ℎ at a pressure of 100 𝑘𝑃𝑎 with

a spacing of 1.0 m (i.e.,10 𝑒𝑚𝑖𝑡𝑡𝑒𝑟𝑠/𝑡𝑟𝑒𝑒), per plant row, one on each side of the

tree, at 1.1 m from the trunks, installed at 0.30 m depth. However, the old micro-

sprinklers irrigation system, operating until 2017, is occasionally activated mainly

before weeding. The regulated deficit irrigation (RDI) strategy is described in detail

in [373]. The climate is Mediterranean, with rainfall generally concentrated in fall and
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winter, and high temperatures in summer. According to the recent version of Köppen

climatic classification, the zone has a hot summer Mediterranean climate (Csa) [374].

A standard WatchDog 2000 weather station (WS) (Spectrum Technologies, Inc.,

Aurora, IL, USA) is installed near the field (see Fig. 6.1) to collect, every 30 minutes,

the values of air temperature, 𝑇 (∘𝐶), global solar radiation, 𝑅𝑠 (𝑀𝐽𝑚−2𝑑−1), relative

air humidity, 𝑅𝐻 (%), wind speed and direction at 2 m height, 𝑈2 (𝑚𝑠−1), and rain-

fall height, 𝑃 (𝑚𝑚). Since March 2019, measurements of actual evapotranspiration,

𝐸𝑇𝑎 (𝑚𝑚) have been acquired by an Eddy Covariance (EC) flux tower (Fig. 6.1). The

tower is equipped with a 4-components net radiometer (CNR4, Campbell Scientific

Inch., Logan, Utah) installed at 3.0 m height, a three-dimensional sonic anemome-

ter (CSAT3-D, Campbell Scientific Inch., Logan, Utah) and an infrared open patch

gas analyzer (Li-7500, Licor bioscience inch., Lincoln, Nebraska) to measure, respec-

tively, the net radiation, 𝑅𝑛 (𝑊𝑚−2), with a frequency of 30 min, as well as the

3D-components of wind speed and the concentrations of 𝐻2𝑂 vapor and 𝐶𝑂2 in the

atmosphere with a frequency of 20 Hz. All the high and low-frequency data are stored

in a CR3000 datalogger (Campbell Scientific Inch., Logan, Utah) equipped with a

2GB memory card. Sensible, 𝐻 (𝑊𝑚−2) and latent, 𝜆𝐸𝑇 (𝑊𝑚−2) heat fluxes were

evaluated as:

𝐻 = 𝜌𝑐𝑝𝜎𝑊𝑇 (6.1)

𝜆𝐸𝑇 = 𝜆𝜎𝑊𝑄 (6.2)

where 𝜌 (𝑔/𝑚3) is the air density, 𝑐𝑝 (𝐽𝑔−1𝐾−1) is the air specific heat capacity at

constant pressure, 𝜎𝑊𝑇 (𝑚𝐾𝑠−1) is the covariance between vertical wind speed and

air temperature, 𝜆 (𝐽𝑔−1) is the latent heat of vaporization and 𝜎𝑊𝑄 (𝑔𝑚−2𝑠−1) is the

covariance between vertical wind speed and the water vapour density.

To estimate daily crop reference evapotranspiration, 𝐸𝑇𝑜 (𝑚𝑚𝑑−1), the FAO-56

Penman-Monteith (PM) equation [364] was used:

𝐸𝑇𝑜 =
0.408∆(𝑅𝑛 −𝐺) + 𝛾(900

𝑇𝑎
+ 273)(𝑈2(𝑒𝑠 − 𝑒𝑎))

∆ + 𝛾(1 + 0.34𝑈2)
(6.3)

where ∆ (𝑘𝑃𝑎/∘𝐶) is the slope of saturation vapour pressure curve, 𝑅𝑛 (𝑀𝐽𝑚−2𝑑−1)

is the net radiation at the crop surface, 𝐺 (𝑀𝐽𝑚−2𝑑−1) is the soil heat flux density,

𝑒𝑠 − 𝑒𝑎 (𝑘𝑃𝑎) is the actual vapour pressure deficit, 𝛾 (𝑘𝑃𝑎∘𝐶−1) is the psychromet-

ric constant and 𝑈2 (𝑚𝑠−1) is the wind speed measured thus at 2 m height. When

considering the single crop coefficient approach, the values of 𝐸𝑇𝑎 can be obtained as:

𝐸𝑇𝑎 = (𝐾𝑐𝐾𝑠)𝐸𝑇𝑜 (6.4)
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where 𝐸𝑇𝑜 is the crop reference evapotranspiration, 𝐾𝑐 is the crop coefficient and 𝐾𝑠

is the water stress coefficient. The contribution of soil evaporation and crop transpira-

tion is represented by a single 𝐾𝑐 accounting for the difference between the reference

crop and the considered crop in terms of biophysical characteristics such as canopy

properties, ground cover and aerodynamic resistance. The water stress coefficient, 𝐾𝑠,

ranging between 0 and 1, is introduced as a multiplicative factor to take into account

the actual soil water status. Based on the irrigation strategy adopted in the field,

the value of 𝐾𝑠 resulted generally equal to 1.0, except during phase II of fruit growth

(beginning of July-mid August), when 𝐾𝑠 < 1 as a consequence of the limited water

application.

Figure 6.2: IoT monitoring system deployed in the citrus orchard.

The dynamic of soil water content (SWC) is monitored by four drill and drop

sensors (Sentek Pty Ltd, Stepney, Australia) installed 0.8 m far from the tree trunks,

which provide the measurements up to 0.6 m depth (in steps of 0.1 m), with a time

resolution of about 30 minutes. All soil moisture sensors are interfaced with electronic

boards that utilize license-free communication to transmit data to a gateway, which in

turn enables Internet connections through a 4G router, as shown in Figure 6.2. The

connection is used to log in as a client to a TCP/IP server, which decodes packet

transmission and stores the data in a MySQL database.
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The Spatio-temporal variability of vegetation indices based on reflectance data in

the visible (VIS), near infrared (NIR) and shortwave infrared region (SWIR) of the

electromagnetic spectrum was investigated based on the images acquired by Sentinel-2

twin satellites (2A and 2B), characterized by a temporal resolution of about 5 days. In

particular, the multi-spectral images (MSI) level 2A provide high-resolution data with

spatial resolutions of 10 m, 20 m and 60 m, calibrated in reflectance at the bottom of

the atmosphere (BoA), orthorectified and corrected for the atmospheric effects (ESA,

https://scihub.copernicus.eu/) [375]. The available scenes were used to calculate the

normalized difference vegetation index (NDVI) [376, 377] and the normalized difference

water index (NDWI) [378] as:

𝑁𝐷𝑉 𝐼 =
𝜌𝑛𝑖𝑟 − 𝜌𝑟𝑒𝑑
𝜌𝑛𝑖𝑟 + 𝜌𝑟𝑒𝑑

(6.5)

𝑁𝐷𝑊𝐼 =
𝜌𝑛𝑖𝑟 − 𝜌𝑠𝑤𝑖𝑟

𝜌𝑛𝑖𝑟 + 𝜌𝑠𝑤𝑖𝑟

(6.6)

where 𝜌𝑛𝑖𝑟, 𝜌𝑟𝑒𝑑 and 𝜌𝑠𝑤𝑖𝑟 are the near-infrared, red and shortwave reflectance, respec-

tively. The corresponding central wavelength, for Sentinel-2A and -2B satellites, are

664.6 nm and 664.9 nm for the red band (B4), 832.8 nm and 832.9 nm for NIR (B8),

and 1613.7 nm and 1610.4 nm for SWIR (B11).

Table 6.3: Variables used in the analysis and number of records available in the inves-
tigated years.

2018 2019 2020 2021

Instruments Variable Units 365 365 366 334
Drill and Drop SWC (cm3cm−3) 355 344 355 320
WatchDog 2000 𝐸𝑇𝑜 (mm d−1) 363 365 366 333

EC Tower 𝐸𝑇𝑎 (mm d−1) - 193 120 263
Sentinel-2 Images - 44 75 74 58

6.4.2 Dataset description and pre-processing

The available database includes weather data recorded by the weather station from

January 2018 to November 2021, as well as the micro-meteorological data acquired

by the EC tower from March 2019 to November 2021, in both cases registered at

sub-hourly time-steps. The former dataset was used to estimate 𝐸𝑇𝑜, by equation

6.3. The latter dataset was processed, using a specific software developed by [379],

excluding all the records acquired in days where the rainfall height was higher than
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2.5 mm. The suitability of the records acquired by the EC tower was assessed based

on the energy balance closure quantified by the closure ratio (𝐶𝑅) [380], representing

the slope of the regression line of the turbulent heat fluxes against available energy,

evaluated as:

𝐶𝑅 =
𝐿𝐸 +𝐻

𝑅𝑛 −𝐺
(6.7)

where 𝐿𝐸 and 𝐻 are the latent and sensible heat fluxes, 𝑅𝑛 is the net radiation

and 𝐺 is the heat flux into the soil. Sub-hourly data was then aggregated at daily

time steps. However, in March 2020 the COVID-19 pandemic lockdown caused the

impossibility to visit the field and fix the EC tower, with consequent acquisition failure.

Moreover, a single daily value of SWC, representative of the entire field, was calculated

as the average of the available data acquired in the layer 0-0.60 m by the four drill

and drop probes. Finally, for the four years considered, 251 images, under clear

sky conditions, from Sentinel-2 satellite were downloaded and pre-processed using

the R library named “sen2r”[381]. Using equations 6.5 and 6.6, for the whole field

the vegetation indices were calculated by a specific script implemented in Matlab®
R2019b and then exported in QGIS (release 3.4.3) environment to view the maps of

NDVI and NDWI. To determine NDWI at the same spatial resolution as NDVI (10

m), the value of a single-pixel reflectance in the SWIR domain (20 m) was associated

with the four reflectance values corresponding to the NIR spatial resolution. For both

vegetation indices, a single representative value for the entire plot was obtained by

averaging the four values calculated in the pixels containing the drill and drop probes.

Table 6.3 summarizes the source and the size of the available dataset for the four

investigated years (2018-2021).

Overall, the complete dataset has a length of 1430 days and contains 12 features

(𝑈2, 𝑅𝑠, 𝑅𝐻𝑚𝑖𝑛, 𝑅𝐻𝑚𝑎𝑥, 𝑇𝑚𝑖𝑛, 𝑇𝑚𝑎𝑥, 𝐸𝑇𝑜, 𝑆𝑊𝐶, NDVI, NDWI, DOY, 𝐸𝑇𝑎), where

DOY is the Day Of the Year and the actual evapotranspiration 𝐸𝑇𝑎 represents the

variable of interest. This feature has 854 missing values, and for this reason, the

proposed neural network models are exploited for 𝐸𝑇𝑎 predictions and gap-filling. The

climate variables and consequently the 𝐸𝑇𝑜 feature have only three missing values

in the dataset, while the SWC, and VIs features have 56 and 1179 missing values,

respectively, over the four years of observation.

6.4.3 Machine Learning models

This section describes the design and implementation of the examined ML models. As

a starting point, four models were initially tested: Linear Regression (LR), Support
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Vector Machine (SVR), Random Forest (RF), and Multi-Layer Perceptron (MLP).

From preliminary results, omitted here for the sake of brevity, only MPL and RF

models were selected for their ability to model the nonlinear evapotranspiration phe-

nomena. The models were implemented using the scikit-learn library [382], an open-

source ML library, for the python programming language. Furthermore, the code

developed in this work is released open source to the scientific community [383]. This

will allow repeatability and ease future research efforts in the development of environ-

mentally sustainable irrigation solutions. In the following, an introduction to Artificial

Neural Networks (ANNs) and RF algorithms is presented, followed by the description

and validation of the proposed MLP-based and RF predictors.

ANNs and Multi-Layer Perceptron

ANNs are a class of powerful ML tools that can be used to solve classification and

regression problems. ANNs can be distinguished in two types of architectures, de-

pending on the types of connection between neurons. In the feedback architectures,

the presence of connections between neurons of the same layer or between neurons of

the previous layer realizes a feedback connection. In the feedforward architectures,

the connections between the neurons do not allow feedback between layers, and the

signal is transmitted only to the neurons of the next layer.

A widely used feedforward ANN is the Multi-Layer Perceptron (MLP), constituted

by one input layer, one or more hidden layers, and a layer of output neurons. The

neurons are connected to the ones of the next layer with a certain weight and, in

each neuron, the weighted sum of input variables is transformed into an output value

through an activation function, defined as:

Y = 𝜓
(︁∑︁

𝑤𝑖 * 𝑥𝑖 + 𝑏
)︁

(6.8)

where 𝑤𝑖 is the weight, 𝑥𝑖 is the neuron input, 𝑏 is the neuron bias, and 𝜓 is the

activation function.

The training of the network is usually done with a backpropagation algorithm,

which is divided into two phases. In the first phase (forwarding), controlled inputs

are applied to the network, pushing the activation of the input layer neurons. The

signal propagates to the next layers, finally reaching the output neurons. The error

between the desired output and the obtained result is then calculated for each neuron.

In the second phase (backwarding), the error value is propagated backward and the

weights of each link are accordingly modified with an optimization method, which
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aims to minimize the output error. Finally, the network “model selection” is achieved

by choosing a set of hyperparameters (i.e. number of hidden layers, number of neu-

rons in each layer, learning rate, solver weight optimization, epoch scale, activation

functions, etc.) which characterize the architecture of the MLP model [384]. The best

model is selected comparing the performance scores of all possible combinations of

hyperparameters.

Random Forest

A Random Forest is a particular classifier/regressor formed by a set of decision trees

represented as independent and identically distributed random vectors. This technique

is part of ensemble learning that has made significant improvements in learning accu-

racy for classification and regression tasks [385]. A random subset of the features is

chosen at each candidate split during the learning process when using random forests,

which employ a modified tree learning algorithm [386]. Each decision tree within the

RF is constructed and trained from a random subset of the data in the training set.

Therefore, the trees do not use the complete set, and at each node the best attribute

is chosen from a randomly selected set of attributes (thus, not necessarily the absolute

best attribute). For example, given the training dataset (𝑋, 𝑌 ), with each element

𝑥𝑖 ∈ 𝑋 ∈ 𝑅, 𝑦𝑖 ∈ 𝑌 ∈ 𝑅, one can train M different trees on different subsets, chosen

randomly with replacement, and then compute the ensemble average:

𝑓(𝑥) =
𝑀∑︁

𝑚=1

1

𝑀
𝑓𝑚(𝑥) (6.9)

where 𝑓𝑚 is the 𝑚’th tree. This technique is named bagging, which stands for boot-

strap aggregating [387]. The basic idea behind bagging is to average models containing

errors but approximately unbiased, so as to reduce the variance of an estimated fore-

cast function. Decision trees are ideal candidates for bagging because they can capture

complex interaction structures present in the data and, if grown with sufficient depth,

have relatively low bias.

Since decision trees are known to be error-prone, they can benefit in important

ways from their averaging. In other words, decision trees lower the model variance

without raising bias and, thus, this bootstrapping method improves the model’s perfor-

mance. Indeed, while single tree predictions are very sensitive to noise in the training

set, an average of several trees reduces this sensitiveness, provided that the trees are

uncorrelated. Highly connected trees result from merely training several trees on a
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single training set. Through the use of various training sets, bootstrap sampling can

de-correlate trees. Thus, randomness is a factor that becomes part of the construction

of the RFs, and is intended to increase their diversity and thus decrease their correla-

tion. In the case of a regression, the final result returned by the RF is the average of

the numerical result by the different decision trees.

Standardization and Performance metrics

In this work, the dataset was standardized to reduce the influence of outliers. All

features were normalized and scaled so that they have a similar range. In particular,

a standard score based on the following equation was used:

𝑧 =
𝑥− 𝜇

𝜎
(6.10)

where 𝑥 is the real value of the sample, 𝜇 is the mean of the population, and 𝜎 is the

standard deviation. Using the standard score all features have a zero mean and a unit

variance.

The model performance was evaluated based on three statistical indicators: coef-

ficient of determination (𝑅2), root mean square error (𝑅𝑀𝑆𝐸), and mean bias error

(𝑀𝐵𝐸), calculated according to the following equations:

𝑅2 = 1 −

𝑛∑︀
𝑖=1

(𝑦𝑖 − ̂︀𝑦𝑖)2
𝑛∑︀

𝑖=1

(𝑦𝑖 − 𝑦𝑖)
2

(6.11)

𝑅𝑀𝑆𝐸 =

⎯⎸⎸⎷ 𝑛∑︀
𝑖=1

(𝑦𝑖 − ̂︀𝑦𝑖)2
𝑛

(6.12)

𝑀𝐵𝐸 =

𝑛∑︀
𝑖=1

(𝑦𝑖 − ̂︀𝑦𝑖)
𝑛

(6.13)

where 𝑦𝑖 represents the measured evapotranspiration 𝐸𝑇𝑎 value of the i-th sample, ̂︀𝑦𝑖
is the corresponding predicted value, and 𝑦𝑖 is the mean measured data for a total 𝑛

observations.
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Model hyperparameters selection

For both MLP and RF predictors, the grid search technique was applied to compute

the optimum values of hyperparameters. Regarding the MLP, the network was im-

plemented with an input layer, 3 hidden layers, and an output layer. In the model

selection phase, the performance obtained using different hyperparameters was com-

pared. Specifically, the following hyperparameters were tested:

1. Solvers: Limited-Broyden–Fletcher–Goldfarb–Shanno (L-BFGS), Adam, Stochas-

tic Gradient Descent (SGD) with constant learning rate, SGD with adaptive

learning rate;

2. Number of neurons in the hidden layers: from 1 to 100;

3. Regularization factor “alpha” (L2 penalty): 10−1, 10−2, 10−3, 10−4;

4. Activation function: identity, logistic, tanh, ReLU;

5. Learning Rate: constant, invscaling, adaptive.

The following configuration optimized the performance of the model and was ac-

cordingly adopted for analysis: Adam solver [388], 10 neurons per hidden layer, alpha

= 10−4, constant learning rate, and rectifier activation function, also called Rectified

Linear Unit (ReLU) activation function, defined as:

ReLU(𝑘) =

{︃
𝑘, if 𝑘 > 0;

0, if 𝑘 ≤ 0.
(6.14)

In the case of the RF, the hyperparameters include the number of decision trees in

the forest, the maximum depth of the decision tree, the number of features considered

by each tree when splitting a node, etc. This set of hyperparameters was tested using

the grid configuration shown below:

1. Number of decision trees: from 100 to 1000 (in steps of 100);

2. Number of features to consider at every split (max features): 𝑎𝑢𝑡𝑜, 𝑠𝑞𝑟𝑡, 𝑙𝑜𝑔2,

𝑁𝑜𝑛𝑒;

3. Maximum number of levels in decision tree: None, or from 10 to 100 (in steps

of 10);

4. Minimum number of samples required to split a node (samples split): 2, 5, 10;
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5. Minimum number of samples required at each leaf node (samples leaf): 1, 2, 4;

6. Method of selecting samples for training each tree (bootstrap): True or False;

7. Parameter for minimal cost-complexity pruning (cpp alpha): from 0 to 0.06 (in

steps of 4 · 10−4).

The following setup was chosen for investigation since it achieved the best prediction

accuracy: 1000 trees, max features=auto, 50 levels, samples split=2, samples leaf=2,

bootstrap=True, cpp alpha=0.

Finally, feature analysis was performed to test different combinations of the input

features among a set of 12 different possibilities. Moreover, ML algorithms were also

exploited to compensate for missing values in the dataset, as detailed in the following

Sec. 6.4.3.

Prediction algorithms and gap filling

This work exploits ML models also to perform gap-filling procedures of missing data.

Gaps are present in the VIs because samples are not available with the same time

resolution of the other variables. Few data samples were absent in other input fea-

tures as well (𝑆𝑊𝐶, 𝐸𝑇𝑜, and climate data), as detailed in Sec. 6.4.2. Thus, for the

missing input data described earlier, the KNN-Imputer was utilized to fill in missing

values using the k-Nearest Neighbor approach [389, 390]. However, when the num-

ber of missing values is greater than the number of observed ones (the case of VIs),

iterative imputation was used [391]. Note also that the dataset misses several 𝐸𝑇𝑎

measurements, with 542 complete records out of a total number of 1430 records. Being

𝐸𝑇𝑎 the output of the proposed data-driven models, the previous approaches for filling

in the missing data were not used. Nevertheless, MLP and RF models were trained

only on the sub-set of complete data and the best models can be selected as detailed

in the next section. Cross-validation was also used to assess models reliability and

avoid over-fitting. Obviously, the trained models can be used for future predictions,

as well as for predicting the missing 𝐸𝑇𝑎 values of the dataset.

6.5 Feature Analysis and Results

For the four years of observation, figure 6.3 (a-d) presents the temporal dynamics

of the daily weather variables acquired by the weather station. The annual pattern

of daily solar radiation, 𝑅𝑠, is similar across the four years, with maximums values
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Figure 6.3: Temporal dynamic of daily climatic variables registered between 2018 and
2021: (a) maximum and minimum air temperatures, (b) maximum and minimum
relative air humidity, (c) global solar radiation and (d) wind speed.

generally slightly lower than 30 𝑀𝐽𝑚−2𝑑−1 in summer and minimums lower than 10

𝑀𝐽𝑚−2𝑑−1 in winter. The annual dynamic of air temperature, 𝑇 , follows that of

𝑅𝑠, with the maximum ranging between approximately 13 and 40∘𝐶 and minimums

ranging between 1 and 25∘𝐶, respectively in winter and summer. The average relative

air humidity ranged between 48.0 and 92.4%, whereas wind speed typically remained

lower than 2 𝑚𝑠−1, even though some daily peaks of about 4 𝑚𝑠−1 or higher were also

recorded.

The temporal dynamic of daily air temperature, net radiation and wind speed,

as well as the frequency of wind direction recorded by the EC tower in 2019 and

2021 are shown in figures 6.4 (a-d). Compared to the values registered by the weather
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Figure 6.4: Temporal dynamic of (a) maximum and minimum air temperatures, (b)
net radiation, (c) wind speed and (d) frequency of wind direction as registered by the
EC tower in 2019, 2020, and 2021.

station, the EC tower slightly underestimated the minimum sonic air temperature and

slightly overestimated the maximum sonic air temperature, mainly in summer when

the values consistently exceeded 30∘𝐶. The sonic wind speed was generally higher

than the corresponding measurements taken by the cup anemometer installed in the

weather station, due to the different installation heights and to the greater sensitivity

of the CSAT3-D sonic anemometer. The dominant wind speed resulted in 1.7 𝑚𝑠−1

along the direction of 45∘(NE). Figure 6.5 (a-c) shows the relationships between the

turbulent heat fluxes, 𝐻+𝐿𝐸, and the available energy, 𝑅𝑛−𝐺, measured by the EC

tower in 2019, 2020 and 2021. The slope of the regression line, which represents the
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closure ratio (CR), resulted equal to 0.98 for 2019, 0.88 for 2020 and 1.03 for 2021,

indicating the suitability of the estimated energy balance components [392, 393].
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Figure 6.5: Relationships between turbulent heat fluxes, H+LE, and available energy,
Rn-G, measured by the EC tower for 2019 (a), 2020 (b), and 2021 (c).

The temporal dynamics of daily crop reference evapotranspiration, 𝐸𝑇𝑜, actual

evapotranspiration, 𝐸𝑇𝑎, and precipitation, P, are depicted in figure 6.6. The annual

dynamic of 𝐸𝑇𝑜 follows that of air temperature and global solar radiation, with annual

values ranging between about 1 𝑚𝑚𝑑−1 in winter and 6 𝑚𝑚𝑑−1 in summer; the peak

of 8.8 𝑚𝑚𝑑−1 registered on May 14, 2020, was due to the simultaneous occurrence

of high air temperature, relatively low minimum relative air humidity and high wind

speed. The values of 𝐸𝑇𝑎 in the considered period were generally lower than daily

𝐸𝑇𝑜, although they resulted occasionally higher during or immediately after rainy

days, as a consequence of the relatively greater contribution of evaporation from soil
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and/or leaf surface. For this reason, the values of 𝐸𝑇𝑎 recorded on days characterized

by rainfall heights higher than 2.5 mm were not included for further analysis.
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Figure 6.6: Temporal dynamic of crop reference evapotranspiration, 𝐸𝑇𝑜, actual crop
evapotranspiration, 𝐸𝑇𝑎, and precipitation, 𝑃 .

Figure 6.7 illustrates the temporal dynamics of daily soil water contents (SWC)

obtained by averaging the values acquired by the four probes from the soil surface up

to 0.6 m depth. The bottom of figure 6.7 also shows the daily SWC profile. As can be

observed, for the four years considered, the average SWC ranged from 0.18 𝑐𝑚3𝑐𝑚−3

to 0.34 𝑐𝑚3𝑐𝑚−3. The temporal dynamic of SWC is affected by the occurrence of rain

events which determines the rapid increase of soil water contents. However, the rise

of SWC observed in February, May and June 2020 was associated with wetting events

of the upper soil surface operated by the micro-sprinklers irrigation system after long

drought periods. The standard deviation associated with daily SWC in February, May

and June 2020 as well as in April, May and June 2021 ranged between 0.01 𝑐𝑚3𝑐𝑚−3

and 0.08 𝑐𝑚3𝑐𝑚−3, with the relatively higher values obtained during the irrigation

seasons (from mid of May to the end of September), when the values of SWC at 30-50

𝑐𝑚 depths resulted considerably higher than those of the upper soil layers, not wetted

by the subsurface drip irrigation system.

The temporal dynamic of the average NDVI and NDWI for the four years, illus-

trated in figure 6.8, shows quite similar patterns. The values of NDVI ranged from 0.40

to 0.90, while the values of NDWI resulted variable between 0.01 and 0.60. Both VIs

resulted maximum in winter (𝑁𝐷𝑉 𝐼𝑚𝑒𝑎𝑛 = 0.90, 𝑁𝐷𝑊𝐼𝑚𝑒𝑎𝑛 = 0.36) and minimum

during summer (𝑁𝐷𝑉 𝐼𝑚𝑒𝑎𝑛 = 0.59, 𝑁𝐷𝑊𝐼𝑚𝑒𝑎𝑛 = 0.10), with quite low standard

deviations as a consequence of the limited variability in the spectral response of the

field surface.
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Figure 6.7: Temporal dynamics of daily average soil water content, SWC, valid for
the entire field and precipitation, P. The pattern of the average SWC profile from 0 to
0.60 m depth is also shown at the bottom of the figure.The box indicates the irrigation
season.
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Figure 6.8: Temporal dynamics of average NDVI and NDWI with the corresponding
standard deviation.

6.5.1 Feature analysis

Since ML models usually portray the relationship between input and output features,

a preliminary feature analysis was performed. Indeed, this analysis plays a key role in

reducing the dimensionality of the problem by favoring the application of ML mod-

els with a limited number of features, reducing the complexity, implementation and

deployment costs in the field.

For example, the matrix in figure 6.9 shows at a glance the relationship between

each two features: the scatter plot at row 𝑛 and column 𝑚 shows the 𝑛-th feature as a

function of the 𝑚-th feature. This is helpful to spot correlations in the dataset, since
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the more sparse are points in a plot, the more uncorrelated are the two corresponding

features. In particular, it is clear that 𝐸𝑇𝑜 and 𝑅𝑆 have a higher correlation with 𝐸𝑇𝑎

than other features. Finally, the plots in the diagonal represent the kernel density

estimation of each feature, which is an estimate of their probability density function.
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Figure 6.9: Scatter matrix used for overview and features analysis in ML models
implementation.

Figure 6.10 shows the Pearson correlation coefficient, which measures the linear

correlation of each couple of features. It ranges between 1 (dark red) and -1 (dark

blue), were darker colors indicate higher absolute values, i.e. the two features are

strongly correlated (the sign of the coefficient reflects the slope of the linear relation).

In this case, the actual evapotranspiration 𝐸𝑇𝑎 has a positive Pearson correlation

coefficient with the following features: 𝐸𝑇𝑜, 𝑅𝑠, 𝑇𝑚𝑎𝑥, 𝑇𝑚𝑖𝑛, with a value of 0.8, 0.78,

0.59, 0.38, respectively. On the other hand, the features 𝑁𝐷𝑉 𝐼, 𝑁𝐷𝑊𝐼, show a

strong negative Pearson correlation coefficient with 𝐸𝑇𝑎.
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Figure 6.10: Pearson correlation coefficient between each pair of features.

Figure 6.11a shows the feature importance scores (FIS) of each variable in the

dataset for the prediction of 𝐸𝑇𝑎. The higher the FIS, the more important the feature.

The importance of a feature is computed as the (normalized) total reduction of the

criterion brought by that feature and is also known as the Gini importance [394]. In

this work, FIS is computed using the Gradient Boosting Regressor [395]. Among all

features in the dataset, the three most important ones are 𝐸𝑇𝑜, 𝑆𝑊𝐶, and 𝑅𝑠, with

a FIS of 0.577, 0.197, and 0.078, respectively.

Note that this result includes the reference evapotranspiration 𝐸𝑇𝑜 in the input

feature analysis. However, since 𝐸𝑇𝑜 is a climate dependent parameter calculated

from other measured climate variables, it is interesting to investigate how FIS changes

when 𝐸𝑇𝑜 is excluded from the dataset. Indeed, from figure 6.11b, it is clear that

excluding 𝐸𝑇𝑜 from the dataset sharply increases the FIS of 𝑅𝑠 from 0.078 to 0.556

compared to the previous feature analysis. In this case, the most important features

become 𝑅𝑠, 𝑆𝑊𝐶, and 𝐷𝑂𝑌 .

6.5.2 Performance Evaluation and Results

Based on the feature analysis, it was possible to choose the features contained in

the entire dataset or eliminate some less relevant features that could compromise the
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Figure 6.11: Feature importance score (FIS) of each feature of the dataset in the 𝐸𝑇𝑎
prediction (a), FIS when 𝐸𝑇𝑜 is excluded from the dataset (b).

generalization of the model, focusing the attention to the most relevant ones. More

into details, table 6.4 shows the input feature combinations used to implement the

developed models. In particular, for both MLP and RF, combination 1 contains all

available features except 𝐸𝑇𝑜. From combination 2 to 7 other features with less im-

portance are gradually removed, while combination 8 uses only the variables measured

by the weather station.

Finally, combinations 9 and 10 do not use the weather variables, but consider the

𝐸𝑇𝑜 feature instead, and combinations 11 and 12 are the same of models 9 and 10,

except that 𝐸𝑇𝑜 is substituted by 𝑅𝑠, which is the most important feature among

weather variables, both in terms of Pearson correlation coefficient and feature impor-

tance score.

Table 6.4: Input features combination used in input for the MLP and RF models.

Nr. Input features selected

1 𝑅𝑠, 𝑈2, 𝑅𝐻𝑚𝑖𝑛, 𝑅𝐻𝑚𝑎𝑥, 𝑇𝑚𝑖𝑛, 𝑇𝑚𝑎𝑥, 𝑆𝑊𝐶, 𝑁𝐷𝑉 𝐼, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌
2 𝑅𝑠, 𝑈2,𝑅𝐻𝑚𝑎𝑥, 𝑇𝑚𝑖𝑛, 𝑇𝑚𝑎𝑥, 𝑆𝑊𝐶, 𝑁𝐷𝑉 𝐼, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌
3 𝑅𝑠, 𝑈2,𝑅𝐻𝑚𝑎𝑥, 𝑇𝑚𝑎𝑥, 𝑆𝑊𝐶, 𝑁𝐷𝑉 𝐼, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌
4 𝑅𝑠, 𝑈2,𝑅𝐻𝑚𝑎𝑥, 𝑇𝑚𝑎𝑥, 𝑆𝑊𝐶, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌
5 𝑅𝑠, 𝑈2, 𝑇𝑚𝑎𝑥, 𝑆𝑊𝐶, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌
6 𝑅𝑠, 𝑈2, 𝑇𝑚𝑎𝑥, 𝑆𝑊𝐶, 𝐷𝑂𝑌
7 𝑅𝑠, 𝑇𝑚𝑎𝑥, 𝑆𝑊𝐶, 𝐷𝑂𝑌
8 𝑅𝑠, 𝑈2, 𝑅𝐻𝑚𝑖𝑛, 𝑅𝐻𝑚𝑎𝑥, 𝑇𝑚𝑖𝑛, 𝑇𝑚𝑎𝑥

9 𝐸𝑇𝑜, 𝑆𝑊𝐶, 𝑁𝐷𝑉 𝐼, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌
10 𝐸𝑇𝑜, 𝑁𝐷𝑉 𝐼, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌
11 𝑅𝑠, 𝑆𝑊𝐶, 𝑁𝐷𝑉 𝐼, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌
12 𝑅𝑠, 𝑁𝐷𝑉 𝐼, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌
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The results obtained by the different models in terms of RMSE, 𝑅2, and MBE are

detailed in table 6.5. Specifically, the table shows that both the MLP and RF models

perform well, although generally, RF performed better than MLP independently of

the input features considered in the model. In particular, the Multi-Layer Perceptron

method showed that models MLP1 and MLP5 were the best choices for 𝐸𝑇𝑎 esti-

mation, with the lowest RMSE (0.44 𝑚𝑚𝑑−1) and highest 𝑅2 (0.82) score compared

to the other input feature combinations. On the other hand, the best scores for the

Random Forest predictor are obtained with models RF2, RF3 and RF4, showing an

RMSE of 0.39 𝑚𝑚𝑑−1 and an 𝑅2 of 0.84. Moreover, low MBE values indicate that

𝐸𝑇𝑎 predictions do not deviate much from the corresponding measured values (for all

scenarios examined, MBE was between -0.025 and 0.041 𝑚𝑚𝑑−1). Note that, in some

cases, a reduction in the number of feature produces equal or even better performances

than models including all available features. For example, in the case of the MLP pre-

dictor, MLP1 and MLP5 show the same performance, but MLP1 used all the ten

features available while MLP5 used only six features (the four less important features

were removed, i.e. 𝑅𝐻𝑚𝑖𝑛, 𝑅𝐻𝑚𝑎𝑥, 𝑇𝑚𝑖𝑛, 𝑁𝐷𝑉 𝐼). Similarly, for the RF predictor,

performance improved after removing features 𝑅𝐻𝑚𝑖𝑛, 𝑇𝑚𝑖𝑛, and 𝑁𝐷𝑉 𝐼 (i.e. moving

from RF1 to RF4). Finally, the RF predictor is also consistent with the reduction of

input features: for example, in RF6 and RF11, i.e. using only five features, the RF

predictor shows very good scores (R2 = 0.82 and RMSE = 0.42 𝑚𝑚𝑑−1, close to the

best ones), where RF6 used the first five features with the highest feature importance

score (𝑅𝑠, 𝑈2, 𝑇𝑚𝑎𝑥, 𝑆𝑊𝐶, 𝐷𝑂𝑌 ), while RF11 used only weather variable 𝑅𝑠 and fea-

tures 𝑆𝑊𝐶, 𝑁𝐷𝑉 𝐼, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌 . Indeed, from table 6.5 it is clear that the joint

use of SWC, NDVI, NDWI, and DOY features with 𝐸𝑇𝑜 (MLP9 or RF9) improves

the performance of 𝐸𝑇𝑎 predictions compared to models using only weather variables

(MLP8 or RF8).

The accuracy of the different models was explored by analyzing the violin plots

shown in figure 6.12. These plots show the relative error distributions of all MLP

and RF models during irrigation seasons. In the middle of each violin plot, there

is a small box plot, with the rectangle representing the ends of the first and third

quartiles, and a central white dot for the median. The concentration of the relative

error is close to zero, highlighting the good performance of the analyzed models. In

particular, figure 6.12a shows that the errors of most MLP models (MLP1 to MLP11)

have a median greater than zero (in the range [0.002, 0.076]%), which means that these

models slightly overestimated the 𝐸𝑇𝑎 values. Only the MLP12 model had a median

error below zero (-0.031%).
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Table 6.5: Results and model comparison

Predictor
Model
name

Nr. of input
features

Input features 𝑅2 𝑅𝑀𝑆𝐸
[𝑚𝑚𝑑−1]

𝑀𝐵𝐸
[𝑚𝑚𝑑−1]

Multi Layer MLP1 10 𝑅𝑠, 𝑈2, 𝑅𝐻𝑚𝑖𝑛, 𝑅𝐻𝑚𝑎𝑥, 𝑇𝑚𝑖𝑛, 𝑇𝑚𝑎𝑥, 𝑆𝑊𝐶, 𝑁𝐷𝑉 𝐼, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌 0.82 0.44 0.017
Perceptron (MLP) MLP2 9 𝑅𝑠, 𝑈2,𝑅𝐻𝑚𝑎𝑥, 𝑇𝑚𝑖𝑛, 𝑇𝑚𝑎𝑥, 𝑆𝑊𝐶, 𝑁𝐷𝑉 𝐼, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌 0.80 0.45 -0.025

MLP3 8 𝑅𝑠, 𝑈2,𝑅𝐻𝑚𝑎𝑥, 𝑇𝑚𝑎𝑥, 𝑆𝑊𝐶, 𝑁𝐷𝑉 𝐼, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌 0.80 0.46 -0.024
MLP4 7 𝑅𝑠, 𝑈2,𝑅𝐻𝑚𝑎𝑥, 𝑇𝑚𝑎𝑥, 𝑆𝑊𝐶, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌 0.81 0.44 0.008
MLP5 6 𝑅𝑠, 𝑈2, 𝑇𝑚𝑎𝑥, 𝑆𝑊𝐶, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌 0.82 0.44 0.005
MLP6 5 𝑅𝑠, 𝑈2, 𝑇𝑚𝑎𝑥, 𝑆𝑊𝐶, 𝐷𝑂𝑌 0.78 0.47 0.015
MLP7 4 𝑅𝑠, 𝑇𝑚𝑎𝑥, 𝑆𝑊𝐶, 𝐷𝑂𝑌 0.78 0.48 -0.016
MLP8 6 𝑅𝑠, 𝑈2, 𝑅𝐻𝑚𝑖𝑛, 𝑅𝐻𝑚𝑎𝑥, 𝑇𝑚𝑖𝑛, 𝑇𝑚𝑎𝑥 0.69 0.57 0.001
MLP9 5 𝐸𝑇𝑜, 𝑆𝑊𝐶, 𝑁𝐷𝑉 𝐼, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌 0.75 0.50 -0.002
MLP10 4 𝐸𝑇𝑜, 𝑁𝐷𝑉 𝐼, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌 0.70 0.56 -0.009
MLP11 5 𝑅𝑠, 𝑆𝑊𝐶, 𝑁𝐷𝑉 𝐼, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌 0.74 0.53 0.041
MLP12 4 𝑅𝑠, 𝑁𝐷𝑉 𝐼, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌 0.72 0.54 0.001

Random RF1 10 𝑅𝑠, 𝑈2, 𝑅𝐻𝑚𝑖𝑛, 𝑅𝐻𝑚𝑎𝑥, 𝑇𝑚𝑖𝑛, 𝑇𝑚𝑎𝑥, 𝑆𝑊𝐶, 𝑁𝐷𝑉 𝐼, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌 0.83 0.40 0.013
Forest (RF) RF2 9 𝑅𝑠, 𝑈2,𝑅𝐻𝑚𝑎𝑥, 𝑇𝑚𝑖𝑛, 𝑇𝑚𝑎𝑥, 𝑆𝑊𝐶, 𝑁𝐷𝑉 𝐼, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌 0.84 0.39 0.011

RF3 8 𝑅𝑠, 𝑈2,𝑅𝐻𝑚𝑎𝑥, 𝑇𝑚𝑎𝑥, 𝑆𝑊𝐶, 𝑁𝐷𝑉 𝐼, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌 0.84 0.39 0.009
RF4 7 𝑅𝑠, 𝑈2,𝑅𝐻𝑚𝑎𝑥, 𝑇𝑚𝑎𝑥, 𝑆𝑊𝐶, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌 0.84 0.39 0.007
RF5 6 𝑅𝑠, 𝑈2, 𝑇𝑚𝑎𝑥, 𝑆𝑊𝐶, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌 0.83 0.40 0.008
RF6 5 𝑅𝑠, 𝑈2, 𝑇𝑚𝑎𝑥, 𝑆𝑊𝐶, 𝐷𝑂𝑌 0.82 0.41 0.008
RF7 4 𝑅𝑠, 𝑇𝑚𝑎𝑥, 𝑆𝑊𝐶, 𝐷𝑂𝑌 0.81 0.42 -0.005
RF8 6 𝑅𝑠, 𝑈2, 𝑅𝐻𝑚𝑖𝑛, 𝑅𝐻𝑚𝑎𝑥, 𝑇𝑚𝑖𝑛, 𝑇𝑚𝑎𝑥 0.72 0.52 0.004
RF9 5 𝐸𝑇𝑜, 𝑆𝑊𝐶, 𝑁𝐷𝑉 𝐼, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌 0.80 0.42 -0.003
RF10 4 𝐸𝑇𝑜, 𝑁𝐷𝑉 𝐼, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌 0.72 0.52 -0.012
RF11 5 𝑅𝑠, 𝑆𝑊𝐶, 𝑁𝐷𝑉 𝐼, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌 0.82 0.42 -0.004
RF12 4 𝑅𝑠, 𝑁𝐷𝑉 𝐼, 𝑁𝐷𝑊𝐼, 𝐷𝑂𝑌 0.76 0.48 0.005

Figure 6.12b, instead, shows that most of the RF models (9 out of 12) slightly

underestimated the 𝐸𝑇𝑎 values, with a negative median error (the worst case was

RF12, with -0.019%). On the other hand, RF7, RF10, and RF11 had a median above

zero (0.004%, 0.044%, and 0.030%, respectively), therefore overestimating 𝐸𝑇𝑎. The

violin plots show that using features set 9 and 10 both MLP and RF had a longer upper

tails, indicating that in some occasions these models provided larger overestimates. In

addition, the relative error distribution was asymmetrical (positive skew) for most of

the considered models. As expected, the RF models had a median error closer to zero,

compared to MLP models.

Figures 6.14 and 6.15 show a comparison between observed and predicted 𝐸𝑇𝑎

values for the MLP and RF models, respectively, considering all 12 input feature

combinations. The figures also show the linear robust regression interpolation forced

through the origin (blue line) and the identity line (red dashed), from which it is

clear that most of the models have a tendency to slightly underestimate the measured

actual evapotranspiration values when 𝐸𝑇𝑎 > 4.5 𝑚𝑚𝑑−1 . On the other hand, a

slight overestimation is present for 𝐸𝑇𝑎 < 1 𝑚𝑚𝑑−1. This behavior based on the 𝐸𝑇𝑎

values to be predicted was also noted by [353]. Overall, the slope of the regression

line for MLP models ranges between 0.951 and 1.031, while, for RF models, the slope

varies between 0.941 and 1.005, which means that the latter have slightly less variance

than the former. The slope closest to 1.0 for MLP were observed for the models MLP2

(fig.6.14b), MLP7 (fig.6.14g), and MLP9 (fig.6.14i) characterized by regression slope
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Figure 6.12: Violin plots of the 𝐸𝑇𝑎 relative errors in predictions obtained using (a)
MLP models and (b) RF models.

of 0.992, 1.009, and 1.003 respectively. On the other hand, the best slopes of RF

models had values of 1.006, 0.992, and 1.005, for RF1 (fig.6.15a), RF4 (fig.6.15d), and

RF9 (fig.6.15i), respectively.

Finally, a hydrological analysis (Fig. 6.13) was conducted in terms of cumulative

rainfall, reference crop evapotranspiration, and the volumes of irrigation water sup-

plied to the field to assess the impact of the RDI strategy on optimizing water use.

Considering the annual cumulative precipitation, a total of 924 mm was recorded in

2018, and only 551 mm and 577 mm in 2019 and 2020. Furthermore, at the end of

November 2021, the cumulative precipitation was equal to 776 mm. On the other

hand, the annual crop reference evapotranspiration was 931 mm in 2018, 1069 mm

in 2019 and 1076 mm in 2020, as a consequence of the relatively higher daily 𝐸𝑇𝑜

values registered in 2019 and 2020. Finally, at the end of November 2021, the cu-
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Figure 6.13: Cumulative precipitation, Σ𝑃 , crop reference evapotranspiration, Σ𝐸𝑇𝑜,
and irrigations, Σ𝐼, distributions during 2018–2021. The pink box indicates the irri-
gation season.

mulative crop reference evapotranspiration was equal to 1013 mm. The differences

in the cumulative values of irrigation were due to the pluviometric deficit (𝑃 − 𝐸𝑇𝑜)

values at the beginning of the irrigation season, equal to 0 mm in 2018, -84 mm in

2019, -243 mm in 2020, and -178 mm in 2021. The applied RDI strategy allowed an

average water saving of about 38.5%, in 2018, 2019 and 2020, compared to the full

irrigation (FI) management which was followed by the farmer in the rest of the field.

The extraordinary high temperatures that were reached during the summer 2021 and

the crop conditions before the water stress application period, induced the farmer not

to apply the RDI strategy in this year. The maximum water saving was achieved in

2018 with 46.9%, as shown in Table 6.6. However, considering the entire observation

period from 2018 to 2021, the percentage of water saved drops to 28.9%, which is still

a significant amount considering the four-year observation period.

6.6 Discussion

The results presented in this work suggest that in general both the MLP and RF

models were able to accurately describe the nonlinear relationships between weather

and crop parameters, providing accurate predictions of 𝐸𝑇𝑎 under regulated deficit

irrigation. These ML models could be used to optimize irrigation strategies according
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Variable 2018 2019 2020 2021 Mean
Σ𝐼𝐹𝐼 (𝑚𝑚) 163.6 271 293 200 231.9

Σ𝐼𝑅𝐷𝐼 (𝑚𝑚) 86.74 157.75 214.3 200 164.7
Σ𝐼𝐹𝐼 - Σ𝐼𝑅𝐷𝐼 (𝑚𝑚) 76.86 113.25 78.7 0 67.20

Water saving(%) 46.9 41.8 26.9 0 28.9

Table 6.6: Comparison of cumulative irrigation, Σ𝐼, between full and deficit irrigation
strategies.

to the availability of water resources as well as to adopt RDI strategies, saving up to

38.5%, compared to full irrigation management. Therefore, this work offers a contri-

bution to the creation of a sustainable agricultural environment, according to recent

work in [325]. Moreover, since direct measurements of the actual values of 𝐸𝑇𝑎 (e.g.

by means of EC towers) can be expensive and complex, in this work we use these

values only for training a field-specific data model. Then, the models are used to

provide a prediction of 𝐸𝑇𝑎 for the examined ecosystem based on low-cost sensor data

only, with little impact on estimation accuracy. The results obtained by the models

used in this chapter are summarized in the last row of table 6.2. Indeed, the results

were generally consistent with the performance of previous studies in the literature

when taking into account the average ranges of 𝑅𝑀𝑆𝐸 and 𝑅2 ([0.37, 0.97] 𝑚𝑚𝑑−1

and [0.55, 0.86], respectively), while the performance of the proposed models varied

between 0.39 𝑚𝑚𝑑−1 and 0.57 𝑚𝑚𝑑−1 for 𝑅𝑀𝑆𝐸 and between 0.69 and 0.84 for 𝑅2.

Furthermore, many of the papers listed in table 6.2 estimate 𝐸𝑇𝑎 in forest, crop-

land and grassland ecosystems, characterized by a homogeneous soil cover condition.

However, in these scenarios, 𝐸𝑇𝑎 is rarely affected by the evaporative processes from

the soil [367, 361]. Recently the possibility to estimate 𝐸𝑇𝑎 in tree crops, through ML

models, was assessed by [348], using LST as input with a spatial resolution of 10 m,

obtained from the downscaling of Landsat-8 LST data, by means of two different mod-

els (cubist and RF). In particular, the authors estimated 𝐸𝑇𝑎 through the Operational

Simplified Surface Energy Balance Model (SSEBop) of olives and pomegranates tree

crops, obtaining results slightly worse than the ones presented in this paper. However,

it is important to highlight that the 𝐸𝑇𝑎 predictions presented in [348] are derived

from the application of the SSEBop model and not from an ML model trained us-

ing 𝐸𝑇𝑎 in situ measurements. Furthermore, the olives and pomegranates crops are

characterized by a high capacity to resist arid environments [351, 352], while citrus

orchards are characterized by higher water requirements [331]. In this sense, it is

possible to affirm that this work represents the first attempt to exploit ML models to



170
Machine Learning Models to Predict Daily Actual Evapotranspiration of Citrus

Orchards

predict 𝐸𝑇𝑎 in a tree crop under RDI, where nonlinear processes, such as transpiration

from the canopy and evaporation from the soil, must be taken into account.

It is important to note that the results obtained in this work are best when the SWC

feature is included in the input variables. Indeed, from the results shown in table 6.5

and the feature importance analysis (Fig.6.11a and 6.11b), it is clear that SWC has a

significant impact on the 𝐸𝑇𝑎 prediction. This evidence is supported by other studies

in the literature showing that soil moisture becomes a significant factor for modeling

𝐸𝑇𝑎 when soil water supply is insufficient [396, 358, 357, 336]. Moreover, other works

in ecological fields [397–399] confirmed that RF models are able to capture nonlinear

dependencies among different variables, supporting the results presented in table 6.5

and fig. 6.12, in which the RF models appear to best predict the nonlinear phenomena

of 𝐸𝑇𝑎.

Finally, other hydrological features such as precipitation (𝑃 ) and irrigation (𝐼)

were also considered as inputs to our ML models. However, these variables were

eventually excluded for the following reasons. First, precipitation values are localized

measurements and could limit the possibility of generalizing the obtained ML models,

as discussed in [358, 344]. Second, in presence of subsurface drip irrigation systems,

irrigation times are weakly correlated with the 𝐸𝑇𝑎 measurements (the obtained Pear-

son correlation and feature importance score were 0.150 and 0.003, respectively). This

can be due to both negligible soil surface moisture during the irrigation season and

failure to capture flows through the root zone, as explained for example in [340]. Note

that, the two variables 𝑃 and 𝐼 are indirectly contained in the SWC feature used in

our models. In particular, the SWC values were averaged considering four different

positions in the field and six different measurement depths, from the surface down to

0.6 m depth. These measurements are thus more accurate for modeling 𝐸𝑇𝑎 under

deficit irrigation.

6.7 Summary

This chapter explored the possibility of using ML models for accurately predicting ac-

tual evapotranspiration values in Mediterranean citrus orchards, where an RDI strat-

egy is applied. Evapotranspiration data is very relevant to increase the ecosystems

resilience, including the sustainability of the irrigation process. Different choices are

possible for retrieving this data: deploying the instrumentation devised to perform

direct measurements of 𝐸𝑇𝑎 (e.g. EC towers) or using this instrumentation only
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temporarily for training a field-specific data model, which will be able to provide an

indirect estimation of 𝐸𝑇𝑎 for the examined ecosystem, based on sensors data only.

Since measuring the actual values by means of EC towers can be expensive and

complex, the objective of this research was to assess the second choice and study the

impact of different features and ML approaches (namely, MLP and RF) on estimation

accuracy. To identify the most relevant input data, an in-depth analysis of feature

importance and correlation was performed on a dataset based on extensive in-field

measurements collected in a suburb of Palermo, in Italy. The dataset includes meteo-

rological data, vegetation indices, soil water contents, as well as direct measurements

of 𝐸𝑇𝑎 (to be used as a ground-truth), acquired respectively by means of a weather

station, satellite images, drill and drop sensors, and an EC tower. The results ob-

tained are promising: data-driven models can achieve an accuracy higher than 82%

for predicting 𝐸𝑇𝑎 values, especially in the case of RF models.

Moreover, reducing the number of input features from 10 to 5 does not harm the

prediction accuracy significantly, thus enabling the possibility of opportunistically se-

lecting in-field sensors. In general, the experiments demonstrated that 𝐸𝑇𝑎 is better

predicted with agro-meteorological data of high importance (𝑅𝑠, 𝑇𝑚𝑎𝑥, 𝑆𝑊𝐶) com-

bined with vegetation indices, compared to models using weather variables only (i.e.

𝑅𝑠, 𝑈2, 𝑅𝐻𝑚𝑖𝑛, 𝑅𝐻𝑚𝑎𝑥, 𝑇𝑚𝑖𝑛, 𝑇𝑚𝑎𝑥). Indeed, both soil water content and solar radia-

tion were significant factors to predict 𝐸𝑇𝑎 accurately.

Results show that the prediction of 𝐸𝑇𝑎 in a tree crop under RDI strategy, al-

lows an average water saving up to 38.5%, compared to full irrigation, reducing the

impact of climate change and water scarcity in the global environmental equilibrium.

Furthermore, the approaches proposed in this study, extended to different crops and

climate conditions, can be a useful solution to improve the estimation of effective crop

water requirements, with the aim to choose the best irrigation strategies for sustain-

able water management of productive ecosystems. In this context, the availability of

continuous daily actual evapotranspiration time series is essential to implement, at

local and regional scale, agro-hydrological models to support policy decisions and to

better optimize agricultural practices.
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Figure 6.14: Comparison of predicted daily 𝐸𝑇𝑎 values by MLP methods with observed
values for the testing subsets.
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Figure 6.15: Comparison of predicted daily 𝐸𝑇𝑎 values by RF methods with observed
values for the testing subsets.



Chapter 7
A Machine Learning Framework to
Estimate Crop Coefficient Dynamics of
Citrus Orchards

7.1 Overview

Obtaining crop coefficient (𝐾𝑐) values quickly and accurately is essential for precision

irrigation in field crop management, especially in a Mediterranean climate scenario,

where citrus productivity strongly depends on effective irrigation strategies. Indeed,

it is well-documented in the literature that using specific crop coefficient values during

the growth phase of the crop could be a valuable solution for precise water irriga-

tion, meeting crop water demands without compromising production. However, the

lack of spatial and temporal resolution agro-metereological data (or the prohibitive

costs to obtain such data on the fields), hampers the ability to determine the ap-

propriate 𝐾𝑐 values for optimal irrigation practices. This study is aimed to develop

a framework that harnesses the potential of machine learning (ML) algorithms in

conjunction with the Seasonal-Trend decomposition (STD) algorithm to effectively

estimate the dynamics of 𝐾𝑐 time series. First, three different ML algorithms are em-

ployed, namely Multi-Layer Perceptron (MLP), Random Forest (RF), and k-Nearest

Neighbors (kNN), to predict actual evapotranspiration (𝐸𝑇𝑎) in Mediterranean citrus

orchard. Then, having predicted 𝐸𝑇𝑎, 𝐾𝑐 values were derived using FAO-56 guidelines,

and its accurate dynamics was estimated using Isolation Forest and STD algorithms.

In order to evaluate and discuss the results of the proposed framework, four different

baseline models were used. The RF model provided the best performance, obtaining
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a root-mean-square error (RMSE) of 0.13, even when using only agro-meteorological

variables. The proposed framework does not employ satellite images and requires less

data and computational capacity compared to traditional methods, thus representing

an excellent solution for implementing 𝐾𝑐 estimation in smart agriculture.

7.2 Introduction

According to the Word Population Prospects 2022 [400], recently released by the

United Nations Educational, Scientific and Cultural Organization (UNESCO), al-

though in 2020 the growth rate of the global population fell under 1%, the projections

suggest that the world’s population could grow to around 8.5 billion in 2030, reaching

a peak of 10.4 billion in 2080. This demographic growth could produce an increase

in natural resource use, such as food and freshwater. Since freshwater resources are

limited and about 70% are used for agricultural uses [324], accurate estimations of

crop water requirements are essential to improve irrigation management and water

use in agriculture. Specifically, in the Mediterranean semi-arid regions, character-

ized by very hot summer and warm winter, citrus is one of the most cultivated crops

[349] and is characterized by very high water needs [350]. Furthermore, 90% of the

production is freshly consumed while only 10% goes to transformation processing.

In the climatic contest of the Mediterranean environment, the performance of citrus

productivity depends on adequate irrigation strategies [401]. Therefore, in order to

improve the productivity of the citrus groves it is essential to manage the available

water resources [402].

In particular, [403] demonstrated that accurately monitoring specific values of the

crop coefficient, 𝐾𝑐, during the crop’s growth stage, could be a useful solution to pro-

vide precise water applications to satisfy crop water demand, without affecting the

production. These values of 𝐾𝑐 permit the identification of physical and physiolog-

ical differences among the crops. The 𝐾𝑐 knowledge is also necessary to implement

the FAO56 agro-hydrological model [404]. According to the single crop coefficient ap-

proach, crop potential evapotranspiration, 𝐸𝑇𝑐, is calculated as the product of crop

reference evapotranspiration, 𝐸𝑇𝑜, which represents the meteorological evaporative

demand, and the crop coefficient, 𝐾𝑐. As suggested by [404], the 𝐾𝑐 values change

with the crop’s growth stage, therefore it is correct to consider different values for

each phenological stage. The first version of the FAO56 paper reported values of crop

coefficients [404], which were recently revisited by [368]. Several authors have stud-

ied the possibility to optimize irrigation water use by means of accurate estimation
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of 𝐾𝑐 [373, 405–407]. Specifically, the cited methods are based on specific functional

relationships between remote sensed vegetation indices and crop coefficients. How-

ever, complex analysis and satellite images are often necessary to implement these

techniques, which are not always accessible. For this reason, these approaches are not

easily implementable for a large number of operators. Therefore, it is very important

to develop alternative procedures to estimate the crop coefficient.

In this chapter, the main objective is to develop a machine-learning framework

to estimate the temporal dynamic of the crop coefficient in a typical citrus orchard

of the Mediterranean region. The framework does not require the use of satellite

images but is based only on agro-meteorological variables. This approach requires less

data and computational capacity, making it easily implementable on a mini-computer

such as a Raspberry Pi or a NUC (Next Unit of Computing). This, in turn, enables

the implementation of edge computing in the wireless sensor network deployed in the

agricultural field. Additionally, local data processing allows for a reduction in latency

and data transmission on the backhaul, avoiding the need of complex communication

infrastructure. Finally, the proposed framework facilitates the creation of intelligent

self-managed sensor networks, capable of estimating the crop coefficient value even if

the Internet connection is absent.

7.3 Literature review

According to the single crop coefficient approach suggested by [404], the product be-

tween the crop coefficient, 𝐾𝑐, and the stress coefficient, 𝐾𝑠, could be expressed as the

ratio between actual evapotranspiration, 𝐸𝑇𝑎, and crop reference evapotranspiration,

𝐸𝑇𝑜:

(𝐾𝑐𝐾𝑠) =
𝐸𝑇𝑎
𝐸𝑇𝑜

(7.1)

where 𝐸𝑇𝑎 represents the evapotraspirative flux referred to the real soil water condi-

tion, whereas 𝐸𝑇𝑜 represents the evapotranspiration of a reference hypothetical crop

(i.e., alfalfa), actively growing, adequately watered and characterized by defined val-

ues of height, surface resistance, and albedo, which is, therefore, associated with the

meteorological evaporative demand. The most widely used method to estimate 𝐸𝑇𝑜

is represented by the FAO56 Penman-Monteith (PM) equation, where the variable is

function only of the climate variables [404]:

𝐸𝑇𝑜 =
0.408∆(𝑅𝑛 −𝐺) + 𝛾(900

𝑇𝑎
+ 273)(𝑢2(𝑒𝑠 − 𝑒𝑎))

∆ + 𝛾(1 + 0.34𝑢2)
(7.2)
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where ∆ (𝑘𝑃𝑎𝐶−1) is the slope of saturation vapor pressure curve, 𝑅𝑛 (𝑀𝐽𝑚−2𝑑−1)

is the net radiation at the crop surface, 𝐺 (𝑀𝐽𝑚−2𝑑−1) is the soil heat flux density,

𝑒𝑠–𝑒𝑎 (𝑘𝑃𝑎) is the actual vapor pressure deficit, 𝛾 (𝑘𝑃𝑎𝐶−1) is the psychrometric

constant and 𝑢2 (𝑚𝑠−1) is the wind speed measured at 2 m height.

The Eddy Covariance (EC) system is the method recognised by several authors as

the most used and reliable to retrieve direct measurement of 𝐸𝑇𝑎 [408–411]. For a

large scale use, this method could be time-consuming and very economically expensive.

For these reasons, indirect methods have been developed to estimate crop coefficients

[410].

In the past three decades, remote sensing (RS) techniques, based on multispectral

and multi-platform remotely sensed images, have been used to develop functional re-

lationships between vegetation indices (VIs) and 𝐾𝑐, to estimate the spatio-temporal

variability. This approach is based on the assumption of a direct relationship between

𝐾𝑐 and various vegetation spectral indices (NDVI, NDWI, SAVI, etc.) derived from

reflectance in the visible (VI), near-infrared (NIR), and shortwave infrared (SWIR)

regions of the electromagnetic spectrum. [412] and [413] showed the empirical evidence

of the relationship between crop coefficient values and VIs. Following this approach,

several authors have proposed functional relationships (𝐾𝑐-VIs) for different herba-

ceous crops such as garlic, bell pepper, broccoli, and lettuce [414]. An overview of

functional relationships 𝐾𝑐-VI developed to assess crop coefficient was proposed by

[415], where the authors demonstrate that high spatial and temporal resolution allows

monitoring of crop biophysical parameters. In a recent review, [370] show the poten-

tial of RS to derive the 𝐾𝑐-VI relationships. In particular, a detailed list of 𝐾𝑐-VI

relationships developed for a variety of crops was presented with their advantages and

limitations based on a SWOT analysis. The reliability of the predictive relationships

for the estimation of evapotranspiration, was expressed in terms of root-mean-square

errors (RMSE), with values ranging between 0.40 and 0.72 𝑚𝑚𝑑−1. However, only a

few investigations have been carried out on arboreous crops.

In Mediterranean regions, citrus orchards are extensively diffused and have a rele-

vant economy importance. To this aim, [406] studied the reliability of the ArcDualKc

model [416] to estimate spatially distributed values of 𝐾𝑐 in an orange orchard located

in the island of Sicily (Italy). They found that the ArcDualKc model joint with VI

retrieved from Sentinel-2 multi-spectral images (MSI) could be a useful tool to opti-

mize water use in agriculture in the context of deficit irrigation. A similar study was

carried out by [373] in a citrus orchard located in Sicily. The authors found that a

non-linear relationship between crop coefficient and a combination of two vegetation
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indices (NDVI and NDWI) allows estimating the values of crop coefficient in a citrus

orchard managed under deficit irrigation strategies with good accuracy. These meth-

ods are based on the correlation between VIs and 𝐾𝑐, which is widely recognized as a

reliable estimation technique. However, they require a large amount of data, needed

to acquire RS products and pursue complex image processing. For this reason, these

approaches are not easily implementable.

Recently, some works have adopted machine learning algorithms to estimate 𝐾𝑐

for different crops. For example, [346] estimated the monthly maize coefficient values

using an artificial neural network method. Specifically, the study showed the results

of the most suitable combination of climate variables and the best neural network

configuration for 𝐾𝑐 prediction in the four main maize-producing geographical areas

of Egypt. In addition, it was noted that the optimal neural network configuration was

given by the integration of data such as minimum and maximum temperature and

solar radiation in different layers of hidden neurons. Created models achieved high ac-

curacy (RMSE = 0.25) when compared with the classic FAO CROPWAT model [404].

[417] presented an unmanned aerial vehicle-based technique to estimate 𝐾𝑐 at the in-

dividual vine level in order to capture the spatial variability of water requirements in a

commercial vineyard located in South Australia. Spectral and structural information,

captured at various phenological stages of the vine through two seasons, were used

to model crop coefficients using a framework of univariate, multivariate, and machine

learning models (convolution neural network and random forest). In particular, the

combination of spectral reflectance and vine structural features as input variables in

the random forest (RF) model provided accurate 𝐾𝑐 estimation (RMSE = 0.06) at the

beginning and end of the season. The [418] study introduces a spatially unconstrained

artificial intelligence model to estimate the 𝐾𝑐 of tomato crops, collecting data from

600 tomato fields in various locations around the world. The dataset included weather

data, Normalized Difference Vegetation Index (NDVI) from Sentinel-2 and Landsat-

8 satellites, and soil properties such as season start date and country. The model

adopted was Extreme Gradient Boosting, which produced an RMSE equal to 0.15 to

estimate 𝐾𝑐 for the entire season. The work conducted by [419], explored estimation

models for daily maize 𝐾𝑐 derived from two machine learning algorithms, random for-

est regression (RFR) and multiple linear regression (MLR), based on the use of leaf

area index (LAI) and six types of multispectral vegetation indices (VIs) obtained from

an unmanned aerial vehicle (UAV). In addition, it was noted that water stress strongly

impacted the accuracy of prediction models. In particular, the performance decrease

of MLR models was noted due to nonlinearity between selected features (LAI, VI)
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Figure 7.1: Map of the experimental field showing the location of the weather station,
EC tower, and drill and drop SWC sensors.

and 𝐾𝑐 under different water stress conditions. In contrast, better results associated

with RFR algorithm were obtained because it adequately reflected the nonlinear re-

lationship between 𝐾𝑐 model and its input features. An extension of this work was

reported in [420], where the role of RS variables based on multispectral, RGB, and

thermal infrared information and their combinations was explored to develop predic-

tion models using six ML algorithms (linear regression-LR, polynomial regression-PR,

exponential regression-ER, random forest regression-RFR, support vector regression-

SVR, and deep neural network-DNN). Again, the RFR model achieved the highest

accuracy (RMSE = 0.10) and it was recommended for estimating the maize 𝐾𝑐.

However, all these techniques require the use of satellite or UAV images while the

framework proposed in this chapter is based only on agro-meteorological variables.

This approach requires less data and computational capacity, making it easily imple-

mentable even on a Raspberry Pi and deployed directly in the agricultural field.

7.4 Materials and methods

The experiment was carried out in a typical citrus orchard (Citrus reticulata Blanco,

cv. Mandarino Tardivo di Ciaculli) of the Mediterranean region, located near Villa-

bate, Sicily (Italy) (38∘4′ 53.4′′ 4′𝑁 , 13∘25′ 8.2′′𝐸) in the period from 2018 to 2022.
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The experimental field (Fig. 7.1) is equipped with a WatchDog (WD) 2000 series

(Spectrum Technologies, Inc., Aurora, IL, USA) standard weather station to collect

the main agro-meteorological variables, four 0.60 m long “drill & drop” probes (Sen-

tek Pty Ltd, Stepney, Australia) to monitor the temporal dynamic of the soil water

content (SWC) and an Eddy Covariance (EC) flux tower to measure net radiation

𝑅𝑛 (𝑊𝑚−2), 𝐻2𝑂 and 𝐶𝑂2 concentrations and ground heat flux 𝐺 (𝑊𝑚−2). The

two concentrations are processed, using a specific software developed by [379], to esti-

mate sensible and latent heat fluxes, 𝐻 and 𝐿𝐸, (𝑊𝑚−2). The turbulent heat fluxes,

H+LE, as a function of the available energy, 𝑅𝑛 − 𝐺, measured by the EC tower in

the orchard at hourly time steps, for 2019, 2020 and 2021 were evaluated in chapter

6. The 𝐸𝑇𝑎 suitability was evaluated according to the Closure Ratio method (CR)

proposed by [380]. The slope of the regression line passing through the origin rep-

resents the closure ratio, CR, whose values resulted satisfactory and equal to 0.98,

0.88, 1.03 and 0.88 for 2019, 2020, 2021 and 2022, respectively. For tree crops, [392]

considered acceptable values of CR ranging between 0.80 and 0.90. However, values of

the closure ratio, equal to 1.08 and 1.03, were obtained by [393] in two citrus orchards

in south Morocco characterized by a semi-arid Mediterranean climate. More details

regarding the sensors installed in the experimental field can be found in subsection

6.4.1 of chapter 6.

Table 7.1: Variables used and number of records available in the investigated years

2018 2019 2020 2021 2022

Variable Units 365 365 366 365 365

Drill and Drop 𝑆𝑊𝐶 (𝑐𝑚3𝑐𝑚−3) 355 344 355 354 251

WatchDog 2000 𝐸𝑇𝑜 (𝑚𝑚𝑑−1) 363 365 366 365 365

EC Tower 𝐸𝑇𝑎 (𝑚𝑚𝑑−1) - 193 120 265 291

7.4.1 Data description

The training database included climate data and SWC registered on ground, from

January 1st 2018 to December 31st 2022, by WD weather station and drill & drop

probes. Respectively, WD weather station provide half-hourly records of air temper-

ature 𝑇𝑚𝑖𝑛 and 𝑇𝑚𝑎𝑥 (°C); relative air humidity 𝑅𝐻𝑚𝑖𝑛 and 𝑅𝐻𝑚𝑎𝑥 (%); global solar

radiation 𝑅𝑠 (𝑀𝐽𝑚−2𝑑−1) and wind speed measured at 2m height 𝑢2 (𝑚𝑠−1); while

the drill & drop probes allowed monitoring the SWC at 0.1m intervals, up to a depth

of 0.60 m, with a time-step of about 30 min. The average SWC between soil surface

and 0.5m depth was assumed representative of the root zone.
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The 𝐸𝑇𝑎 values are retrieved from the values of 𝐿𝐸 [404], and all data was ag-

gregated at daily time-step. In order to account for the seasonal fluctuations in the

weather data such as air temperature, 𝑇 , and solar radiation, 𝑅𝑠, the day of year

(DOY) were also considered as a training data [421]. Table 7.1 presents the variables

that constitute the training database, the number of available records and the data

source. In summary, the comprehensive dataset covers 1824 days and includes 10

features (𝑢2, 𝑅𝑠, 𝑅𝐻𝑚𝑖𝑛, 𝑅𝐻𝑚𝑎𝑥, 𝑇𝑚𝑖𝑛, 𝑇𝑚𝑎𝑥, 𝐸𝑇𝑜, 𝑆𝑊𝐶, DOY, 𝐸𝑇𝑎), from which

actual evapotranspiration 𝐸𝑇𝑎 is the predicted variable used to determine the crop

coefficient 𝐾𝑐.

7.4.2 Machine learning models

In this section we briefly describe the different ML algorithms employed, namely Multi-

Layer Perceptron (MLP), Random Forest (RF), and k-Nearest Neighbors (kNN).

These algortihms were implemented using the scikit-learn library [382], an open-source

ML library for the Python programming language, and were used to predict the ac-

tual evapotranspiration (𝐸𝑇𝑎) and, in turn, the 𝐾𝑐 values derived using the FAO-56

guidelines.

Multi-Layer Perceptron

Multi-Layer Perceptron belongs to the class of Artificial Neural Networks (ANNs),

which learn by simulating the action of biological neurons. Each artificial neuron

receives a signal as input, process it and send the new signal to connected neurons. In

feedforward ANN architectures like the MLP, artificial neurons are arranged in layers

and information is processed one-way from the starting raw input layer up to the final

output layer [422]. Layers in between are collectively called “hidden layers”. Signals

from one layer of neurons propagate to the next layer with different weights and a

constant bias term [423]. The result then passes through an activation function to

add non-linearity, and the final output is then fed as input to the successive neuron

layer. Iterating this forward feeding, the final output layer will be a set of complex

functions of the inputs. To find the best weights and biases in the design of the

MLP, a metric of similarity must be defined, called the loss function. The network

is then trained on a known set of input features and outputs, optimized using the

backpropagation algorithm to minimize the loss function [424].
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Random Forest

A Random Forest is a collection of random Trees [385]. Specifically, Decision Trees

are ML algorithms usually chosen for the simplicity of their approach and visual

representation: starting from the complete set of features, each branch of the tree

selects a feature and tries to classify the data point with respect to the target classes

[425]. If a classification is possible, the branch ends in a leaf labelled by a specific class

or a probability distribution among the classes. If the classification is not yet possible,

the branch continues to a new branch with a new feature.

To avoid overfitting training data, more trees are used with the bootstrap aggre-

gating technique, selecting a random sample and replacing the training set to fit the

trees, so that no tree is trained with the complete set of data. More randomness is

given selecting only a random subset of candidate features for each branch split. The

final output is given then by majority voting among the output of each tree. The

following setup was chosen for the implementation of the RF in Scikit-learn, since it

achieved the best prediction accuracy: 1000 trees, max features = auto, 50 levels,

samples split = 2, samples leaf = 2, bootstrap = True, cpp alpha = 0.

K-nearest neighbors

K-nearest neighbor (kNN) is a traditional non-parametric method that is part of the

lazy learning field or instance-based learning [426]. This technique approximates the

function exclusively within a local context, and all computations are postponed until

the classification stage [427]. While this approach boasts simplicity, it proves highly

effective, intuitive, and competitive, rendering it well-suited to addressing both clas-

sification and regression tasks involving dimensions of moderate scale. Despite its

numerous advantages, the kNN method does possess certain limitations, especially in

cases where the training dataset exhibits considerable size. Indeed, the kNN method

can be time-intensive due to the necessity of calculating distances for every query in-

stance when compared against the entirety of the training samples. Nevertheless, the

employment of a KD-tree can expedite kNN searches when dealing with substantial

datasets. In addition, this method shows a high degree of sensitivity to irrelevant and

redundant features, and the optimal distance metric and feature set cannot be deter-

mined with certainty [428]. Consequently, it is imperative that these disadvantages be

taken into account when determining classifications.
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7.4.3 Statistical analysis metrics

The performance of each ML model was evaluated in two different steps of the frame-

work. In the first phase, the models are used for the prediction of actual evapotran-

spiration. In this phase, the goodness-of-fit indicators are: (i) the Root Mean Square

Error (RMSE), whose target value is zero when there are no differences between the

predicted and measured values; (ii) the coefficient of determination (𝑅2), whose target

value is one, indicating that the variance of the observed values is explained by the

model [429].

In the second phase, the correspondence between crop coefficient values estimated

by this framework and those measured or derived from other models was evaluated. In

this case, in addition to the RMSE already mentioned, the following metrics were also

adopted: (i) the Mean Bias Error (MBE), whose target value is zero. A positive MBE

indicates that the simulated values are overestimated, while a negative value indicates

that the values are underestimated [430]; (ii) the Mean Absolute Error (MAE), whose

best value is zero; (iii) the percent bias (PBIAS), whose target value is zero. Positive

values are associated with the model underestimation, while negative values indicate

the model overestimation; (iv) finally, the Pearson′s Correlation Coefficient (PCC),

whose target value is one. Values of PCC between 0.5 and 1.0 indicate a good model

performance and strong correlation between predicted and observed values [431].

7.4.4 Framework description

Three ML methods were trained to perform gap-filling of the 𝐸𝑇𝑎 time series and then

to estimate 𝐾𝑐 time series. The flowchart shown in figure 7.2 represent the framework

employed to estimate 𝐾𝑐 dynamics during the observation period. The framework

includes six main blocks explained in detail in the following subsections.

Pre-processing

In this phase, it is essential to pre-process the data in order to improve the perfor-

mance of the models. First, missing data were imputed using an iterative imputation

approach, followed by standardization. Iterative imputation involves utilizing a multi-

variate imputer to estimate each feature from all other features. It consists of modeling

each feature with missing values as a function of other features in a round-robin fash-

ion [432]. Moreover, the standard-scaler, or z-score, [433] is used to transform the

values into a standard normal distribution with zero mean and unit variance. In this

way, all input features were normalized and scaled so that they have a similar range.
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Figure 7.2: Flowchart of the proposed machine learning framework for estimating crop
coefficient dynamics.

Lastly, time-series are shuffled to the purpose of reducing over-fitting and making sure

that models remain general.

Gap filling in 𝐸𝑇𝑎 time series using machine learning

The number of daily 𝐸𝑇𝑎 measurements, acquired from January 2018 to December

2022, resulted in about 48% of the total days of the monitoring period; the missing

data were caused by the malfunctioning of installed instruments. For instance, in

March 2020 the COVID-19 pandemic lockdown caused the impossibility to visit the

field to fix the EC tower, with the consequent failure of the acquisition. Moreover, all

the records acquired in days when the rainfall height was higher than 2.5 mm were
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excluded. Overall, actual evapotranspiration 𝐸𝑇𝑎 has 957 missing values, and for this

reason, the machine learning models are employed for gap-filling. In particular, in

this step of the framework, different machine learning models (MLP, RF, kNN) were

evaluated and compared, evaluating their performance using cross-validation [434].

Post-processing

At this point, the developed models were used to determine the trend of the citrus

crop coefficient for the five years of observation. In particular, eq. 7.1 was used to

derive the (𝐾𝑐𝐾𝑠) time series for the examined crop. Subsequently, an automatic

outlier detection model called Isolation Forest [435], a tree-based anomaly detection

algorithm, was applied. The contamination hyperparameter was set at 0.01 to remove

outliers in the (𝐾𝑐𝐾𝑠) time series that were not in agreement with the literature

[405, 436, 373].

Seasonal decomposition

The 𝐸𝑇𝑎/𝐸𝑇𝑜 ratio is characterized by a strong seasonal component which deeply

influences the (𝐾𝑐𝐾𝑠) time series. Under certain conditions (very hot summers, high

water stress, presence of weeds, etc.) it can happen that the time series present

high scattering. Thus, to obtain reliable (𝐾𝑐𝐾𝑠) time series, the 𝐸𝑇𝑎/𝐸𝑇𝑜 ratio was

decomposed into three additive components: average trend, seasonality and residual.

The decomposition is obtained using the statsmodels Python module [437] and it is

based on a convolution filter and a moving average. In this way, the noise (or residual)

can be easily removed. In addition, by summing the other two components (average

trend and seasonality), a scattering reduction in the time series can be achieved.

Filtering

At this stage, data filtering is applied to identify the presence of water stress. In fact,

it is necessary to disregard from the dataset those days characterized by values of

SWC lover than 0.21 𝑐𝑚3𝑐𝑚−3, which was identified as the threshold of SWC below

which crop water stress occur and therefore 𝐾𝑠 < 1 [438]. As a result, equation 6.4

is considered only in the case where 𝐾𝑠 = 1 and consequently the 𝐸𝑇𝑎/𝐸𝑇𝑜 ratio

correctly provides the dynamics of the crop coefficient.
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Evaluation

The last step consists of evaluation of the 𝐾𝑐 values estimated by the framework,

according to the metrics presented in section 7.4.3. Specifically, the results obtained

are compared against: (i) field measurements, (ii) two different theoretical models

[404, 368], and (iii) an empirical model [373]. The two theoretical models are differ-

ent because the first considers the presence of ground weeds, while the second their

absence.

7.5 Results
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Figure 7.3: Comparison of predicted daily 𝐸𝑇𝑎 values with observed values for the
testing subsets.

Figure 7.3 presents a comparison between observed and predicted 𝐸𝑇𝑎 values for

the MLP, RF, and kNN models, respectively. In the three graphs, the robust linear

regression interpolation (black line) and the identity line (dashed red) are also dis-

played. The results obtained from the models demonstrate accurate 𝐸𝑇𝑎 predictions.

The MLP model exhibits a regression line with the equation 𝑦 = 0.82𝑥 + 0.36, a co-

efficient of determination (𝑅2) of 0.89, and a root-mean-square error (RMSE) of 0.35

𝑚𝑚𝑑−1. These values indicate a good adherence of the model to the observed data,

with a slight margin of error. The RF Model behaves similarly to the MLP model,

with a regression line described by the equation 𝑦 = 0.90𝑥+ 0.25, an 𝑅2 of 0.88, and

an RMSE of 0.36 𝑚𝑚𝑑−1. In this case, as well, the model displays adequate predictive

capacity, although with a slightly higher error than the MLP model. Finally, the kNN

model features a regression line with the equation 𝑦 = 0.90𝑥 + 0.26, an 𝑅2 of 0.85,
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and an RMSE of 0.41 𝑚𝑚𝑑−1. Despite the slightly lower coefficient of determination

compared to the other two models, the kNN model still demonstrates a good abil-

ity to predict 𝐸𝑇𝑎 in the analyzed scenario. In summary, all three models provide

reliable predictions of current evapotranspiration, with minimal differences in their

performance. The regression lines highlight a strong correlation between the observed

and predicted values for each model, confirming the validity of the methods used in

the study.

Table 7.2: Estimated crop coefficients during mid-seasons, initial and late seasons of
the observation period

𝐾𝐶,𝑚𝑖𝑑 𝐾𝐶,𝑖𝑛–𝐾𝐶,𝑒𝑛𝑑

Method
2018 2019 2020 2021 2022 Mean 2018 2019 2020 2021 2022 Mean

Kc-EC - 0.54±0.09 0.56±0.09 0.77±0.21 0.58±0.13 0.63±0.15 - 0.73±0.13 0.97±0.30 0.79±0.17 0.75±0.22 0.80±0.23
Kc-VIs 0.59±0.07 0.53±0.03 0.60±0.04 0.59±0.07 0.47±0.03 0.56±0.07 0.82±0.19 0.92±0.18 0.91±0.21 0.90±0.17 0.75±0.23 0.87±0.20
Kc-MLP 0.67±0.10 0.65±0.09 0.65±0.09 0.66±0.09 0.67±0.08 0.66±0.09 0.80±0.12 0.77±0.10 0.80±0.11 0.80±0.10 0.81±0.11 0.79±0.11
Kc-RF 0.66±0.08 0.63±0.07 0.64±0.07 0.64±0.07 0.64±0.07 0.64±0.07 0.76±0.15 0.81±0.14 0.81±0.14 0.81±0.14 0.82±0.15 0.80±0.15
Kc-kNN 0.67±0.11 0.64±0.06 0.65±0.08 0.66±0.07 0.69±0.07 0.66±0.08 0.87±0.14 0.80±0.12 0.89±0.11 0.87±0.12 0.86±0.13 0.86±0.13

Table 7.2 summarizes the 𝐾𝑐 values obtained with the examined models during

mid-season (from mid-May to the end of September, 𝐾𝑐,𝑚𝑖𝑑), and initial/late season

(from the beginning of January to mid-May, 𝐾𝑐,𝑖𝑛𝑖, and until the end of December,

𝐾𝑐,𝑒𝑛𝑑), of the five years of observation, where the 𝐾𝑐,𝑚𝑖𝑑 values are those of most

significant interest for irrigation scheduling. The table also includes the standard

deviation of 𝐾𝑐 during the specified periods. The values associated with each of the

three ML models differed with the values obtained from the eddy covariance tower (Kc-

EC) or satellite images (Kc-VIs), especially with the lower values recorded in 2019 and

2022 due to the relatively higher evaporative atmospheric demand. However, when

the average values of the entire period were considered, the differences in 𝐾𝑐,𝑚𝑖𝑑

obtained with the ML models and Kc-EC or Kc-VIs tended to decrease. For instance,

the Kc-EC method highlights an average of 0.63 ± 0.15, while the Kc-MLP, Kc-RF,

and Kc-kNN methods show average values of 0.66± 0.09, 0.64± 0.07, and 0.66± 0.08,

respectively.

In 2021, the values of 𝐸𝑇𝑎 resulted generally higher than in the other years. This

effect can be associated with the relatively higher air temperatures registered in 2021

compared with the other years, as well as with the transpiration of the growing weeds

due to field mismanagement during the irrigation season, as can be observed in Fig.7.4.

Consequently, during the 2021 irrigation season (from May to October), the 𝐾𝑐,𝑚𝑖𝑑

values obtained through the Kc-EC method, i.e., using measurements taken with the

eddy-covariance (EC) tower, exhibited a notable dispersion within the range of 0.52

to 1.00. Specifically, a concentration significantly higher than the 𝐾𝑐,𝑚𝑖𝑑 values recom-
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Figure 7.4: Field’s photos for three different irrigation seasons.

mended by the [404] (0.55) and [368] (0.50) was observed. In this context, the combined

use of ML and STL (Seasonal and Trend decomposition using Loess) models for the

seasonal decomposition of time series allows for a reduction in weed transpiration con-

tribution. Thereby, by removing the residual component from the time series, a 13%

reduction of 𝐾𝑐,𝑚𝑖𝑑 can be observed in 2021 irrigation season (table 7.2). In addiction,

it is interesting to note that the three machine learning models, Kc-MLP, Kc-RF, and

Kc-kNN, exhibit a lower standard deviation compared to the EC and VI-based esti-

mations. This observation can be attributed to the effective removal of the residual

obtained through seasonal decomposition applied by the framework to these models.

Table 7.3: Performance comparison of the proposed framework with four baseline
models.

Model Reference RMSE MBE MAE PBIAS PCC 𝑅2

Kc-MLP Kc-EC 0.15 0.01 0.12 0.25 0.54 0.28
Kc-VIs 0.16 0.03 0.13 5.34 0.52 0.22
Allen 0.14 0.02 0.10 3.07 0.55 0.24
Rallo 0.17 0.14 0.14 25.69 0.55 -6.04

Kc-RF Kc-EC 0.15 -0.01 0.11 5.06 0.58 0.37
Kc-VIs 0.16 0.03 0.13 4.51 0.57 0.30
Allen 0.13 0.01 0.10 2.25 0.60 0.33
Rallo 0.17 0.14 0.14 24.72 0.60 -5.44

Kc-kNN Kc-EC 0.17 0.03 0.13 5.06 0.50 0.17
Kc-VIs 0.16 0.07 0.13 10.41 0.60 0.22
Allen 0.14 0.05 0.10 8.10 0.67 0.28
Rallo 0.20 0.18 0.18 31.86 0.67 -8.92
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Table 7.3 shows a performance comparison of the proposed framework with empir-

ical measures or reference models. The results are provided for three different models:

Kc-MLP, Kc-RF, and Kc-kNN. For each model the outcomes are reported concerning

four distinct references: Kc-EC, Kc-VIs, Allen [404], and Rallo [368]. As an exam-

ple, the Kc-MLP model compared against Kc-EC as reference, the RMSE is 0.15, the

MBE is 0.01, the MAE is 0.12, the PBIAS is 0.25, the PCC is 0.54, and the 𝑅2 is 0.28.

In general, models such as Kc-MLP and Kc-RF seem to have relatively low RMSE

values, indicating good prediction accuracy with respect to the observed data. On the

other hand, Kc-kNN shows slightly higher, but still acceptable RMSEs. Kc-RF has

MBE values closer to zero, indicating an ability to predict without significant bias.

In contrast, Kc-kNN possesses slightly higher MBE values, indicating a tendency to-

wards positive bias in the predictions. The MAE values for Kc-MLP and Kc-RF are

relatively low, which in the context of saving water can be an important feature of

predictions. All the models exhibit a positive PCC correlation between their forecasts

and the reference data. The majority of the 𝑅2 values are positive, signifying a good

fit to the data for the models. When considering the Kc-VIs as benchmark, the results

indicate that all the developed models perform similarly in terms of RMSE, MBE, and

MAE. However, the Kc-kNN model has a considerably higher PBIAS value compared

to the other two models, suggesting a tendency to overestimate the reference data.

In summary, it can be observed that the Kc-RF model outperforms the other two

Figure 7.5: Field’s photos for three different rainy seasons.

models in terms of RMSE, MBE, MAE, and 𝑅2. Nevertheless, the developed models

encounter challenges in accurately predicting the Rallo reference data, as evidenced
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by the negative values of 𝑅2 for this reference. The results associated with Rallo show

these values due to the field usually being full of ground weeds during the rainy season

as reported theoretically in [373] and shown in Figure 7.5.
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Figure 7.6: Radial graphs of Pearson correlation coefficient between each pair of mod-
els.

The Pearson coefficient in Figure 7.6 shows some interesting correlations between

the reference models (Allen, Rallo, Kc-EC, Kc-VIs) and the developed ML models

(Kc-MLP, Kc-RF, Kc-kNN). In particular, we note that the correlation coefficients

between the reference models tend to be higher than the correlations with the devel-

oped models. For example, the Pearson correlation coefficients of the Allen and Rallo

theoretical models have a value of 0.86 with the empirical model Kc-VIs presented in

[373], indicating a strong positive correlation between them. On the other hand, the

correlations between the reference models and the developed ML models are generally
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lower. For example, the correlation coefficients between Kc-MLP and the reference

models vary between 0.52 and 0.55. Similarly, the correlations for the proposed Kc-RF

and Kc-kNN models vary between 0.50 - 0.67. Although not as high as for the Kc-VIs,

ML models show positive and significant correlations with reference models. Further-

more, since reference models account for the general approximate growth cycle of the
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Figure 7.7: Values of 𝐾𝑐 estimated on several days of the study period with: (a) the
Kc-MLP model; (b) the Kc-RF model and (c) the Kc-kNN model.
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crops, positive correlations with the ML predictions mean that these are modeling

correctly the process.

Figure 7.7 shows the time evolution of the crop coefficient 𝐾𝑐 estimated with three

different ML models (blue dots) at different periods of the year from January 2018 to

December 2022, as well as the trend of the theoretical Allen model (red curve) used

as a comparison. It is possible to identify the different stages of crop development

despite the variability among ML models. In fact, the seasonal dynamics of 𝐾𝑐 in the

ML models align with the characteristic pattern observed in citrus orchards, where

mid-season values are lower than those in the early and late seasons due to stomatal

closure during periods of high atmospheric evaporative demand [404].

Figure 7.8 shows the violin plots distribution of the absolute error for three ML

models calculated against the four reference models. In the middle of each violin plot,

there is a small box plot, with the rectangle representing the ends of the first and third

quartiles, and a central white dot for the median. In the case of the Kc-MLP model, a

small underestimation appeared both using Kc-EC or Allen as reference, with median

errors of -0.004 and -0.028, respectively. The best performance was obtained using the

Kc-RF model, with median absolute errors notably low: for instance, with Kc-EC as

reference, the median was as low as -0.001, while with Allen an appreciable precision

was obtained with a median of -0.022.

7.6 Discussion

While the proposed framework was developed and tested in a citrus orchard, it can be

easily extended to different types of tree crops in order to develop production-efficient

irrigation strategies. Furthermore, in order to increase sustainability and lower the

costs for monitoring in agriculture, it is possible to think of solutions that use the more

expensive and complex instruments (e.g. EC towers) only temporarily for training a

field-specific ML model, which will be able to provide an indirect estimate of 𝐾𝑐, based

on data from the less expensive sensors (e.g. weather station). For instance, assuming

that the models have already undergone training, Table 7.4 shows the differences in

terms of data requirements between the different models used to estimate the 𝐾𝑐 values

during an observation month.

The Kc-EC model calculates the value of 𝐾𝑐 based on the measurement of 𝐸𝑇𝑎.

Typically, this estimation is both complex and costly. In this case, 𝐸𝑇𝑎 is obtained

indirectly through the measurement of latent heat flux. The EC tower yields approxi-

mately 2 GB of data for 30 days of monitoring. Furthermore, estimating the 𝐾𝑐 values
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Figure 7.8: Violin plots of absolute error distribution of crop coefficient obtained using
(a) Kc-MLP, (b) Kc-RF, and (c) Kc-kNN models.

Table 7.4: Comparison of required instrumentation and input data size among various
models for estimating 𝐾𝑐 values during one month of observation.

Model Instruments Input variable Input data size

Kc-EC EC Tower
Latent heat flux,

𝐸𝑇𝑎
2 GB

Kc-VIs Sentinel-2
Images,

𝑁𝐷𝑉 𝐼, 𝑁𝑊𝐷𝐼
10 - 15 GB

Present models
WatchDog 2000
Drill and Drop

𝑅𝑠, 𝑈2, 𝑅𝐻𝑚𝑖𝑛, 𝑅𝐻𝑚𝑎𝑥,
𝑇𝑚𝑖𝑛, 𝑇𝑚𝑎𝑥, 𝑆𝑊𝐶, 𝐷𝑂𝑌

151 KB
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requires around two hours for pre-processing this data. Regarding the Kc-VIs model,

it is based on a non-linear relationship between the crop coefficient and a combination

of two vegetation indices (NDVI and NDWI). The vegetation indices were investigated

based on images acquired by the Sentinel-2 satellite with a temporal resolution of ap-

proximately 2-3 days [373]. In general, this model requires a large amount of data,

ranging from 10 GB to 15 GB, and substantial computational capabilities for image

processing. In contrast, the ML models adopted in the proposed framework (Kc-MLP,

Kc-RF, Kc-kNN) were simply based on meteorological and environmental variables,

such as solar radiation, relative humidity, temperature, SWC, etc. Since they needed

only 151 KB of data, these models are much more lightweight in terms of resource

requirements.

7.7 Summary

Crop coefficient plays a fundamental role in evaluating the performance of water re-

source management strategies to enhance water usage. This chapter presents a frame-

work for modeling daily 𝐾𝑐 values and establishes their dynamics at various crop

growth stages. The proposed framework uses agro-meteorological data collected from

field monitoring systems as input features, which allows the estimation of 𝐾𝑐 without

the need for expensive instrumentation (e.g. EC tower) and remote sensing imagery,

thus reducing the resources required for the analysis. In order to accomplish this goal,

machine learning models and algorithms for seasonal time series decomposition are

combined. A total of three different ML models such as MLP, RF and kNN were

adopted. In addition, the use of seasonal decomposition was essential as it reduced

the component due to the presence of an actively transpiring ground cover. After

post-processing, estimated 𝐾𝑐 values were compared with known models and the best

performance was achieved by the Kc-RF model with an RMSE of 0.13. Lastly, even

though the study was conducted in a citrus orchard, its findings and methods can

readily be applied to other irrigated agroecosystems to increase productivity while

conserving water.



Chapter 8
Conclusion

In this thesis, some of the crucial challenges to make agriculture sustainable were

addressed by leveraging wireless sensor networks, IoT technologies, and Artificial In-

telligence. The conducted study proposes holistic and eco-friendly solutions for the

digitization of agricultural businesses.

In the first part of the work, an analysis of the state of the art identified innovative

aspects to be introduced in the field of wireless network, focusing on the use of LPWAN

technologies. Through the comparison of path loss between SigFox and LoRaWAN,

solutions were examined to improve transmission efficiency and minimize interference

between the two technologies. For instance, by evaluating the effectiveness of pro-

tection distance to mitigate interference. Additionally, to enhance the environmental

sustainability of agriculture, alternatives for sensor power supply were explored, aim-

ing for sustainable monitoring in the Internet of Things through battery-free wireless

sensors.

In the second part of this work, specific use cases are addressed, and alternative

eco-sustainable solutions are proposed to reduce water wastage in irrigation systems,

using machine learning algorithms and graph signal processing. In particular, machine

learning models have been applied to predict the value of actual evapotranspiration

(𝐸𝑇𝑎) in a citrus orchard, aiming to estimate this physical quantity in regulated deficit

irrigation (RDI) systems, where the main objective is to save water without reducing

agricultural production. Subsequently, machine learning models for 𝐸𝑇𝑎 prediction

have been integrated into a framework for estimating and predicting the Crop Coeffi-

cient (𝐾𝑐) under water stress conditions. Finally, a methodology for studying WDNs

is presented, using the EPANET and NS3 simulators. This allows for the optimization

and study of the smart irrigation consortium network from both water and wireless
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perspectives. Indeed, thanks to the reconstruction of the water flow using graph the-

ory, it is possible to obtain an accurate representation of the flow through strategic

placement of a reduced sensor number, resulting in a substantial energy saving of

approximately 73%.
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Pütz, Matthias Hannes, and Ute Wollschläger. Estimating precipitation and
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Rubel. World map of the köppen-geiger climate classification updated. Me-

teorologische Zeitschrift, Vol. 15, No. 3, 259-263, 2006.

[375] Magdalena Main-Knorn, Bringfried Pflug, Jerome Louis, Vincent Debaecker,

Uwe Müller-Wilm, and Ferran Gascon. Sen2cor for sentinel-2. In Image and

Signal Processing for Remote Sensing XXIII, volume 10427, pages 37–48. SPIE,

2017.



Bibliography 235

[376] JW Rouse, RH Haas, JA Schell, and DW Deering. Monitoring vegetation sys-

tems in the great plains with erts: Proceedings of the third earth resources

technology satellite-1 symposium. NASA SP-351, pages 301–317, 1974.

[377] Ahmad Toosi, Farzaneh Dadrass Javan, Farhad Samadzadegan, Soroosh

Mehravar, Alishir Kurban, and Hossein Azadi. Citrus orchard mapping in juy-

bar, iran: Analysis of ndvi time series and feature fusion of multi-source satellite

imageries. Ecological Informatics, 70:101733, 2022.

[378] Bo-Cai Gao. Ndwi—a normalized difference water index for remote sensing of

vegetation liquid water from space. Remote sensing of environment, 58(3):257–

266, 1996.

[379] G Manca. Analisi dei flussi di carbonio di una cronosequenza di cerro (quercus

cerris l.) dell’italia centrale attraverso la tecnica della correlazione turbolenta.

PhD Dissertation Thesis, University of Tuscia, Viterbo,, 225 pp, 2003.

[380] JH Prueger, JL Hatfield, TB Parkin, WP Kustas, LE Hipps, CMU Neale,

JI MacPherson, WE Eichinger, and DI Cooper. Tower and aircraft eddy co-

variance measurements of water vapor, energy, and carbon dioxide fluxes during

smacex. Journal of Hydrometeorology, 6(6):954–960, 2005.

[381] Luigi Ranghetti, Mirco Boschetti, Francesco Nutini, and Lorenzo Busetto.

“sen2r”: An R toolbox for automatically downloading and preprocess-

ing sentinel-2 satellite data. Computers & Geosciences, 139:104473, doi:

10.1016/j.cageo.2020.104473, 2020.

[382] Pedregosa et al. Scikit-learn: Machine learning in Python. Journal of Machine

Learning Research, 12:2825–2830, 2011.

[383] Git Repository. Machine learning models to predict daily actual evapotranspi-

ration of citrus orchards. Accessed: 15/03/2023. https://github.com/fedesss98/

ml-to-eta-of-citrus-orchards.git.

[384] MR Sowmya, MB Santosh Kumar, and Sooraj K Ambat. Comparison of deep

neural networks for reference evapotranspiration prediction using minimal me-

teorological data. In 2020 advanced computing and communication Technologies

for High Performance Applications (ACCTHPA), pages 27–33. IEEE, 2020.

[385] Leo Breiman. Random forests. Machine learning, 45(1):5–32, 2001.



236 Bibliography

[386] Tin Kam Ho. The random subspace method for constructing decision forests.

IEEE Transactions on Pattern Analysis and Machine Intelligence, 20(8):832–

844, 1998.

[387] Leo Breiman. Bagging predictors. Machine learning, 24(2):123–140, 1996.

[388] Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimiza-

tion. arXiv preprint arXiv:1412.6980, 2014.

[389] Olga Troyanskaya, Michael Cantor, Gavin Sherlock, Pat Brown, Trevor Hastie,

Robert Tibshirani, David Botstein, and Russ B Altman. Missing value estima-

tion methods for dna microarrays. Bioinformatics, 17(6):520–525, 2001.

[390] S Thirukumaran and A Sumathi. Missing value imputation techniques depth

survey and an imputation algorithm to improve the efficiency of imputation. In

2012 Fourth International Conference on Advanced Computing (ICoAC), pages

1–5. IEEE, 2012.

[391] Michael B Richman, Theodore B Trafalis, and Indra Adrianto. Missing data im-

putation through machine learning algorithms. In Artificial intelligence methods

in the environmental sciences, pages 153–169. Springer, 2009.

[392] William P Kustas, John H Prueger, Karen S Humes, and Patrick J Starks.

Estimation of surface heat fluxes at field scale using surface layer versus mixed-

layer atmospheric variables with radiometric temperature observations. Journal

of Applied Meteorology, 38(2):224–238, 1999.

[393] SALAH Er-Raki, Abdelghani Chehbouni, NOURA Guemouria, J Ezzahar,

S Khabba, Gilles Boulet, and L Hanich. Citrus orchard evapotranspiration:

comparison between eddy covariance measurements and the fao-56 approach

estimates. Plant Biosystems, 143(1):201–208, 2009.

[394] Sowmya Mangalath Ravindran, Santosh Kumar Moorakkal Bhaskaran, and

Sooraj Krishnan Nair Ambat. A deep neural network architecture to model

reference evapotranspiration using a single input meteorological parameter. En-

vironmental Processes, 8(4):1567–1599, Dec 2021.

[395] Akhil Kadiyala and Ashok Kumar. Applications of python to evaluate the per-

formance of decision tree-based boosting algorithms. Environmental Progress &

Sustainable Energy, 37(2):618–623, 2018.



Bibliography 237

[396] Kaicun Wang and Shunlin Liang. An improved method for estimating global

evapotranspiration based on satellite determination of surface net radiation, veg-

etation index, temperature, and soil moisture. Journal of Hydrometeorology,

9(4):712–727, 2008.

[397] Marco Girardello, Matteo Griggio, Mark J Whittingham, and Stephen P Rush-

ton. Models of climate associations and distributions of amphibians in italy.

Ecological research, 25:103–111, 2010.

[398] Ritika Srinet, Subrata Nandy, and NR Patel. Estimating leaf area index and

light extinction coefficient using random forest regression algorithm in a tropical

moist deciduous forest, india. Ecological Informatics, 52:94–102, 2019.
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[424] Yann LeCun, Léon Bottou, Genevieve B Orr, and Klaus-Robert Müller. Efficient

backprop. In Neural networks: Tricks of the trade, pages 9–50. Springer, 2002.

[425] Leo Breiman, Jerome Friedman, Charles J Stone, and Richard A Olshen. Clas-

sification and regression trees. CRC press, 1984.

[426] David W Aha, Dennis Kibler, and Marc K Albert. Instance-based learning

algorithms. Machine learning, 6:37–66, 1991.

[427] Thomas Cover and Peter Hart. Nearest neighbor pattern classification. IEEE

transactions on information theory, 13(1):21–27, 1967.

[428] Sadegh Bafandeh Imandoust, Mohammad Bolandraftar, et al. Application of

k-nearest neighbor (knn) approach for predicting economic events: Theoreti-

cal background. International journal of engineering research and applications,

3(5):605–610, 2013.

[429] Joseph G Eisenhauer. Regression through the origin. Teaching statistics,

25(3):76–80, 2003.

[430] John B Kennedy and Adam M Neville. Basic statistical methods for engineers

and scientists. Crowell, 1976.
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