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Abstract. The trace codimensions give a quantitative description of the identities satisfied by an algebra with trace.
Here we study the asymptotic behaviour of the sequence of trace codimensions ctrn (A) and of pure trace codimensions

cptrn (A) of a finite dimensional algebra A over a field of characteristic zero. We find an upper and lower bound of both

codimensions and as a consequence we get that the limits limn→∞
n
√

ctrn (A) and limn→∞
n
√

cptrn (A) always exist and

are integers. This result gives a positive answer to a conjecture of Amitsur in this setting. Finally we characterize the

varieties of algebras whose exponential growth is bounded by 2.

1. Introduction

This paper is concerned with finite dimensional algebras over a field F of characteristic zero endowed with a trace
function. Recall that a trace function on an algebra A over F is an F -linear map tr : A → Z(A), where Z(A) is the
center of A, satisfying tr(ab) = tr(ba) and tr(tr(a)b) = tr(a)tr(b), for all a, b ∈ A. A typical example is Mk(F ), the
algebra of k × k matrices over F with the usual trace.

One defines in a natural way F ⟨X,Tr⟩, the free algebra with (formal) trace Tr over F on a countable set X. Its
elements are called trace polynomials and the elements of the commutative subalgebra generated by the elements
Tr(M), where M is any monomial in the elements of X, are called pure trace polynomials. Whenever any such
polynomial f vanishes in a given algebra with trace A, we say that f is a trace identity or a pure trace identity of A,
respectively.

For instance since the characteristic of F is zero, the coefficients of a Cayley-Hamilton polynomial CHk(a) of
a ∈ Mk(F ), can be expressed as pure trace polynomials evaluated in a ([1]). Hence CHk(x) is an example of a trace
identity of Mk(F ).

The set of trace identities of a given algebra A is a T -ideal Idtr(A) of F ⟨X,Tr⟩, i.e., an ideal invariant under all
endomorphisms of the free algebra with trace and this is the main object of our study. Probably the most significant
result obtained in this area is due to Procesi ([15]) and Razmyslov ([18]) who showed that the trace identities of Mk(F )
are consequences of the Cayley-Hamilton polynomial CHk = CHk(x); in other words CHk generates Idtr(Mk(F ))
as a T -ideal. Another important and inspiring result is due to Procesi ([16]) who proved that if an algebra with
trace A satisfies a formal Cayley-Hamilton polynomial of degree k, then it can be embedded in k × k matrices over a
commutative algebra and the trace on A coincides with the usual trace of matrices.

Here we want to study T -ideals of trace identities through some growth functions that can the attached to them.
This point of view comes from the theory of polynomial identities. Recall that an algebra A over F is a PI-algebra if
it satisfies a non-trivial polynomial identity, i.e., a polynomial of the free algebra F ⟨X⟩ without trace.

The polynomial identities of A form a T -ideal in F ⟨X⟩ denoted Id(A). It is known that over a field of characteristic
zero, every proper T -ideal is finitely generated as a T -ideal ([14]). Nevertheless to exhibit such generators is a difficult
problem. For instance the generators of Id(Mk(F )) are known only for k ≤ 2 ([5, 17]). Then one introduces a growth
function that can be attached to any T -ideal ([19]) as follows. Because of the hypothesis on the characteristic, one
studies only multilinear polynomials and let Pn be the space of multilinear polynomials in the variables x1, . . . , xn.
Let A be any PI-algebra and let cn(A) be the dimension of Pn modulo the identities of A, i.e., cn(A) = dimF

Pn

Pn∩Id(A) .

It was proved in [19] that the sequence cn(A), n = 1, 2, . . ., called the sequence of codimensions of A, is exponentially
bounded. Later in [6] and [7] it was also proved that for some constants C1 > 0, C2, t, s, d we have that

C1n
tdn ≤ cn(A) ≤ C2n

sdn,

where d is an integer. As a consequence we get that d = exp(A) = limn→∞
n
√
cn(A) exists. It is called the PI-exponent

of A. This answers in the positive a conjecture of Amitsur. It should be also mentioned that in [2, 4] (see also [10]) it
was proved that in the above inequalities t = s is a half integer and if 1 ∈ A, C1 = C2.

Here we want to extend the above result to trace identities. As in the ordinary case since the trace identities are
completely determined by their multilinear polynomials, we consider MTn, the space of multilinear trace polynomials
in the first n variables x1, . . . , xn and PTn, the space of pure trace polynomials in the same variables. Then we define
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two codimensions

ctrn (A) = dimF
MTn

MTn ∩ Idtr(A)
and cptrn (A) = dimF

PTn

PTn ∩ Idptr(A)
,

called the n-th trace codimension and the n-th pure trace codimension of A, respectively.
The asymptotic behaviour of the trace codimensions of the matrix algebra Mk(F ) was studied by Regev ([21]) who

proved that the codimensions and the trace codimensions of Mk(F ) are asymptotically equal.
In general even if a PI-algebra has a trace function, the trace codimensions could have an overexponential behavior.

Nevertheless recently Berele in [3] proved a trace analogue of Regev’s theorem by showing that a PI-algebra has
exponentially bounded trace codimensions if and only if it satisfies a special trace identity.

In [11] the authors characterized algebras with trace with polynomially bounded trace codimensions. An analogous
characterization concerning the pure trace codimensions will be proved here (see Theorem 21).

The main results of this paper are as follows. We shall consider unitary finite dimensional algebras with trace tr
over a field F of characteristic zero. We shall assume that tr(J) = 0, where J is the Jacobson radical of the algebra
A. In analogy with the ordinary case, we shall prove that cptrn (A) and ctrn (A) are bounded from above and below,
up to a polynomial factor, by dn and d′n, respectively, where d and d′ are two integers that are the dimensions of
suitable semisimple subalgebras called trace admissible. As a consequence we shall obtain that such codimensions

either are polynomially bounded or grow exponentially. Moreover limn→∞
n
√
ctrn (A) and limn→∞

n

√
cptrn (A) exist and

are integers. We refer to such limits as the trace exponent exptr(A) and the pure trace exponent expptr(A) of A,
respectively.

In the last section we shall characterize the identities of finite dimensional algebras with trace having trace exponent
and pure trace exponent bounded by 2. As a consequence, we obtain new results concerning the varieties of trace
algebras of minimal (pure) trace exponent.

2. The general setting

Let F be a field of characteristic zero and A a unitary finite dimensional associative F -algebra with trace tr (a trace
algebra). Recall that a trace tr on A is an F -linear map tr : A → A satisfying, for any a, b ∈ A, the following axioms:

1. tr(a)b = btr(a),

2. tr(ab) = tr(ba),

3. tr(tr(a)b) = tr(a)tr(b).

Notice that, for any a ∈ A, tr(a) ∈ Z(A), where Z(A) denotes the center of the algebra A.
In what follows we shall consider only trace algebras whose trace takes values in F ≡ F · 1, where 1 is the unit of

the algebra.
In order to talk about polynomial identities in the setting of algebras with trace, the first step is to introduce

F ⟨X,Tr⟩, the free algebra with trace on a countable set X = {x1, x2, . . .}, where Tr is a formal trace. Let M denote
the set of monomials in the elements of X. Then F ⟨X,Tr⟩ is the algebra generated by the free algebra F ⟨X⟩ together
with the set of central (commuting) elements Tr(M), M ∈ M, subject to the conditions Tr(MN) = Tr(NM) and
Tr(Tr(M)N) = Tr(M)Tr(N), for all M , N ∈ M. In other words,

F ⟨X,Tr⟩ ∼= F ⟨X⟩ ⊗ F [Tr(M) : M ∈ M].

The elements of the free algebra with trace are called trace polynomials or pure trace polynomials in case all the
variables appear inside a trace.

An element f = f(x1, . . . , xn,Tr) ∈ F ⟨X,Tr⟩ is a trace identity for A if, after substituting the variables xi with
arbitrary elements ai ∈ A and Tr with the trace tr, we obtain 0. A pure trace polynomial is called a pure trace
identity. We denote by Idtr(A) (resp. Idptr(A)) the set of trace identities (resp. pure trace identities) of A, which is a
trace T -ideal (T tr-ideal) of the free algebra with trace, i.e., an ideal invariant under all endomorphisms of F ⟨X,Tr⟩.

As in the ordinary case, Idtr(A) and Idptr(A) are completely determined by their multilinear polynomials. We
denote by MTn the vector space of multilinear trace polynomials in the first n variables x1, . . . , xn. Its elements are
linear combinations of expressions of the type

Tr(xi1 · · ·xia) · · ·Tr(xj1 · · ·xjb)xl1 · · ·xlc ,

where {i1, . . . , ia, . . . , j1, . . . , jb, l1, . . . , lc} = {1, . . . , n}.
The non-negative integer

ctrn (A) = dimF
MTn

MTn ∩ Idtr(A)

is called the n-th trace codimension of A.
Also we denote by PTn the vector space of multilinear pure trace polynomials:

PTn = spanF {Tr(xi1 · · ·xia) · · ·Tr(xj1 · · ·xjb) : {i1, . . . , jb} = {1, . . . , n}} .
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The n-th pure trace codimension of A is defined as

cptrn (A) = dimF
PTn

PTn ∩ Idtr(A)
.

The vector spaces MTn and PTn+1 are isomorphic and we have that

dimF MTn = dimF PTn+1 = (n+ 1)!

(see [1, Proposition 2.3.15]).
For any non-zero α ∈ F , let φα : F ⟨X,Tr⟩ → F ⟨X,Tr⟩ be the linear map sending a monomial m into αsm, where

s is the number of traces appearing in m. Notice that:

1. φα(fg) = φα(f)φα(g), for any f, g ∈ F ⟨X,Tr⟩,
2. φα−1 (φα(f)) = φα (φα−1(f)) = f , for any f ∈ F ⟨X,Tr⟩.

For any f ∈ F ⟨X,Tr⟩ we shall denote by fα = φα(f).
Given any algebra (A, t) with trace t, for any non-zero α ∈ F , we denote by tα the corresponding proportional trace

to t, i.e., tα = αt. The following result holds.

Lemma 1. Let f ∈ F ⟨X,Tr⟩. Then f ∈ Idtr((A, t)) if and only if φα−1(f) = fα−1 ∈ Idtr((A, tα)).

Proof. The result follows since, for any a1, . . . , ak ∈ A, f(a1, . . . , ak, t) = fα−1

(a1, . . . , ak, tα). □

Now we are in a position to prove the following theorem.

Theorem 2. Let (A, t) be an algebra with trace and assume that each trace identity of (A, t) is a consequence of some
trace polynomials f1, . . . , fn. For any non-zero α ∈ F, if f = f(x1, . . . , xk) ∈ Idtr((A, tα)), then f is a consequence of

fα−1

1 , . . . , fα−1

n .

Proof. By Lemma 1, we have that f ∈ Idtr((A, tα)) if and only if φα(f) = fα ∈ Idtr((A, t)). By hypothesis, fα is a
consequence of f1, . . . , fn. It follows that

fα =

n∑
i=1

∑
j

k
(j)
i fi

(
l
(j)
i1

, . . . , l
(j)
it

)
h
(j)
i

 ,

where the k
(j)
i ’s, the h

(j)
i ’s and the l

(j)
ip

’s are suitable trace polynomials. Now, as a consequence of the properties of

the map φα, we get

f = φα−1 (φα(f)) = φα−1 (fα)

= φα−1

 n∑
i=1

∑
j

k
(j)
i fi

(
l
(j)
i1

, . . . , l
(j)
it

)
h
(j)
i


=

n∑
i=1

∑
j

φα−1

(
k
(j)
i

)
fα−1

i

(
l
(j)
i1

, . . . , l
(j)
it

)
φα−1

(
h
(j)
i

) .

In conclusion, f is a consequence of fα−1

1 , . . . , fα−1

n and the proof is complete. □

Now let us consider the algebra Mk(F ) of k × k matrices over F endowed with the usual trace t, defined, for each
matrix, as the sum of all the elements in the main diagonal. We remark that every trace on Mk(F ) is proportional to
t, i.e, if tr is a trace on Mn(F ), then there exists α ∈ F such that tr = αt. We shall use the notation M tα

k to indicate

the algebra Mk(F ) endowed with the trace tα. In particular M t1
k will denote the algebra Mk(F ) with the usual trace.

Given a permutation σ = (i1 · · · ir1) (j1 · · · jr2) · · · (l1 · · · lrt) ∈ Sk+1 written as the product of disjoint cycles, includ-
ing one-cycles with r1 ≥ r2 ≥ · · · ≥ rt, we associate to it the pure trace monomial:

ptrσ = Tr
(
xi1 · · ·xir1

)
Tr

(
xj1 · · ·xjr2

)
· · ·Tr

(
xl1 · · ·xlrt

)
.

In the following theorem we recall a celebrated result proved independently by Procesi and Razmyslov ([15, 18]).

Theorem 3.

a) Idptr(M t1
k ) is generated by the single pure trace polynomial g =

∑
σ∈Sk+1

sgn(σ)ptrσ.

b) Idtr(M t1
k ) is generated by the k-th Cayley-Hamilton polynomial CHk.

As a consequence of the previous two theorems we get the following.

Corollary 4. For any non-zero α ∈ F, Idptr(M tα
k ) is generated by the pure trace polynomial gα

−1

and Idtr(M tα
k ) is

generated by the trace polynomial CHα−1

k . Moreover

cptrn (M tα
k ) = cptrn (M t1

k ) and ctrn (M tα
k ) = ctrn (M t1

k ).



4 A. GIAMBRUNO, A. IOPPOLO, AND D. LA MATTINA

Recall that two functions f(x), g(x) of a real variable are asymptotically equal, and we write f(x) ≃ g(x), if

limx→∞
f(x)
g(x) = 1. We have the following.

Theorem 5. For any non-zero α ∈ F, cptrn (M tα
k ) ≃ Cn− k2−1

2 (k2)n, where C is a constant.

Proof. By the previous corollary cptrn (M tα
k ) = cptrn (M t1

k ). Now the result follows from [20]. □

3. A candidate for the trace exponent and the pure trace exponent

In what follows A will always denote a unitary finite dimensional trace algebra over an algebraically closed field F
of characteristic zero. By the Wedderburn-Malcev theorem for algebras with trace ([11, Theorem 26]) we can write

A = Ā+ J,

where Ā is a maximal semisimple subalgebra of A and J = J(A) is the Jacobson radical of A. Moreover, since F is
algebraically closed we have that

(1) Ā = A1 ⊕ · · · ⊕Am = Mn1
(F )⊕ · · · ⊕Mnm

(F ),

where Mni(F ) is the simple algebra of ni × ni matrices over F , i = 1, . . . ,m. Clearly Ā is a trace-subalgebra, i.e., it
is stable under the trace.

From now on we shall assume that the trace on J is zero.
We should remark that each simple component in (1) is not in general a trace-subalgebra. Nevertheless for every
simple component Ai we consider

tr : Ai → F · 1Ā → F · 1Ai ,

where the second map is the projection onto the i-th component. In this way we may think of Ai as a simple algebra
with induced trace. A similar remark applies to a direct sum of simple components.

Now, for any a = a1 + · · ·+ am + j ∈ A, ai ∈ Mni
(F ), j ∈ J ,

tr(a) = tr(a1) + · · ·+ tr(am),

since tr(j) = 0. Let us denote by e
(k)
ij the matrix units of the full matrix algebra Mnk

(F ). By taking into account that

tr(ab) = tr(ba), for any a, b ∈ A, it easily follows that tr(e
(k)
ij ) = 0 if i ̸= j and tr(e

(k)
ii ) = tr(e

(k)
jj ), fo any i, j. Hence,

for any matrix ak ∈ Mnk
(F ), ak =

∑
i,j

aije
(k)
ij , we get that

tr(ak) = tr
(∑

i,j

aije
(k)
ij

)
=

nk∑
j=1

ajjtr
(
e
(k)
jj

)
= tr

(
e
(k)
11

)
tk1(a),

where tk1 is the usual trace on the matrix algebra Mnk
(F ). In conclusion, if we write αk = tr

(
e
(k)
11

)
∈ F and tαk

= αkt
k
1 ,

k = 1, . . . ,m, we get that

tr(a) = tr(a1 + · · ·+ am + j) =

m∑
k=1

tαk
(ak).

One of the aims of this paper is to determine the exponential rate of growth of the sequences of the trace and pure
trace codimensions of A. We make the following.

Definition 6. Let C1, . . . , Ck be distinct subalgebras of A from the set {A1, . . . , Am}. The algebra C = C1 ⊕ · · · ⊕Ck

is called

- admissible if C1J · · · JCk−1JCk ̸= 0,

- pure trace admissible if tr(C1) · · · tr(Ck) ̸= 0,

- trace admissible if tr(C1) · · · tr(Cl)Cl+1J · · · JCl+m−1JCl+m ̸= 0, for some l,m ≥ 0, l +m = k.

Notice that an admissible or pure trace admissible algebra is trace admissible. Clearly a pure trace admissible
algebra takes into account only the simple components with non-zero trace. The algebra C1 ⊕ · · · ⊕Ck + J is called a
reduced algebra in the first case, a pure trace reduced algebra in the second case and a trace reduced algebra in the
last case.

We then define the following three integers:

(2) d1 = d1(A) = max (dimC), where C runs over all admissible subalgebras of Ā,

(3) d2 = d2(A) = max (dimC), where C runs over all pure trace admissible subalgebras of Ā,

(4) d = d(A) = max (dimC), where C runs over all trace admissible subalgebras of Ā.

It is well-known that d1 equals limn→∞
n
√
cn(A) and is the PI-exponent exp(A) of the algebra A ([6, 7]).
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Here we shall prove that

d2 = lim
n→∞

n

√
cptrn (A) and d = lim

n→∞
n
√
ctrn (A).

In order to reach our goal we shall show that cptrn (A) and ctrn (A) are bounded from above and below, up to a
polynomial factor, by dn2 and dn, respectively.

4. A combinatorial approach to the lower bound

Let A = A1 ⊕ · · · ⊕ Am + J be a unitary finite dimensional algebra with trace tr over an algebraically closed field
F of characteristic zero, tr(J) = 0. The goal of this section is to find a lower bound for cptrn (A) and ctrn (A).

We start with the following remark.

Remark 7. For n ≥ 1, let f1, . . . , ft ∈ PTn be linearly independent modulo Idptr(A). If g1, . . . , gt ∈ PTn+1 are
obtained from the fi’s by substituting a fixed variable, say x1, with x1xn+1, then g1, . . . , gt are still linearly independent
modulo Idptr(A). In particular cptrn (A) ≤ cptrn+1(A) and the pure trace codimensions are non decreasing.

Proof. Suppose that
∑n

i=1 αigi ∈ Idptr(A), for some scalars αi’s. By evaluating the variable xn+1 into the unit element

of A we get
∑n

i=1 αifi ∈ Idptr(A). Since the fi’s are linearly independent mod Idptr(A), then αi = 0, for all i. □

Notice that the result is still true if we take f1, . . . , ft ∈ MTn. Hence ctrn (A) ≤ ctrn+1(A) and the trace codimensions
are non decreasing.

Now for some k ∈ {1, . . . ,m}, assume that

tr(A1) · · · tr(Ak) ̸= 0.

Take any n ≥ 1 and write n = n1 + · · ·+ nk as a sum of non-negative integers. Divide the variables x1, . . . , xn into
k disjoint sets of order n1, . . . , nk, respectively. There are

(
n

n1,...,nk

)
ways of doing so and we consider one of them

{x1, . . . , xn} = In1
∪ · · · ∪ Ink

.

We add to each set In1 , . . . , Ink
one extra variable and call them y1, . . . , yk, respectively. Consider the spaces

PTn1+1, . . . , PTnk+1 of multilinear pure trace polynomials in the corresponding sets of variables. If ni ̸= 0 consider

a basis of PTni
modulo Idptr(Ai) and by the above remark construct the corresponding polynomials g

(i)
1 , . . . , g

(i)
ri ∈

PTni+1 that are linearly independent modulo Idptr(Ai). If ni = 0, we set g
(i)
1 = Tr(yi) ∈ PTni+1. Hence

g
(1)
1 , . . . , g(1)r1 ∈ PTn1+1 are linearly independent modulo PTn1+1 ∩ Idptr(A1),

...

g
(k)
1 , . . . , g(k)rk

∈ PTnk+1 are linearly independent modulo PTnk+1 ∩ Idtr(Ak).

Lemma 8. The set of polynomials

FIn1 ,...,Ink
= {g(1)i1

g
(2)
i2

· · · g(k)ik
| 1 ≤ i1 ≤ r1, . . . , 1 ≤ ik ≤ rk} ⊆ PTn+k

is linearly independent modulo Idptr(A).

Proof. The proof is by induction on k, the case k = 1 being trivial.
Suppose that there is a non-zero linear combination

f =
∑

i1,...,ik

αi1,··· ,ikg
(1)
i1

· · · g(k)ik
∈ Idptr(A).

Pick a non-zero coefficient which we may assume for simplicity to be α1,j2,··· ,jk and write f =
∑r1

s=1 βsg
(1)
s , where

βs =
∑

i2,...,ik

αs,i2,··· ,ikg
(2)
i2

· · · g(k)ik
.

Since α1,j2,··· ,jk ̸= 0, then β1 is a non-zero linear combination. Now, by induction the set of polynomials

{g(2)i2
· · · g(k)ik

| 1 ≤ i2 ≤ r2, . . . , 1 ≤ ik ≤ rk} ⊆ PTn2+···+nk+k−1

is linearly independent modulo Idptr(A). Hence there is a non-zero evaluation φ : F ⟨X⟩ → A such that φ(β1) ̸= 0.

Then we get
∑r1

s=1 φ(βs)g
(1)
s ∈ Idptr(A1). Since g

(1)
1 , . . . , g

(1)
s are linearly independent modulo Idptr(A1), we get that

φ(βs) = 0, for all 1 ≤ s ≤ r1. In particular φ(β1) = 0, and this is a contradiction. □

Now for any decomposition n = n1 + · · ·+nk into a sum of non-negative integers, and any fixed distribution of the
variables {x1, . . . , xn} = In1

∪ · · · ∪ Ink
, we write

PIn1
,...,Ink

= spanFFIn1
,...,Ink

.

As a consequence of the previous lemma we have the following.
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Corollary 9. We have that

dim
PIn1 ,...,Ink

PIn1
,...,Ink

∩ Idptr(A)
= cptrn1

(A1) · · · cptrnk
(Ak),

where we set ctrni
(Ai) = 1 if ni = 0.

In the previous discussion and lemma we have added to each set Ii the extra variable yi for convenience since we
are going to use it in the next lemma. Nevertheless we have the following.

Remark 10. The conclusion of Lemma 8 still holds without adding the extra variables to the sets Ini or, which is the
same, if we evaluate the variables yi into the unit element of the corresponding simple algebra Ai.

Next for a decomposition n = n1 + · · ·+ nk we consider all possible distributions of the variables {x1, . . . , xn} and
we write Gn1,...,nk

for the set of polynomials which is the union of the
(

n
n1,...,nk

)
sets of polynomials corresponding to

all distributions of the variables (they are of the type FIn1
,...,Ink

). We have the following.

Lemma 11. The set
⋃

n1+···+nk=n

Gn1,...,nk
⊆ PTn+k is linearly independent modulo Idptr(A).

Proof. Suppose that a non-zero linear combination f of all these polynomials is a trace identity of A and assume that

a polynomial g = g
(1)
i1

· · · g(k)ik
in one of the sets FIn1

,...,Ink
has a non zero coefficient.

Recall that each set Ini , 1 ≤ i ≤ k, contains an extra variable called yi.
Let φ : F ⟨X⟩ → A be an evaluation of f such that φ(g) ̸= 0, where the variables yi are evaluated in the unit

element of the corresponding simple algebra. Such evaluation exists by Remark 10.

Now let h = h
(1)
j1

· · ·h(k)
jk

be any polynomial in FIn′
1
,...,In′

k

, for some n′
1 + · · · + n′

k = n. Notice that even for this

decomposition each set In′
i
, 1 ≤ i ≤ k, contains the extra variable yi.

Clearly if a variable of the set Ini
appears in a set In′

j
with j ̸= i, then φ(h) = 0 since In′

j
contains the variable

yj that has been evaluated in the unit element of Aj and AiAj = AjAi = 0. Hence if φ(h) ̸= 0 we must have that
Ini = In′

i
, for all i. Thus we have obtained a non-trivial linear combination of polynomials in FIn1

,...,Ink
that vanishes

under any evaluation φ in A where the variables yi have been evaluated in the unit element of the corresponding
simple algebra.

By Remark 10 we have that the polynomials of FIn1
,...,Ink

where we have evaluated the variables yi into the

unit elements of the corresponding simple algebra Ai, are linearly independent modulo Idptr(A). This completes the
proof. □

We can now compute the lower bound of the pure trace codimensions.

Lemma 12. For the unitary finite dimensional trace algebra A we have that

cptrn (A) ≥ Cntdn2 ,

for some constants C > 0, t, where d2 = d2(A) is the integer defined in (3).

Proof. Let d2 be the maximal dimension of a pure trace admissible subalgebra C of A. We assume that C =
A1 ⊕ · · · ⊕ Ak, and, so, tr(A1) · · · tr(Ak) ̸= 0. Take any N > k and write N = n + k. Recall that by Theorem 5
cptrni

(Ai) ≃ Cin
ti
i (dimAi)

ni , for some constants Ci > 0, ti, and then by Lemma 11 we have:

cptrN (A) ≥

∣∣∣∣∣ ⋃
n1+···+nk=n

Gn1,...,nk

∣∣∣∣∣ = ∑
In1

,...,Ink
n1+···+nk=n

dim
PIn1 ,...,Ink

PIn1 ,...,Ink
∩ Idptr(A)

=
∑

n1+···+nk=n

(
n

n1, . . . , nk

)
cptrn1

(A1) · · · cptrnk
(Ak)

≥ Cnt
∑

n1+···+nk=n

(
n

n1, . . . , nk

)
(dimA1)

n1 · · · (dimAk)
nk

= Cnt(dimA1 + · · ·+ dimAk)
n = Cntdn2 ≥ C ′N tdN2 .

for some constants C ′ > 0, t. □

Next we shall determine a lower bound for the trace codimensions sequence ctrn (A).
Suppose that

tr(A1) · · · tr(Al)Al+1JAl+2J · · · JAl+m ̸= 0,

for some l,m > 0. Take any n ≥ 1 and write n = nl + nm as a sum of two non-negative integers. Let

el+1j1el+2j2 · · · jm−1el+m ̸= 0,
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where ei is the unit element of Ai, and consider the subalgebra B of A generated by the simple algebras B1 =
Al+1, . . . , Bm = Al+m and by the elements

E1,2 = el+1j1el+2, E2,3 = el+2j2el+3, . . . , Em−1,m = el+m−1jm−1el+m.

It is well known that the algebra B is isomorphic to the algebra of upper block triangular matrices UT (B1, . . . , Bm) =
UT (r1, . . . , rm) where ri =

√
dimBi. Also, for some constants C > 0, s,

(5) cn(UT (r1, . . . , rm)) ≃ Cns(r21 + · · ·+ r2m)n = Cns(dimAl+1 + · · ·+ dimAl+m)n

(see [9, Theorem 8.6.1]).
Now recall that n = nl+nm and divide the variables x1, . . . , xn into two disjoint sets of order nl and nm, respectively.

Clearly there are
(
n
nl

)
ways of doing so and we consider one of them {x1, . . . , xn} = Inl

∪ Inm
.

Consider the spaces PTnl
and Pnm

of multilinear pure trace polynomials and ordinary polynomials in the corre-
sponding sets of variables, respectively. Let f1, . . . , fa ∈ PTnl+l be the polynomials containing the extra variables
y1, . . . , yl constructed in Lemma 11, that are linearly independent modulo Idptr(A). Let also g1, . . . , gb be a basis of
Pnm modulo Id(B).

Remark 13. The set of polynomials

FInl
,Inm

= {figj | 1 ≤ i ≤ a, 1 ≤ j ≤ b} ∈ MTn+l

is linearly independent modulo Idtr(A).

Proof. Suppose we have a linear combination h =
∑

i,j αijfigj ∈ Idtr(A), and say, α11 ̸= 0. Write

(6) h =
∑
j

γjgj ∈ Idtr(A),

where γj =
∑

i αijfi. Then γ1 =
∑

i αi1fi is a non-zero linear combination and since the polynomials f1, . . . , fa are

linearly independent modulo Idtr(A), we get that there is a non-zero evaluation φ : F ⟨X⟩ → A such that φ(γ1) ̸= 0.

Then from (6) we get
∑b

j=1 φ(γj)gj ∈ Id(A) ⊆ Id(B). Since g1, . . . , gb are linearly independent modulo Id(B), we

get that φ(γj) = 0, for all 1 ≤ j ≤ b. In particular φ(γ1) = 0, and this is a contradiction. □

Now we write PInl
,Inm

= spanFFInl
,Inm

. Then by the proof of Lemma 12 and (5) we have that

(7) dim
PInl

,Inm

PInl
,Inm

∩ Idtr(A)
≥ Cnu(dimA1 + · · ·+ dimAl)

nl(dimAl+1 + · · ·+ dimAl+m)nm ,

for some constants C > 0, u.
As above, for any fixed decomposition n = nl + nm we consider all possible distributions of the variables between

two sets of order nl and nm, respectively. We write Gnl,nm for the set of polynomials which is the union of the
(
n
nl

)
sets of polynomials in the variables belonging to each distribution.

We claim that the set ∪nl+nm=nGnl,nm
is linearly independent modulo Idtr(A).

In fact suppose that a non-zero linear combination of all these polynomials

(8)
∑

αijfigj ∈ Idtr(A)

is a trace identity of A and assume that a polynomial, say f1g1, in one of the sets FInl
,Inm

has a non zero coefficient
α11.

Let φ : F ⟨X⟩ → A be an evaluation such that φ(f1g1) ̸= 0 and the extra variables yt, t = 1, . . . , l, of the pure trace
polynomial f1 are evaluated in the unit element of the corresponding simple algebra.

Let figj be any polynomial in FIn′
l
,In′

m
, for some n′

l + n′
m = n. Notice that even for this decomposition fi contains

the extra variables y1, . . . , yl. If one of the variables of the set Inm
appears in the set In′

l
, then φ(figj) = 0 since the

polynomial fi contains the extra variables y1, . . . , yl. Hence Inm
⊆ In′

m
. If Inm

̸= In′
m
, then there is a variable x of

the set Inl
such that x ∈ In′

m
⊇ Inm

and, so, φ(figj) = 0 since φ(gj) = 0. Thus Inl
= In′

l
and Inm

= In′
m
.

We have proved that if φ is any non zero evaluation of the polynomial f1g1, then by (8) we have that φ(
∑

αijfigj) =
0 where we have restricted the summation to all figj ∈ FInl

,Inm
. Since by Remark 13 the polynomials in FInl

,Inm
are

linearly independent modulo Idtr(A), we get a contradiction and the claim is established.

Now we are in a position to prove the following result.

Lemma 14. For the unitary finite dimensional trace algebra A we have that

ctrn (A) ≥ Cntdn,

for some constants C > 0, t, where d = d(A) is the integer defined in (4).
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Proof. Let A1 ⊕ · · · ⊕Al+m be a trace admissible subalgebra of A of maximal dimension d and suppose

tr(A1) · · · tr(Al)Al+1JAl+2J · · · JAl+m ̸= 0.

If l = 0 or m = 0 the result follows from [6, 7] and Lemma 12, since ctrn (A) ≥ cptrn (A), cn(A), for all n ≥ 1. Now assume
that l > 0 and m > 0. Let N > l any integer and write N = n+ l. Then by the previous discussion and (7) we have
that

ctrN (A) ≥

∣∣∣∣∣ ⋃
nl+nm=n

Gnl,nm

∣∣∣∣∣ = ∑
Inl

,Inm
nl+nm=n

dim
PInl

,Inm

PInl
,Inm

∩ Idtr(A)

≥ Cnt
∑

nl+nm=n

(
n

nl

)
(dimA1 + · · ·+ dimAl)

nl(dimAl+1 + · · ·+ dimAl+m)nm

= Cnt(dimA1 + · · ·+ dimAl+m)n = Cntdn ≥ C ′N tdn,

for some constants C ′ > 0, t. □

5. The exponential growth is integral

We recall our general setting: A = A1 ⊕ · · · ⊕ Am + J is a unitary finite dimensional associative algebra with
trace tr over an algebraically closed field F of characteristic zero, s ≥ 0 is the smallest integer such that Js+1 = 0,
Ai = Mdi

(F ), 1 ≤ i ≤ m.
Fix a basis {u1, . . . , ul} of A which is the union of the standard bases of the Ai’s and of a basis of J.
For 1 ≤ i ≤ n consider the generic elements

(9) ξi =

l∑
j=1

ξi,j ⊗ uj ∈ F [ξi,j | 1 ≤ i ≤ n, 1 ≤ j ≤ l]⊗F A,

where the elements ξi,j are commutative variables.
Let U = F{ξ1, . . . , ξn} be the algebra over F generated by the ξi’s, i = 1, . . . , n.
It is easy to check that U can be endowed with a trace function t by defining

t(ξi,j ⊗ ui) = ξi,j ⊗ tr(ui).

Since a multilinear trace polynomial is a trace identity of A if and only if it vanishes on the generic elements ξi, it
follows that

ctrn (A) = dimF span{f(ξσ(1), . . . , ξσ(k))ξσ(k+1) · · · ξσ(n) | σ ∈ Sn, 0 ≤ k ≤ n}
and

cptrn (A) = dimF span{f(ξσ(1), . . . , ξσ(n)) | σ ∈ Sn},
where f(x1, . . . , xl) ∈ PTl is a pure trace monomial.

Lemma 15. For the unitary finite dimensional trace algebra A we have that

ctrn (A) ≤ Cnkdn and cptrn (A) ≤ C1n
tdn2 ,

for some constants C,C1, k, t, where d and d2 are the integers defined in (4) and (3), respectively.

Proof. We start by computing an upper bound of ctrn (A).
By (9) we replace each ξi and we get

f(ξσ(1), . . . , ξσ(k))ξσ(k+1) · · · ξσ(n) =
l∑

j1,...,jn=1

ξσ(1),j1 · · · ξσ(n),jn ⊗ f(uj1 , . . . , ujk)ujk+1
· · ·ujn

=

l∑
h=1

l∑
j1,...,jn=1

αj1,...jn,hξσ(1),j1 · · · ξσ(n),jn ⊗ uh,

(10)

where the above equalities follow from the fact that tr takes values in F and, so, f(uj1 , . . . , ujk)ujk+1
, . . . , ujn can be

written as a linear combination of basis elements. Hence

ctrn (A) ≤ dimF span{ξσ(1),j1 · · · ξσ(n),jn ⊗ uh | σ ∈ Sn, 1 ≤ j1, . . . , jn, h ≤ l}
≤ l ·

∣∣{ξσ(1),j1 · · · ξσ(n),jn | f(uj1 , . . . , ujk)ujk+1
· · ·ujn ̸= 0, σ ∈ Sn, 1 ≤ j1, . . . , jn ≤ l}

∣∣ .(11)

Thus in order to find an upper bound of ctrn (A), we have to count (or to find an upper bound of the number of) the
monomials ξσ(1),j1 · · · ξσ(n),jn such that f(uj1 , . . . , ujk)ujk+1

· · ·ujn is non-zero.
Now, this product is non-zero only if t ≤ s basis elements uji come from J . How many monomials can we write

with t basis elements from J? Since the trace is zero on any radical element, only ujk+1
, . . . , ujn can be elements of

J . Hence there are n− k ≤ n possible positions for t elements of J , so there are in all ≤
(
n
t

)
monomials, but in each

position we can write any element of a basis of J , so in all we have ≤
(
n
t

)
(dim J)t ≤

(
n
s

)
(dim J)s monomials.
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Now that we have taken care of the uji ’s that come from J , all the other basis elements come from the semisimple
part. But f(uj1 , . . . , ujk)ujk+1

· · ·ujn ̸= 0 only if this product comes from a configuration of the type

tr(Al1) · · · tr(Alr )Alr+1
J · · · JAlk ̸= 0,

i.e., only if the semisimple basis elements come from a trace admissible subalgebra.
We fix a trace admissible subalgebra B = Al1⊕· · ·⊕Alk . How many possible monomials uj1 · · ·ujn with the semisim-

ple variables coming from B can we write? If there are t radical elements, such number is
(
n
t

)
(dim J)t(dimB)n−t.

Thus if the semisimple variables come from the trace admissible subalgebra B, we can write at most

s∑
t=0

(
n

t

)
(dim J)t(dimB)n−t ≤ (dim J)s

s∑
t=0

(
n

t

)
(dimB)n ≤ Cns(dimB)n

monomials, for some constant C. Notice that we do not know how many basis elements of J come in a product, so
we have to count all possibilities 0, 1, . . . , s.

Now, the number of trace admissible subalgebras is finite, say r, hence the number of possible non-zero monomials
is ≤ Cnsrdn, where d is the maximal dimension of a trace admissible subalgebra. It follows that

ctrn (A) ≤ C1n
sdn,

as claimed.
Finally, recalling that no radical elements can appear inside a non-zero trace, it is clear that each f(uj1 , . . . , ujn)

involves only semisimple elements. If d2 is the maximal dimension of a pure trace admissible subalgebra, we get that
cptrn (A) ≤ Cdn2 , for some constant C and the proof is complete.

□

We are in a position to prove the main result of this paper.

Theorem 16. Let A = Ā+J be a unitary finite dimensional algebra with trace tr over a field F of characteristic zero
and let tr(J) = 0. Then there exist constants a, a′ > 0 and b, b′, t, t′, r, r′ such that

antdn ≤ ctrn (A) ≤ bnrdn and a′nt′d′n ≤ cptrn (A) ≤ b′nr′d′n,

where d and d′ equal the dimensions of some subalgebras of A.
Hence the trace exponent of A exptr(A) = limn→∞

n
√
ctrn (A) and the pure trace exponent of A expptr(A) =

limn→∞
n

√
cptrn (A) exist and are integers.

Proof. Since the trace and the pure trace codimensions do not change by extending the ground field, we may assume
that the field is algebraically closed. Now the result follows by putting together Lemmas 12, 14 and 15. □

As an immediate consequence of the above theorem we get the following.

Corollary 17. Under the hypotheses of Theorem 16 both sequences ctrn (A) and cptrn (A), n = 1, 2, . . . either are
polynomially bounded or grow exponetially.

Let A be a finite dimensional algebra as above. Clearly expptr(A) =
∑

tr(Ai) ̸=0 dimAi.

We remark that if A1 ⊕ · · · ⊕Al+m is a trace admissible subalgebra of A and tr(A1) · · · tr(Al)Al+1J · · · JAl+m ̸= 0,
then, by constructing the algebra B given in (5), it follows that A contains a subalgebra isomorphic to

D = A1 ⊕ · · · ⊕Al ⊕ UT (Al+1, . . . , Al+m) ∼=



A1 0 0 0
. . .

0 Al 0 0
0 0 Al+1 ∗

. . .

0 0 0 Al+m


.

If in D we assume that tr(Al+1) = · · · = tr(Al+m) = 0, then expptr(A) = dim(A1 ⊕ · · · ⊕ Al) and exp(A) =
dim(Al+1 ⊕ · · · ⊕ Al+m). This shows that in general expptr(A) and exp(A) are not comparable. Nevertheless the
following relations hold: exp(A), expptr(A) ≤ exptr(A) and exptr(A) ≤ exp(A) + expptr(A).

6. Polynomially bounded trace codimensions

In this section we shall present two results concerning algebras with trace having the trace codimension sequence
and the pure trace codimension sequence bounded by a polynomial. We recall that A = Ā+ J = A1 ⊕ · · · ⊕ Am + J
is a unitary finite dimensional algebra with trace which is zero on J .

We start by introducing some algebras with trace.
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We denote by UT2 = UT2(F ) the algebra of 2 × 2 upper-triangular matrices endowed with zero trace and by
D2 = D2(F ) the commutative algebra of 2× 2 diagonal matrices. For any α, β ∈ F , it is possible to define on D2 the
following trace function:

tα,β

((
a 0
0 b

))
= αa+ βb.

We denote by D
tα,β

2 the algebra D2 endowed with the trace tα,β . Such trace algebras have been extensively studied
in [11, 12, 13] where it was proved that their trace codimensions grow exponentially. Here we remark that, up to
isomorphism, we can define on D2 only the following trace functions:

• tα,0, for any α ∈ F ,

• tβ,β , for any non-zero β ∈ F ,

• tγ,δ, for any distinct non-zero γ, δ ∈ F .

The following result is a particular case of a more general result [11, Theorem 30] without any restriction on the
value of the trace on J.

Recall that, if A is an algebra with trace, then vartr(A) (the variety generated by A) is the class of all algebras
with trace satisfying all the trace identities satified by A.

Theorem 18. Let A = Ā + J be a unitary finite dimensional algebra with trace tr over a field F of characteristic

zero, tr(J) = 0. Then the sequence ctrn (A), n = 1, 2, . . ., is polynomially bounded if and only if UT2, D
tα,0

2 , D
tβ,β

2 ,

D
tγ,δ

2 ̸∈ vartr(A), for any choice of α, β, γ, δ ∈ F \ {0}, γ ̸= δ.

As a consequence we recover the result of Corollary 17.

Our next goal is to prove the pure trace analogue of the above theorem. The list of trace algebras to be excluded
from the variety will be smaller. In fact, since Tr(x) ≡ 0 is a pure trace identity of UT2 then cptrn (UT2) = 0, for all

n ≥ 1. Moreover, D
tα,0

2 satisfying the pure trace identity Tr(x1)Tr(x2) − αTr(x1x2) ≡ 0 has pure trace codimensions

cptrn (D
tα,0

2 ) = 1, for α ̸= 0.

Next we collect some results about the pure trace identities and pure trace codimensions of the algebras D
tβ,β

2 and

D
tγ,δ

2 . We omit the proofs since they are easily obtained following the ones given in [11] and the relation between pure
trace codimensions and trace codimensions, in the non-degenerate case.

Proposition 19. Let β ∈ F \ {0}. The pure trace T -ideal Idptr(D
tβ,β

2 ) is generated by the polynomials:

� f1 = Tr (x1[x2, x3]),

� f2 = Tr(x1)Tr(x2)Tr(x3)+β2Tr(x1x2x3)+β2Tr(x2x1x3)−βTr(x1x2)Tr(x3)−βTr(x1x3)Tr(x2)−βTr(x2x3)Tr(x1).

Moreover
cptrn (D

tβ,β

2 ) = 2n−1.

Proposition 20. Let γ, δ ∈ F \ {0}, γ ̸= δ. The pure trace T -ideal Idptr(D
tγ,δ

2 ) is generated by the polynomials:

� f1 = Tr (x1[x2, x3]),

� f3 = Tr(x1)Tr(x2)Tr(x3)Tr(x4) − (γδ2 + γ2δ)Tr(x1x2x3x4) + γδTr(x1x2x4)Tr(x3) + γδTr(x1x3x4)Tr(x2) +
γδTr(x2x3x4)Tr(x1)− (γ+δ)Tr(x1x4)Tr(x2)Tr(x3)+(γ2+γδ+δ2)Tr(x1x4)Tr(x2x3)−γδTr(x2x4)Tr(x1x3)−
γδTr(x3x4)Tr(x1x2) + γδTr(x1x2x3)Tr(x4)− (γ + δ)Tr(x1)Tr(x2x3)Tr(x4),

� f4 = Tr(x1)Tr(x2)Tr(x3x4)− Tr(x1x4)Tr(x2)Tr(x3) + Tr(x1x2)Tr(x3)Tr(x4)− Tr(x2x3)Tr(x1)Tr(x4)
+ (γ + δ)[Tr(x1x4)Tr(x2x3)− Tr(x1x2)Tr(x3x4)].

Moreover
cptrn (D

tγ,δ

2 ) = 2n − n.

Now, we shall prove the following result. We denote by varptr(A) the class of all algebras with trace satisfying the
pure trace identities of A.

Theorem 21. Let A = Ā+J be a unitary finite dimensional algebra with trace tr over a field F of characteristic zero,

tr(J) = 0. Then the sequence cptrn (A), n = 1, 2, . . ., is polynomially bounded if and only if D
tβ,β

2 , D
tγ,δ

2 ̸∈ varptr(A), for
any choice of β, γ, δ ∈ F \ {0}, γ ̸= δ.

Proof. By Propositions 19 and 20, the pure trace codimensions of the algebras D
tβ,β

2 and D
tγ,δ

2 grow exponentially.

Hence, if cptrn (A) is polynomially bounded, then D
tβ,β

2 , D
tγ,δ

2 /∈ varptr(A), for any β, γ, δ ∈ F \ {0}, γ ̸= δ.

Conversely suppose that D
tβ,β

2 , D
tγ,δ

2 /∈ varptr(A), for any β, γ, δ ∈ F \ {0}, γ ̸= δ. Since we are dealing with
codimensions, and these do not change under extensions of the base field, we may assume that the field F is algebraically
closed. By the Wedderburn-Malcev decomposition for trace algebras, we get that

A = Mn1
(F )⊕ · · · ⊕Mnm

(F ) + J, m ≥ 1,
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and there exist constants αi such that, for ai ∈ Mni(F ), we have

tr(a1, . . . , ak) =

m∑
i=1

tαi
(ai).

Since D
tβ,β

2 /∈ vartr(A), by [11, Lemma 28] we get that ni = 1, for every i = 1, . . . , m. Hence

A = A1 ⊕ · · · ⊕Am + J

where for every i = 1, . . . , m, Ai
∼= F and the trace on it is tαi

. Now, if αi = 0 for any i, we are dealing with an
algebra A with zero trace. Hence cptrn (A) = 0 and we are finished in this case. On the other hand, if there exist i and

j such that αi, αj ̸= 0, as in [11, Theorem 30], we get that D
tαi,αj

2 ∈ vartr(A), a contradiction.
Hence we must have A = A1⊕· · ·⊕Am+J , where for every i = 1, . . . , m, Ai

∼= F and there exists just one αi ̸= 0.
Since the pure trace polynomials Tr(x1)Tr(x2)− αiTr(x1x2) ≡ 0 and Tr(x1[x2, x3]) ≡ 0 are identities of A, it follows
that cptrn (A) = 1 and the proof is complete. □

As a consequence we have the following.

Corollary 22. Under the hypotheses of the above theorem, if cptrn (A) is polynomially bounded then either cptrn (A) = 0
or cptrn (A) = 1, for all n ≥ 1.

7. Exponents bounded by 2

In this section we shall characterize the varieties of algebras with trace having trace exponent and pure trace
exponent ≤ 2.

We start by introducing some algebras with trace (or pure trace) exponent equal to 3.
Let UT3 = UT3(F ) be the algebra of 3 × 3 upper-triangular matrices. For any α, β, γ ∈ F , it is possible to define

on UT3 the following trace:

tα,β,γ

a d e
0 b f
0 0 c

 = αa+ βb+ γc.

We denote by UT
tα,β,γ

3 the algebra UT3 with such a trace.

Now consider the following trace subalgebras of UT
tα,β,γ

3 :

D
tα,β,γ

3 , the commutative algebra of 3× 3 diagonal matrices with induced trace tα,β,γ ;

L
tα,β,γ

3 = Fe11 + Fe22 + Fe33 + Fe13, with induced trace tα,β,γ .

Clearly D
tα,β,γ

3 ⊆ L
tα,β,γ

3 is a trace subalgebra.

Remark 23. The following facts are easily proved.

1. For any α, β, γ ∈ F , exptr
(
UT

tα,β,γ

3

)
= 3.

2. For any α, β, γ ∈ F , β ̸= 0, exptr
(
L
tα,β,γ

3

)
= 3.

3. For any α, β, γ ∈ F , α, β ̸= 0, exptr
(
D

tα,β,γ

3

)
= 3.

4. For any α, β, γ ∈ F \ {0}, expptr
(
D

tα,β,γ

3

)
= 3.

5. For any α ∈ F , exptr
(
M tα

2

)
= 4. In case α ̸= 0, expptr

(
M tα

2

)
= 4.

Now we are in a position to characterize algebras with trace A with exptr(A) > 2.

Theorem 24. Let A = Ā+J be a unitary finite dimensional algebra with trace tr over a field F of characteristic zero

with tr(J) = 0. Then exptr(A) > 2 if and only if B ∈ vartr(A), for some B ∈
{
UT

t0,0,0
3 , L

t0,ξ,0
3 , D

tα,β,γ

3 , D
tδ,ϵ,0
3 ,M tκ

2

}
,

where α, β, γ, δ, ϵ, ξ ∈ F \ {0}, κ ∈ F .

Proof. Suppose that exptr(A) > 2. Without loss of generality we may assume that the field F is algebraically closed.
Hence we can write Ā = A1 ⊕ · · · ⊕ Am = Mn1

(F ) ⊕ · · · ⊕ Mn1
(F ) and, for any i = 1, . . . ,m, Ai can be viewed

as a ”trace subalgebra” of A with trace tαi
= αit

i
1 (ti1 is the usual trace on Mki

(F )). If for some j ∈ {1, . . . ,m}
dimF Aj ≥ 4 then, by [11, Lemma 28], M

tαj

2 ∈ vartr(A). Then suppose that dimF Aj < 4, for every j = 1, . . . ,m. It
follows that Aj

∼= F , for any j ∈ {1, . . . ,m} and, since exptr(A) > 2, there exist distinct Ai, Aj , Ak such that one of
the following conditions occurs:

1. tr(Ai)tr(Aj)tr(Ak) ̸= 0;

2. tr(Ai)tr(Aj)Ak ̸= 0 and tr(Ak) = 0;

3. tr(Ai)AjJAk ̸= 0 and tr(Aj) = tr(Ak) = 0;

4. AiJAjJAk ̸= 0 and tr(Ai) = tr(Ai) = tr(Ak) = 0.
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Let e1, e2, e3 be the unit elements of Ai, Aj , Ak, respectively and let tr(e1) = α, tr(e2) = β and tr(e3) = γ, for some
α, β, γ ∈ F .

Suppose first that tr(Ai)tr(Aj)tr(Ak) ̸= 0. Hence tr(e1)tr(e2)tr(e3) ̸= 0. If we consider the subalgebra with trace

U generated by the elements e1, e2, e3, then the linear map φ : U → D
tα,β,γ

3 defined by

φ(e1) = e11, φ(e2) = e22, φ(e3) = e33,

is an isomorphism of algebras with trace. Hence D
tα,β,γ

3 ∈ vartr(A), α, β, γ ̸= 0 and we are done in this case.
Now suppose that tr(Ai)tr(Aj)Ak ̸= 0 and tr(Ak) = 0. As in the proof of case 1., it is possible to get that

D
tα,β,0

3 ∈ vartr(A), α, β ̸= 0.
At this point assume that 3. holds: tr(Ai)AjJAk ̸= 0 and tr(Aj) = tr(Ak) = 0. Hence there exists j ∈ J such that

tr(e1)e2je3 ̸= 0. In this case we consider the subalgebra with trace U generated by the elements

e1, e2, e3, e2je3.

The linear map φ : U → L
t0,α,0

3 , defined by

φ(e1) = e22, φ(e2) = e11, φ(e3) = e33, φ(e2je3) = e13,

is an isomorphism of algebras with trace. Hence L
t0,α,0

3 ∈ vartr(A), α ̸= 0, and we are done in this case.

In the last case AiJAjJAk ̸= 0 and tr(Ai) = tr(Ai) = tr(Ak) = 0, by [8] we get that UT
t0,0,0
3 ∈ vartr(A) and this

direction of the theorem is proved.
The opposite implication clearly follows by Remark 23. □

Our next goal is to prove that the above list of algebras cannot be reduced.

Proposition 25. If B,C ∈
{
UT

t0,0,0
3 , L

t0,ξ,0
3 , D

tα,β,γ

3 , D
tδ,ϵ,0
3 ,M tκ

2

}
are distinct, then Idtr(B) ⊈ Idtr(C).

Proof. In order to prove the result we need to observe the following facts.

- If B ∈
{
UT

t0,0,0
3 , L

t0,ξ,0
3 , D

tα,β,γ

3 , D
tδ,ϵ,0
3

}
, then Idtr(B) ⊈ Idtr(M tκ

2 ) since exptr(B) = 3 < 4 = exptr(M tκ
2 ).

- Since UT
t0,0,0
3 has zero trace, we get that Idtr(UT

t0,0,0
3 ) ⊈ Idtr(C), C ∈

{
L
t0,ξ,0
3 , D

tα,β,γ

3 , D
tδ,ϵ,0
3

}
.

- Since D3 is commutative, we get that Idtr(D
tα,β,γ

3 ) ⊈ Idtr(C), C ∈
{
UT

t0,0,0
3 , L

t0,ξ,0
3 ,M tκ

2

}
. Here γ can be

zero.

- Idtr(D
tδ,ϵ,0
3 ) ⊈ Idtr(D

tα,β,γ

3 ). In fact, the polynomial g4 of [13, Theorem 19] is an identity of D
tδ,ϵ,0
3 but

g4(e11, e22, e33, e33) ̸= 0 on D
tα,β,γ

3 .

- Idtr(D
tδ,ϵ,0
3 ) ⊉ Idtr(D

tα,β,γ

3 ). In fact, the identity f of D
tα,β,γ

3 (cited in [12, Lemma 7]) does not vanish on

D
tδ,ϵ,0
3 .

- Idtr(M tκ
2 ) ⊈ Idtr(C), C ∈

{
UT

t0,0,0
3 , L

t0,ξ,0
3 , D

tα,β,γ

3 , D
tδ,ϵ,0
3

}
, κ ̸= 0. In fact, if κ ̸= γ, we have that the

polynomial CHκ−1

2 is an identity of M tκ
2 but CHκ−1

2 (e33, e33) ̸= 0 on C. In case κ = γ we have that

CHκ−1

2 (e11, e22) ̸= 0 on D
tα,β,κ

3 (notice that CHκ−1

2 (e33, e33) = 0 on D
tα,β,κ

3 ).

- Idtr(M t0
2 ) ⊈ Idtr(C), C ∈

{
L
t0,ξ,0
3 , D

tα,β,γ

3 , D
tδ,ϵ,0
3

}
since Tr(x) is an identity for M t0

2 but not for C.

- Idtr(M t0
2 ) ⊈ Idtr(UT

t0,0,0
3 ) since

[
[x1, x2]

2, x3

]
is an identity for M t0

2 but
[
[e12, e21]

2, e23
]
̸= 0 on UT

t0,0,0
3 .

- Idtr(L
t0,ξ,0
3 ) ⊈ Idtr(UT

t0,0,0
3 ). In fact, the polynomial [x1, x2][x3, x4] ≡ 0 on L

t0,ξ,0
3 but [e11, e12][e23, e33] ̸= 0

on UT
t0,0,0
3 .

- Idtr(L
t0,ξ,0
3 ) ⊈ Idtr(D

tα,β,γ

3 ). In fact, the polynomial h = ξTr(x1x2) − Tr(x1)Tr(x2) ≡ 0 on L
t0,ξ,0
3 but

h(e11, e22) ̸= 0 on D
tα,β,γ

3 . Here γ can be zero.

□

As a consequence of Theorem 24, we get the following corollary.

Corollary 26. Let A = Ā + J be a unitary finite dimensional algebra with trace tr over a field F of characteristic
zero with tr(J) = 0. Then exptr(A) = 2 if and only if

1. B ̸∈ vartr(A), for all B ∈
{
UT

t0,0,0
3 , L

t0,ξ,0
3 , D

tα,β,γ

3 , D
tδ,ϵ,0
3 ,M tκ

2

}
, where α, β, γ, δ, ϵ, ξ ∈ F \ {0}, κ ∈ F,

2. C ∈ vartr(A), for at least one algebra C ∈
{
D

tα′,0
2 , D

tβ′,β′

2 , D
tγ′,δ′

2 , UT2

}
, α′, β′, γ′, δ′ ∈ F \ {0}, γ′ ̸= δ′.

Now we present the analogous characterization concerning the pure trace exponent.

Theorem 27. Let A = Ā+J be a unitary finite dimensional algebra with trace tr over a field F of characteristic zero

with tr(J) = 0. Then expptr(A) > 2 if and only if D
tα,β,γ

3 or M tδ
2 belong to varptr(A), α, β, γ, δ ∈ F \ {0}.
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Proof. As in the proof of Theorem 24 we may assume that the field F is algebraically closed and Ā = A1⊕· · ·⊕Am =
Mn1

(F )⊕· · ·⊕Mn1
(F ) and, for any i = 1, . . . ,m, the trace on Ai is tαi

= αit
i
1. If for some j ∈ {1, . . . ,m} dimF Aj ≥ 4

then, by [11, Lemma 28], M
tαj

2 ∈ varptr(A) and we are done. Hence we may assume that dimF Aj < 4, for every
j = 1, . . . ,m, and, so, Aj

∼= F , for any j ∈ {1, . . . ,m}. Since exptr(A) > 2, there exist distinct Ai, Aj , Ak such that

tr(Ai)tr(Aj)tr(Ak) ̸= 0. As in Theorem 24, we get that D
tα,β,γ

3 ∈ varptr(A), α, β, γ ̸= 0 and we are done.
The opposite implication clearly follows by Remark 23. □

Notice that Idptr(D
tα,β,γ

3 ) ̸⊆ Idptr(M tδ
2 ) since expptr(D

tα,β,γ

3 ) = 3 < 4 = expptr(M tδ
2 ). On the other hand, the pure

trace polynomial Tr(x1[x2, x3]) is an identity of D
tα,β,γ

3 but Tr(e11[e12, e21]) = δ ̸= 0 on M tδ
2 . This says that the above

list of algebras cannot be reduced.
As a consequence of Theorem 27 we get the following.

Corollary 28. Let A = Ā + J be a unitary finite dimensional algebra with trace tr over a field F of characteristic

zero with tr(J) = 0. Then expptr(A) = 2 if and only if D
tα,β,γ

3 ,M tδ
2 ̸∈ varptr(A), for any choice of α, β, γ, δ ∈ F \ {0}

and either D
tβ′,β′

2 or D
tγ′,δ′

2 ∈ varptr(A), for some β′, γ′, δ′ ∈ F \ {0}, γ′ ̸= δ′.

Now we recall that a variety Vtr of algebras with trace is minimal with respect to the trace exponent if for any
proper subvariety U tr, generated by a unitary finite dimensional trace algebra with zero trace on its Jacobson radical,
we have that exptr(Vtr) > exptr(U tr). Here the trace exponent of a variety is the trace exponent of a generating
algebra. In a similar way one defines a minimal variety with respect to the pure trace exponent.

By using this definition we get the following.

Corollary 29.

1. The algebras D
tα,0

2 , D
tβ,β

2 , D
tγ,δ

2 , UT2, for every choice of α, β, γ, δ ∈ F \ {0}, γ ̸= δ, are the only algebras,
up to T tr-equivalence, generating minimal varieties of trace exponent 2.

2. The algebras D
tβ,β

2 , D
tγ,δ

2 , for every choice of β, γ, δ ∈ F \ {0}, γ ̸= δ, are the only algebras, up to T tr-
equivalence, generating minimal varieties of pure trace exponent 2.

3. The algebras UT
t0,0,0
3 , L

t0,ξ,0
3 , D

tα,β,γ

3 , D
tδ,ϵ,0
3 , where α, β, γ, δ, ϵ, ξ ∈ F \ {0}, are the only algebras, up to T tr-

equivalence, generating minimal varieties of trace exponent 3.

4. The algebras D
tα,β,γ

3 α, β, γ, δ ∈ F \ {0}, are the only algebras, up to T tr-equivalence, generating minimal
varieties of pure trace exponent 3.

5. The algebras M tκ
2 , κ ∈ F, generate minimal varieties of trace exponent 4.

6. The algebras M tδ
2 , δ ∈ F \ {0} generate minimal varieties of pure trace exponent 4.

Proof. We prove only the statement 3., since any other statement can be proved in the same way. Let

B ∈ {UT
t0,0,0
3 , L

t0,ξ,0
3 , D

tα,β,γ

3 , D
tδ,ϵ,0
3 }

and let Vtr be a proper subvariety of vartr(B). Clearly B /∈ Vtr. By Proposition 25, UT
t0,0,0
3 , L

t0,ξ,0
3 , D

tα,β,γ

3 , D
tδ,ϵ,0
3 ,

M tκ
2 /∈ Vtr. Then, from Theorem 24, exptr(Vtr) ≤ 2 and we are done. Now suppose that there exists a minimal

variety U tr of trace exponent 3 which is not generated by any of the algebras in 3. Then, since its trace exponent

is 3, M tκ
2 /∈ U tr, κ ∈ F. Moreover, since it is minimal of exponent 3, UT

t0,0,0
3 , L

t0,ξ,0
3 , D

tα,β,γ

3 , D
tδ,ϵ,0
3 /∈ U tr. Then by

Theorem 24 we should have exptr(U) ≤ 2, a contradiction. □
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