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Abstract. We use a variational approach to study existence and regularity of

solutions for a Neumann p-Laplacian problem with a reaction term on metric
spaces equipped with a doubling measure and supporting a Poincaré inequal-

ity. Trace theorems for functions with bounded variation are applied in the

definition of the variational functional and minimizers are shown to satisfy De
Giorgi type conditions.

1. Introduction

The goal of this paper is to extend existence and regularity results for a Neu-
mann boundary value problem valid on the Euclidean setting and, more generally,
in Riemannian manifolds (see [26]) to the general setting of metric spaces. The
Neumann boundary value problem driven by a p-Laplacian operator is{

−∆pu = g in Ω,

−|∇u|p−2∂ηu = f on ∂Ω,
(1.1)

where 1 < p < ∞, Ω ⊂ RN , g is a continuous function and ∂ηu is the directional
derivative of u in the direction of the outer normal to ∂Ω. The weak formulation
of the problem is to find u ∈W 1,p(Ω) such that∫

Ω

|∇u(x)|p−2∇u(x)∇ϕ(x)dx−
∫
∂Ω

ϕ(x)f(x)dHn−1(x) =

∫
Ω

g(u(x))ϕ(x)dx,

for all ϕ ∈W 1,p(Ω).
Thus, solving (1.1) reduces to look for critical points of the p-energy functional

J(u) =

∫
Ω

|∇u|pdx−
∫

Ω

Gdx+

∫
∂Ω

ufdHn−1,

where G is a primitive of g. Minimizers of J are solutions of the Neumann
boundary value problem with the reaction term G and boundary data f .

We apply variational methods such as those based on De Giorgi classes [6] to
consider (1.1) in the setting of metric spaces. The study of Sobolev spaces without
a differentiable structure and of boundary value problems in metric measure spaces
has attracted a lot of attention, see [3, 4, 5, 8, 10, 12, 13, 14, 15, 16, 21, 23, 27].
In these papers, it is shown that the Sobolev spaces can be defined without us-
ing partial derivatives and a theory for p-Laplacian problems can be developed.
In particular, Kinnunen and Shanmugalingam [16] discuss regularity properties for
the solutions of a Dirichlet problem in metric measure spaces. They use the De
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Giorgi method to prove that, if the space is equipped with a doubling measure
and supports a Poincaré inequality, minimizers of the p-energy functional are lo-
cally Hölder continuous and they satisfy the Harnack inequality and the maximum
principle. The study of Sobolev spaces on metric spaces can be applied in several
areas of analysis, for example, calculus on Riemannian manifolds, subelliptic opera-
tors associated with vector fields, potential theory on graphs and weighted Sobolev
spaces.

The energy functional for the Neumann problem involves an integral of the trace
of a function of bounded variation, see [11, 18, 22, 23]. Recently, in the setting
of metric measure spaces, Durand-Cartagena and Lemenant [7], Lahti, Malý and
Shanmugalingam [21] and Malý and Shanmugalingam [24] have studied a Neumann
problem obtaining existence and some regularity results of solutions. We study a
Neumann boundary value problem as in [21] and [24], but the new feature is that
we include a reaction term. Under appropriate conditions on the reaction term,
we prove existence and boundedness properties of solutions with a reaction term
in a metric space equipped with a doubling measure and supporting a Poincaré
inequality and thus extending the corresponding results in [16] and [24].

After an introduction and some useful notions which constitute the mathematical
background (Sections 1 and 2), we obtain existence of a solution and a weaker
uniqueness property (Section 3), that is the minimal p-weak upper gradients of
the solutions of a Neumann boundary value problem with boundary data f and
reaction term G are different at most on a set of measure zero. In Section 4,
we prove that minimizers of this Neumann p-Laplacian problem satisfy a De Giorgi
type inequality and consequently we give boundedness properties for them. Finally,
in the last section we prove that minimizers of the Neumann p-Laplacian problem
with zero boundary data are in the De Giorgi class. This permits us to conclude
that the regularity results contained in [16] in the absence of a reaction term still
hold true adding the reaction term G.

2. Mathematical background

Let (X, d, µ) be a metric measure space, where µ is a Borel regular measure.
Let B(x, ρ) ⊂ X be a ball with the center x ∈ X and the radius ρ > 0. For a
measurable set S ⊂ X of finite positive measure and for a measurable function
u : S → R, we denote

uS =
1

µ(S)

∫
S

udµ.

We denote constants appearing in this paper with K, even if they assume different
values.

Definition 2.1 ([3], Section 3.1). A measure µ on X is said to be doubling if there
exists a constant K, called the doubling constant, such that

0 < µ(B(x, 2ρ)) ≤ Kµ(B(x, ρ)) < +∞,
for all x ∈ X and ρ > 0.

Definition 2.2 ([3], Definition 1.13). A non negative Borel measurable function g
is said to be an upper gradient of function u : X → [−∞,+∞] if, for all compact
rectifiable arc lenght parametrized paths γ connecting x and y, we have

|u(x)− u(y)| ≤
∫
γ

g ds (2.1)
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whenever u(x) and u(y) are both finite and
∫
γ
g ds = +∞ otherwise.

As we have pointed out in the Introduction, the notion of upper gradient has
been introduced in order to satisfy the lack of a differentiable structure. We note
that if g is an upper gradient of function u and φ is a non negative Borel measurable
function, then g+φ is still an upper gradient of u. In order to overcome this aspect,
we use the following notions that will lead to the definition of the minimal p-weak
upper gradient of u.

Definition 2.3 ([3], Definition 1.33). Let p ∈ [1,+∞[. Let Γ be a family of paths
in X. We say that

inf
φ

∫
X

φpdµ

is the p-modulus of Γ, where the infimum is taken among all non negative Borel
measurable functions φ satisfying

∫
γ
φds ≥ 1, for all rectifiable paths γ ∈ Γ.

Using the notion of p-modulus, we can deduce the following definition of p-weak
uppper gradient.

Definition 2.4 ([3], Definition 1.32). If (2.1) is satisfied for p-almost all paths
γ in X, that is the set of non constant paths that do not satisfy (2.1) is of zero
p-modulus, then g is said a p-weak uppper gradient of u.

Clearly, every upper gradient is a weak upper gradient. The family of weak
upper gradients satisfy the result contained in the following theorem concerning
the existence of a minimal element.

Theorem 2.5 ([3], Theorem 2.5). Let p ∈]1,+∞[. Suppose that u ∈ Lp(X) has an
Lp(X) integrable p-weak upper gradient. Then there exists a p-weak upper gradient,
denoted with gu, such that gu ≤ g µ-a.e. in X, for each p-weak upper gradient g of
u. This gu is called the minimal p-weak uppper gradient of u.

We note that gu is µ-a.e. uniquely determinated by u. We also note that in the
Euclidean setting, gu of Theorem 2.5 assumes exactly the classical meaning of the
modulus of the gradient of u.

Definition 2.6 ([3], Definition 4.1). Let p ∈ [1,+∞[. A metric measure space X
supports a (1, p)-Poincaré inequality if there exist K > 0 and λ ≥ 1 such that

1

µ(B(x, r))

∫
B(x,r)

|u− uB(x,r)|dµ ≤ Kr

(
1

µ(B(x, λr))

∫
B(x,λr)

gpu dµ

) 1
p

for all balls B(x, r) ⊂ X and for all u ∈ L1
loc(X).

Let X be a complete metric space equipped with a doubling measure supporting
a (1, p)-Poincaré inequality. We recall the concept of Newtonian space, which is
based on the notion of minimal p-weak uppper gradient.

Definition 2.7. The Newtonian space N1,p(X) is defined by

N1,p(X) = V 1,p(X) ∩ Lp(X), p ∈ [1,+∞],

where V 1,p(X) = {u : u is measurable and gu ∈ Lp(X)}. We consider N1,p(X)
equipped with the norm

‖u‖N1,p(X) = ‖gu‖Lp(X) + ‖u‖Lp(X).

We denote with N1,p
∗ (X) = {u ∈ N1,p(X) :

∫
X
u dx = 0}.
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The Newtonian space N1,p(X) is a complete normed vector space, which gener-
alizes the Sobolev space W 1,p(Ω) to a metric setting.

Definition 2.8 (see [25]). A Borel set E ⊂ X is said to be of finite perimeter if
there exists a sequence {un}n∈N in N1,1(X) such that un → χE in L1(X) and

lim inf
n→+∞

∫
X

gundµ <∞.

The perimeter PE(X) of E is the infimum of the above limit among all sequences
{un} as above. For an open set U ⊂ X, the perimeter of E in U is

PE(U) = inf

{
lim inf
n→+∞

∫
X

gundµ : {un}n∈N ⊂ N1,1(U), un → χE∩U in L1(U)

}
.

We note that E is a set of finite perimeter iff χE is a BV(U) function (see [25],
Definition 4.1).

From now on, we consider a bounded domain (non empty, connected open set)
Ω in X with X \ Ω of positive measure such that Ω is of finite perimeter with
perimeter measure PΩ. Let f : ∂Ω → R be a bounded PΩ-measurable function
with

∫
∂Ω
fdPΩ = 0.

Lemma 2.9 ([3], Lemma 3.3). Let (Ω, d, µ) be a metric measure space with µ
doubling. Then there is s > 0 such that

µ(B(y, ρ))

µ(B(x,R))
≥ K

( ρ
R

)s
(2.2)

for all ρ ∈]0, R], x ∈ Ω, y ∈ B(x,R) and some K > 0.

We work under the same hypotheses set on Ω considered in [24]. Throughout
the work, we make the following assumptions:

(H1) There exists a constant K ≥ 1 such that for all y ∈ Ω and 0 < ρ ≤ diam (Ω),
we have

µ(B(y, ρ) ∩ Ω) ≥ 1

K
µ(B(y, ρ)).

(H2) (Ahlfors codimension 1 regularity of PΩ) For all y ∈ ∂Ω we have that

1

Kρ
µ(B(y, ρ)) ≤ PΩ(B(y, ρ)) ≤ K

ρ
µ(B(y, ρ)),

where K and ρ are as in (H1).
(H3) (Ω, d|Ω, µ|Ω) admits a (1, p)-Poincaré inequality with λ = 1, where p ∈

]1,+∞[.

Remark 2.10. We point out some facts related to the above hypotheses, for reader
convenience (see [24]). Indeed, we observe that (H1) and (H2) imply that µ(∂Ω) = 0
and Ω is of finite perimeter. In addition, (H1)-(H3) lead to the following Sobolev-
type inequality for Ω,

‖u− uΩ‖Lp(Ω) ≤ K‖gu‖Lp(Ω),

for some K > 0. In particular, if u ∈ N1,p
∗ (Ω) then we get

‖u‖Lp(Ω) ≤ K‖gu‖Lp(Ω). (2.3)
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Definition 2.11 ([18], Definition 4.1). Let Ω ⊂ X be an open set and let u be
a µ-measurable function on Ω. A function Tu : ∂Ω → R is the trace of u if for
H-almost every y ∈ ∂Ω we have

lim
ρ→0+

1

µ(Ω ∩B(y, ρ))

∫
Ω∩B(y,ρ)

|u− Tu(y)|dµ = 0.

For the following existence theorem of the trace operator see [24] (further details
can be found in [20] and references therein).

Theorem 2.12 ([24], Proposition 3.8). If (H1)-(H3) hold true, there exists a
bounded linear trace operator

Tu : N1,p(Ω)→ Lp̃(∂Ω)

for every p̃ < p(s−1)
s−p if p < s and p̃ < +∞ if p ≥ s. This trace operator is given

as follows. For u ∈ N1,p(Ω), H-almost every y ∈ ∂Ω, there exists Tu(y) ∈ R such
that

lim
ρ→0+

1

µ(B(y, ρ) ∩ Ω)

∫
B(y,ρ)∩Ω

|u− Tu(y)|dµ = 0.

Here s is the lower exponent of (2.2).

We remark that, from the results in [2] and [19], if Ω supports a (1, p)-Poincaré
inequality, then PΩ ≈ H|∂Ω, where H stands for the codimension one Hausdorff
measure. For further details see [1, 17] and references therein.

Given a Neumann boundary value problem with boundary data f 6= 0 and
reaction term G, we associate the following functional

J(u) =

∫
Ω

gpudµ−
∫

Ω

G(u)dµ+

∫
∂Ω

TufdPΩ for all u ∈ N1,p(Ω). (2.4)

Definition 2.13. A function u0 ∈ N1,p
∗ (Ω) is a p-harmonic solution to the Neu-

mann boundary value problem with boundary data f 6= 0 and reaction term G if

J(u0) =

∫
Ω

gpu0
dµ−

∫
Ω

G(u0)dµ+

∫
∂Ω

Tu0fdPΩ

≤
∫

Ω

gpvdµ−
∫

Ω

G(v)dµ+

∫
∂Ω

TvfdPΩ = J(v)

for every v ∈ N1,p
∗ (Ω), where gu0

, gv are the minimal p-weak upper gradients of
u0 and v in Ω, respectively, and Tu0 and Tv are the traces of u0 and v on ∂Ω,
respectively.

Throughout the paper, in considering the trace Tu of u we will omit T and just
write u. The following theorem gives an embedding result.

Theorem 2.14 ([3], Theorem 5.50). Assume that Ω supports a (1, p)-Poincaré
inequality, that (2.2) holds and that there exist y0 ∈ Ω and a sequence {ρn}n∈N
such that limn→+∞ ρn = +∞ and µ(B(y0, ρn)) ≥ Kρsn for all n ∈ N.

(i) If s > p, then N1,p(Ω) continuously embeds into Lp∗(Ω) with p∗ = sp
s−p .

(ii) If s < p and Ω is complete, then N1,p(Ω) continuously embeds into C1− sp (Ω).

Here, we assume that G : Ω→ R is defined as follows.

G(u) = c− |u|γ for all u ∈ N1,p(Ω), (2.5)
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for some c > 0 and 1 < γ < p∗ = ps
s−p if p < s and 1 < γ < +∞ otherwise.

In the metric setting, we will look for a minimizer of J in the Newtonian space
N1,p
∗ (Ω).

Remark 2.15. We note that, from the definition of J ,

inf
u∈N1,p

∗ (Ω)
J(u) ≤ J(0) = −cµ(Ω) < 0.

Lemma 2.16. If u ∈ N1,p
∗ (Ω) and f ∈ Lq(∂Ω), with q = 1 if p > s and p(s−1)

s(p−1) <

q ≤ +∞ if p ≤ s. Then there is a constant K > 0 such that

J(u) ≥ ‖gu‖Lp(Ω)

(
‖gu‖p−1

Lp(Ω) −K‖f‖Lq(∂Ω)

)
− cµ(Ω).

Proof. By Hölder inequality

J(u) =

∫
Ω

gpudµ−
∫

Ω

(c− |u|γ)dµ+

∫
∂Ω

ufdPΩ

≥
∫

Ω

gpudµ− cµ(Ω)−
∫
∂Ω

|uf |dPΩ

≥ ‖gu‖pLp(Ω) − cµ(Ω)− ‖u‖Lq′ (∂Ω)‖f‖Lq(∂Ω).

It is known that ‖u‖Lq′ (∂Ω) ≤ K‖gu‖Lp(Ω) (since u ∈ N1,p
∗ (Ω), see [23]), so we

conclude that

J(u) ≥ ‖gu‖Lp(Ω)

(
‖gu‖p−1

Lp(Ω) −K‖f‖Lq(∂Ω)

)
− cµ(Ω). (2.6)

�

Corollary 2.17. For every u ∈ N1,p
∗ (Ω), there is a constant K > 0 such that

J(u) ≥ −K‖f‖p
′

Lq(∂Ω) − cµ(Ω).

Proof. It is sufficient to consider the minimum of the following function

[0,+∞[3 t 7→ tp −Kt‖f‖Lq(∂Ω).

�

3. Existence of a solution

The existence of a nontrivial solution to the Neumann boundary value problem
with non zero boundary data f and reaction term G is an immediate consequence
of the following theorem which shows that J has a minimizer.

Theorem 3.1. Let J defined as in (2.4). Then J has a minimizer in N1,p
∗ (Ω).

Proof. Let J0 = infu∈N1,p
∗ (Ω) J(u). If J0 = J(0), then 0 is a minimizer. So, we

assume that J0 < J(0). We consider a sequence {un} ⊂ N1,p
∗ (Ω) such that

J0 = lim
n→+∞

J(un) and J(un) ≤ −cµ(Ω),

for all n ∈ N (see Remark 2.15). For all n ∈ N, we consider the p-weak minimal
upper gradients of un, say gun . By (2.6), we deduce that

−cµ(Ω) ≥ J(un) ≥ ‖gun‖Lp(Ω)(‖gun‖
p−1
Lp(Ω) −K‖f‖Lq(∂Ω))− cµ(Ω),

that is
‖gun‖

p−1
Lp(Ω) ≤ K‖f‖Lq(∂Ω).
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This ensures that the sequence of minimal p-weak upper gradients {gun} is bounded
in Lp(Ω). We recall that the Sobolev-type inequality (2.3) holds. As a consequence
we can also deduce that {un} is bounded. Since Lp(Ω) is a reflexive space, there are
two subsequences, still denoted with {gun} and {un}, weakly convergent to some
elements gu and u, respectively. Using Mazur’s Lemma, we can find two convex

combinations ûn =
∑N(n)
i=n αn,iui and gûn =

∑N(n)
i=n αn,igui with n = 1, 2, ... such

that {ûn} converges to û and {gûn} converges to gû as n→ +∞. Proceeding as in

the proof of Theorem 4.3 of [24], we have that û ∈ N1,p
∗ (Ω) and∫

Ω

gpû dµ ≤ lim inf
n→+∞

∫
Ω

gpûndµ,

where gû and gûn are the minimal p-weak upper gradients of û and ûn, respectively.
Since the trace operator is linear and since functions

û 7→
∫

Ω

|û|γdµ and û 7→
∫

Ω

gpûdµ

are convex, we conclude that J is convex. Therefore,

J0 ≤ J(ûn) = J
(N(n)∑
i=n

αn,iui

)
≤
N(n)∑
i=n

αn,iJ(ui)→ J0 as n→ +∞.

Thus,

J0 ≤ J(û) =

∫
Ω

gpû dµ−
∫

Ω

(c− |û|γ)dµ+

∫
∂Ω

ûfdPΩ

≤ lim inf
n→+∞

(∫
Ω

gpûn dµ−
∫

Ω

(c− |ûn|γ)dµ+

∫
∂Ω

ûnfdPΩ

)
= lim inf

n→+∞
J(ûn) = J0.

So J has û as minimizer in N1,p
∗ (Ω). �

Proposition 3.2. Let M = {u ∈ N1,p
∗ (Ω) : J(u) = J0} be the set of minimizers of

J . Then M is norm-closed and convex.

Proof. We consider t ∈ (0, 1) and u1, u2 ∈ M. Since, as we have already pointed
out, J is a convex functional, we have that

J(tu1 + (1− t)u2) ≤ tJ(u1) + (1− t)J(u2)

= tJ0 + (1− t)J0 = J0.

That means that tu1 + (1 − t)u2 ∈ M and so, M is convex. From the sequential
lower semi-continuity of J we have also that M is norm-closed. �

Proposition 3.3. Let u1, u2 ∈M. Then

(i) −
∫

Ω
G(u1)dµ+

∫
∂Ω
u1fdPΩ = −

∫
Ω
G(u2)dµ+

∫
∂Ω
u2fdPΩ;

(ii) gu1
= gu2

a.e. in Ω.

Proof. Firstly we note that, from J(u1) = J(u2) and (ii), we deduce that (i) holds.
So, in order to conclude the proof, we just need to prove that (ii) is satisfied. By
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absurd, let µ({x ∈ Ω : gu1
6= gu2

}) > 0. Then we can choose δ > 0 such that
Dδ = {x ∈ Ω : |gu1 − gu2 | > δ} has positive measure. We consider

u =
u1 + u2

2
.

From the definition of minimal p-weak upper gradient, we have that

gu ≤
gu1

+ gu2

2
.

The function t 7→ tp is uniformly convex on [0,+∞[. Thus there exists ε = δpp(2−1−
2−p) such that (

gu1
+ gu2

2

)p
≤
gpu1

+ gpu2

2
− ε,

where |gu1 − gu2 | ≥ δ. As a consequence, we get that

J(u) =

∫
Ω

gpudµ−
∫

Ω

(c− |u|γ)dµ+

∫
∂Ω

ufdPΩ

≤
∫
Dδ

(
gpu1

+ gpu2

2
− ε
)
dµ+

∫
Ω\Dδ

gpu1
+ gpu2

2
dµ

+

∫
Ω

|u1|γ + |u2|γ

2
dµ− cµ(Ω) +

∫
∂Ω

u1 + u2

2
fdPΩ

=
1

2

(∫
Ω

gpu1
dµ+

∫
Ω|u1|γdµ− cµ(Ω) +

∫
∂Ω

u1fdPΩ

)
+

1

2

(∫
Ω

gpu2
dµ+

∫
Ω

|u2|γdµ− cµ(Ω) +

∫
∂Ω

u2fdPΩ

)
− εµ(Dδ)

=J(u1)− εµ(Dδ).

Since u1 ∈ M, J(u1) ≤ J(u) ≤ J(u1) − εµ(Dδ) that is absurd. Thus, we have
proven (ii). �

4. Boundedness property

In this section we show that minimizers are locally bounded near the bound-
ary under appropriate hypothesis on the boundary data f . In the absence of the
reaction term G this result has been proven in [24].

Let Ω be a bounded domain such that hypotheses (H1)-(H3) hold. Let u0 ∈
N1,p
∗ (Ω) be a minimizer of

J(u) =

∫
Ω

gpudµ−
∫

Ω

(c− |u|γ)dµ+

∫
∂Ω

ufdPΩ, u ∈ N1,p
∗ (Ω).

In this section we assume that f ∈ L∞(∂Ω). Our aim is to prove that, under this
assumption, we get that u ∈ L∞(ΩR) and Tu ∈ L∞(∂ΩR) where

ΩR =

{
y ∈ Ω : d(y, ∂Ω) <

R

2

}
(4.1)

for an appropriate R > 0, that is u is bounded near the boundary. In the following
lemma we give a De Giorgi type inequality which permits to use the De Giorgi
method to conclude on the local boundedness of minimizers.
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Lemma 4.1. Let u ∈ N1,p
∗ (Ω) be a minimizer of J and f ∈ L∞(∂Ω). If y ∈ ∂Ω,

0 < ρ < R < diam(Ω)
10 and α ∈ R, then there is K ≥ 1 such that the following De

Giorgi type inequality∫
Ω∩B(y,ρ)

gp(u−α)+
dµ ≤ K

(R− ρ)p

∫
Ω∩B(y,R)

(u− α)p+dµ (4.2)

+K

∫
∂Ω∩B(y,R)

|f |(u− α)p+dPΩ

is satisfied.

Proof. We define

τρ,R(x) = τ(x) =

(
1− d(x,B(y, ρ))

R− ρ

)
+

and

Sα,r = {x ∈ B(y, r) ∩ Ω : u(x) > α} ∪ {x ∈ B(y, r) ∩ ∂Ω : u(x) > α}.

We consider

w = u− τ(u− α)+ =

{
(1− τ)(u− α) + α in Sα,R

u otherwise.
(4.3)

We observe that, from the definition of w, we have |w| ≤ |u|. Using Leibniz rule,

gw ≤

(1− τ)gu +
u− α
R− ρ

χB(y,R)\B(y,ρ) in Sα,R

gu otherwise.
(4.4)

By (4.4) we deduce that

gpw ≤ 2p
(
gpu(1− χSα,r ) +

(u− α)p

(R− ρ)p

)
in Sα,R. (4.5)

Since u is a minimizer of J , then

J(u) =

∫
Ω∩B(y,R)

gpudµ−
∫

Ω∩B(y,R)

(c− |u|γ)dµ+

∫
∂Ω∩B(y,R)

ufdPΩ

≤
∫

Ω∩B(y,R)

gpwdµ−
∫

Ω∩B(y,R)

(c− |w|γ)dµ+

∫
∂Ω∩B(y,R)

wfdPΩ = J(w).

(4.6)

By adding

−
∫

Ω∩B(y,R)\Sα,R
gpudµ+

∫
Ω∩B(y,R)

(c− |u|γ)dµ−
∫
∂Ω∩B(y,R)

ufdPΩ

to both sides of (4.6), we get∫
Sα,R

gpudµ ≤
∫
Sα,R

gpwdµ−
∫

Ω∩B(y,R)

(c− |w|γ − (c− |u|γ))dµ

−
∫
∂Ω∩Sα,R

τ(u− α)fdPΩ

≤
∫
Sα,R

gpwdµ−
∫

Ω∩B(y,R)

(|u|γ − |w|γ)dµ−
∫
∂Ω∩Sα,R

τ(u− α)fdPΩ
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≤
∫
Sα,R

gpwdµ−
∫
∂Ω∩Sα,R

τ(u− α)fdPΩ (by (4.3)). (4.7)

Using (4.5) and (4.7), we obtain∫
Sα,ρ

gpudµ ≤ 2p
∫
Sα,R\Sα,ρ

gpudµ+
2p

(R− ρ)p

∫
Sα,R

(u− α)pdµ

−
∫
∂Ω∩Sα,R

τ(u− α)fdPΩ.

Now, we add 2p
∫
Sα,ρ

gpudµ to both sides of the inequality, then we divide all by

1 + 2p and we obtain∫
Sα,ρ

gpudµ ≤
2p

1 + 2p

∫
Sα,R

gpudµ+
2p

(1 + 2p)(R− ρ)p

∫
Sα,R

(u− α)pdµ

− 1

(1 + 2p)

∫
∂Ω∩Sα,R

τ(u− α)fdPΩ. (4.8)

At this point we can use (4.8) and Lemma 6.1 of [9] to get∫
Sα,ρ

gpudµ ≤
K

(R− ρ)p

∫
Sα,R

(u− α)pdµ+K

∫
∂Ω∩Sα,R

τ(u− α)|f |dPΩ,

that is (4.2) holds true. �

Theorem 4.2. Let 0 < R < diam(Ω)
4 and ΩR as in (4.1). If u ∈ N1,p

∗ (Ω) is a
minimizer of J and f ∈ L∞(∂Ω), then u ∈ L∞(ΩR) and Tu ∈ L∞(∂ΩR).

Proof. Proceeding as in the proof of Theorem 5.2 of [24], we can find d ≥ 0 such
that ∫

Ω∩B(x,R2 )
(u− d)p+dµ = 0, for all x ∈ ∂Ω.

This implies that u ≤ d µ−a.e. in Ω ∩ B
(
x, R2

)
. Consequently, u ≤ d µ−a.e. in

ΩR. In order to deduce that u is also µ−a.e. lower bounded, we observe that if u
is a minimizer for J , then −u is a minimizer for J−, where J− is defined as

J−(u) =

∫
Ω

gu dµ−
∫

Ω

(c− |u|γ)dµ−
∫
∂Ω

ufdPΩ.

In fact, u minimizer for J means J(u) ≤ J(v) for all v ∈ N1,p
∗ (Ω). We have that

J−(−u) = J(u) ≤ J(v) = J−(−v) for all v ∈ N1,p
∗ (Ω), which means that −u is a

minimizer of J−. This ensures that −u is µ−a.e. upper bounded in ΩR and so u
is µ−a.e. lower bounded in ΩR. We conclude that u ∈ L∞(ΩR). In a similar way,
we have that Tu ∈ L∞(∂ΩR). �

5. Neumann p-Laplacian problem with zero boundary data

In this section we consider a Neumann p-Laplacian problem in the particular case
of zero boundary data, that is f = 0. In this case, the functional corresponding to
the problem is given by

I(u) =

∫
Ω

gpu dµ−
∫

Ω

Gdµ for all u ∈ N1,p(Ω),
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where G is defined by (2.5). Clearly, I is bounded from below and sequentially
lower semi continuous and so we can deduce the existence of a minimizer. Now
we see how some regularity results concerning solutions of such a problem can be
obtained as in [16].

We introduce the following definition.

Definition 5.1. Let Ω be an open subset of X. Let u ∈ N1,p(Ω) for which there
exists K > 0 such that∫

B(y,ρ)

gp(u−α)+
dµ ≤ K

(R− ρ)p

∫
B(y,R)

(u− α)p+dµ, (5.1)

for all α ∈ R, y ∈ Ω and 0 < ρ < R < diam(Ω)
10 so that B(y,R) ⊂ Ω. Then we say

that u is in the De Giorgi class and write u ∈ DGp(Ω).

Proceeding as in the proof of Lemma 4.1, we obtain the following result.

Lemma 5.2. If u ∈ N1,p(Ω) is a minimizer of I, then u ∈ DGp(Ω).

Proof. We define

τρ,R(x) = τ(x) =

(
1− d(x,B(y, ρ))

R− ρ

)
+

and
Sα,r = {x ∈ B(y, r) : u(x) > α}.

We consider

v = u− τ(u− α)+ =

{
(1− τ)(u− α) + α in Sα,R

u otherwise.
(5.2)

We observe that, from the definition of v, we have |v| ≤ |u|. Using Leibniz rule,

gv ≤

(1− τ)gu +
u− α
R− ρ

χB(y,R)\B(y,ρ) in Sα,R

gu otherwise.
(5.3)

By (5.3) we deduce that

gpv ≤ 2p
(
gpu(1− χSα,r ) +

(u− α)p

(R− ρ)p

)
in Sα,R. (5.4)

Since u is a minimizer of J , then

J(u) =

∫
B(y,R)

gpu dµ−
∫
B(y,R)

(c− |u|γ)dµ

≤
∫
B(y,R)

gpv dµ−
∫
B(y,R)

(c− |v|γ)dµ = J(v). (5.5)

By adding −
∫
B(y,R)\Sα,R g

p
u dµ+

∫
B(y,R)

(c− |u|γ)dµ to both sides of (5.5), we get∫
Sα,R

gpu dµ ≤
∫
Sα,R

gpv dµ−
∫
B(y,R)

(c− |v|γ − (c− |u|γ))dµ

≤
∫
Sα,R

gpv dµ−
∫
B(y,R)

(|u|γ − |v|γ)dµ

≤
∫
Sα,R

gpv dµ (by (5.2)). (5.6)
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Using (5.4) and (5.6), we obtain∫
Sα,ρ

gpu dµ ≤ 2p
∫
Sα,R\Sα,ρ

gpu dµ+
2p

(R− ρ)p

∫
Sα,R

(u− α)pdµ.

Now, we add 2p
∫
Sα,ρ

gpu dµ to both sides of the inequality, then we divide all by

1 + 2p and we obtain∫
Sα,ρ

gpu dµ ≤
2p

1 + 2p

∫
Sα,R

gpu dµ+
2p

(1 + 2p)(R− ρ)p

∫
Sα,R

(u− α)pdµ. (5.7)

At this point we can use (5.7) and Lemma 6.1 of [9] to get∫
Sα,ρ

gpu dµ ≤
K

(R− ρ)p

∫
Sα,R

(u− α)pdµ,

that is equivalent to (5.1) and so u ∈ DGp(Ω). �

We observe that if u is a minimizer of I then −u is also a minimizer of I and
so, by Lemma 5.2, −u ∈ DGp(Ω). Consequently, thanks to the results proven in
[16], we can conclude that minimizers of I, and so solutions of a Neumann problem
with reaction term G and zero boundary data, are locally Hölder continuous and
they satisfy Harnack’s inequality and the strong maximum principle (see Sections
5, 6 and 7 of [16]).
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