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Abstract: Laser powder bed fusion (L-PBF) is widely used in automotive, aerospace, and biomedical
applications thanks to its ability to produce complex geometries. In spite of its advantages, parts
produced with this technology can show distortion due to the residual stresses developed during the
printing process. For this reason, numerical simulations can be used to predict thermal gradients
and residual stresses that can result in part distortion. Thus, instead of performing experimental
tests and using a trial and error approach, it is possible to use numerical simulation to save time
and material. In this work, the effect of laser power and scan speed on residual stress and part
distortion was analysed using a commercial finite element analysis (FEA) software DEFORM-3D™
with a layer-by-layer approach. Moreover, the accuracy of the numerical model with respect to
process parameters and the utilised mesh was also studied. The results obtained from the numerical
simulation were compared to the actual distortions to evaluate the accuracy of the FEM model. The
predicted distortions using FEM analysis well fit the trend of the measured ones. The accuracy of the
numerical model increases by considering a finer mesh.

Keywords: additive manufacturing; L-PBF; Ti-6Al-4V; residual stress; distortions; FEM simulation

1. Introduction

The use of additive manufacturing (AM) techniques is becoming increasingly common
for the production of aerospace and medical components, which are often characterised by
high and distinctive geometric complexity [1]. To adapt this form of production to large-
scale commercial manufacturing, better predictability and control over the part qualities
are required. Full simulations of the L-PBF process can help with this shift by providing
information about the origins of defects and potential directions for improvement [2]. A
common metallic additive manufacturing technique is laser powder bed fusion (L-PBF),
which produces high-resolution components and allows for precise control of parts dimen-
sions [3]. Components produced using metal additive manufacturing methods may exhibit
significant residual stresses due to large heat gradients and quick solidification of molten
powders [4]. This has the potential to cause undesirable distortions [5,6]. Limited research
has been conducted in recent years to investigate the process mechanics and the role of the
most important process parameters through numerical simulations. They are primarily
concerned with the behaviour of the melt pool generated when the laser scans the powder
bed, the microstructure that forms throughout the cooling and solidification process, and
the part deformation and stress distribution. According to the existing literature, the simu-
lation of L-PBF processes can be approached in three different ways: microscale based (i.e.,
microstructural evolution, mechanism of grain growth, and laser penetration), mesoscale
based (i.e., melt pool dynamics, mechanism of pore formation), and macroscale based (i.e.,
residual stresses and distortions study, temperature profile detection). Peter S. et al. [7],
using commercial Computational Fluid Dynamics (CFD) software, performed CFD simula-
tions of selective laser melted Ti6Al4V components. They employed a graded multi-grid
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mesh to attain computational efficiency. They determined the absorption of Ti-6Al-4V
during laser powder bed fusion by calibrating simulation versus experiment. The results
accord with the absorptivity of Ti-6Al-4V recorded in other laser operations such as welding.
Using a powder-free approach and Fourier’s heat conduction model with a moving laser
heat source, Dutta et al. [8] examined the thermal characteristics of Ti-6Al-4V material
subjected to the SLM process, including peak temperature, temperature-distribution cur-
vature, pulse time, optical penetration depth, time of laser exposure, and laser absorption
radius. The thermo-metallurgical-mechanical coupling model developed by Tan et al. [9]
using the finite element method (FEM) in the ANSYS parametric design language, was
used to predict temperature, solid-state phase, and residual stress fields for the multi-track
multi-layer selective laser melting process of Ti-6Al-4V. The model considers the solid-
state phase transformation and powder–liquid–solid transition, which includes melting,
vaporization, solidification, shrinkage, and cooling phenomena. Song et al. [10] employ
the ABAQUS AM module to simulate the selective laser melting process to enable process
modelling of complicated 3D components and provide an automated interface that allows
the user to define event data, such as element activation and heat input, as a function of
both position and time. They determined that the automated AM module is a useful tool
for investigating the effects of geometry, material qualities, and process parameters on
distortion and residual stresses. Ali et al. [11] used ABAQUS to carry out a finite element
simulation of the process to investigate the impact of the scanning and rescanning approach
on residual stress production and mechanical characteristics of SLM Ti6Al4V components
in order to understand the fundamental physics of the process. Jagatheeshkumar et al. [12]
performed, in Ansys Additive Print software, numerical simulations of thin-walled Ti-
6Al-4V geometries built using the L-PBF process. They computed residual stresses and
distortions by varying the process parameters. They found that the numerical predictions
of both residual stresses and distortions match with the corresponding experimental results
with a deviation for residual stress of 3.3–20.4% and for maximum distortion of 5%. Liu
et al. [13] reviewed the literature studies on the formation of residual stresses in additive
manufacturing, the influence of various process parameters, and the modelling techniques
for predicting residual stresses. They highlighted gaps and research opportunities in the
areas of residual stress optimization, in additive manufacturing processes. Gan et al. [14]
established a simulation model of the Ti-6Al-4V lattice structures during laser powder bed
fusion (LPBF) based on the inherent strain method and studied the effects of geometric
lattice parameters on residual deformation and stress. They emphasised that the effects
of supports on residual deformation and stresses cannot be ignored. The effect of support
on residual stress and deformation needs to be investigated. Based on the toolpath–mesh
intersection approach, Li et al. [15] developed a thermo-mechanical framework to predict
temperature evolutions, molten pool morphologies, and residual stresses of Ti-6Al-4V
alloys in the L-PBF process. Based on the new plug-ins developed in the commercial
code Abaqus 2020, a mesoscale numerical model was presented. They spoke about the
effects of the laser power, process parameters, and mesh size. They emphasised that the
suggested toolpath–mesh intersection approach can successfully predict the SLM process,
but the grid size and incremental step of computation time have a significant impact on the
simulation results, and further improving of the prediction accuracy requires additional
investigation. Kaess et al. [16] studied the processes of residual stress and deformation
development during laser powder bed fusion (L-PBF) of stainless steel 316L. To better
understand the sources of residual stresses and distortion creation during manufacturing,
numerical calculations were conducted using a finite element model at the scale of a few
melt tracks and layers. They discovered that residual strains are strongly dependent on
build plate preheating and energy per unit length, and that increasing build plate tem-
perature and decreasing energy per unit length both result in reduced residual stresses.
Bastola et al. [17] conducted a study of the literature on residual stress production in metal
additive manufacturing. They underlined the need for numerical modelling in monitoring
and forecasting the evolution of RS in metal AM with different process parameters. Ahmed
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et al. [18] investigated the generation of residual stresses in thin-walled structures using
a thermomechanical computational simulation technique. They discovered that residual
stresses reduce the effective elastic capabilities of the structures by 6% to 10%, while having
no influence on the material’s effective plastic behaviour. Olleak et al. [19] used finite
element modelling (FEM) to simulate additive manufacturing and predict the thermally
induced residual stresses and distortion during the process or after the support-structure
removal. They observed that FEM is computationally expensive without simplifying the
boundary conditions and model assumptions and develop a thermomechanical model of
the L-PBF process in two phases. The first one considers a 2D model to study yield strength,
the temperature dependence of material properties, and layer thickness; in the second one,
a framework is proposed, which addresses the computational expense of modelling from
the meshing perspective. Promoppatum et al. [20] created a multiscale numerical model to
investigate the influence of energy input and scanning length on residual stress reduction.
The numerical model calls for a mesoscale model to disclose thermal histories and residual
stress in a single layer, as well as a parametric analysis to create a process map that shows
the relationship between the parameters of interest, the surface temperature rise, the cooling
rate, and the residual stress. The mesoscale results enabled the creation of a macroscale
model. Malmelöv et al. [21] simulated residual stresses in additive-manufactured alloy
625 samples using a thermo-mechanical finite element model. A mechanism-based mate-
rial model, that accounts for microstructural and relaxation effects, was used to describe
the elastoplastic behaviour of the material. Finally, Xiao et al. [22] employed the ANSYS
indirect coupled thermal–structural analysis approach to investigate the interaction be-
tween process parameters and residual stress during Ti-6Al-4V SLM. The single-layer finite
element model incorporated a conical moving heat source and temperature-dependent
material characteristics.

As can be observed from the presented literature, each approach, i.e., microscale
based, mesoscale based, and macroscale based, has distinct advantages and limitations
with respect to the others. To the best author’s knowledge, in the literature there are usually
studies presented where the model is validated considering only one process condition;
in this way, it is not possible to evaluate the accuracy of the model by varying the process
parameters such as the laser power and scan speed.

In this work, a part-scale modelling technique, using a commercial finite element
analysis (FEA) software DEFORM-3D™ and using a Lagrangian implicit approach [23],
was defined to investigate thermal stresses and distortions on Ti-6Al-4V components
manufactured via L-PBF technology with varying laser power and feed rate. In order
to save simulation time, the part-scale technique combines many actual layers into a
single computational layer. After defining the numerical model, it was validated using
experimental testing and fine-tuned with respect to mesh size. In order to acquire the
actual geometries of the produced parts, a structured white-light object-digitization system
was used. The comparison between the numerical prediction and the CAD model made
it possible to evaluate the real distortions, thus using the proposed model as a process
design tool.

2. Numerical Model

Printing parts via L-PBF processes can take dozens of hours, involving the deposition
of hundreds of layers with a thickness between 30 and 100 µm. Furthermore, being
the laser spot in the order of a few hundred microns, thousands or even millions of
scans are needed to print the whole part. Considering all these factors and the current
computational efficiency, it is nearly impossible to simulate the L-PBF processes without
making some simplification of the real working conditions. In this study, a part-scale
modelling approach has been adopted to study thermal stresses and distortions on Ti-6Al-
4V parts produced with L-PBF technology. With the part-scale approach, a number of real
layers are combined into one computational layer in order to reduce the simulation time.
Moreover, an equivalent heat source is applied to the entire layer [24].
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To further simplify the simulation model, powder bed is considered as a homogeneous,
isotropic, and continuous media, and the thermal exchange is modelled indirectly on an
equivalent heat-transfer condition. The commercial finite element analysis (FEA) software
DEFORM-3D™ (V12.0, SFC, Columbus, OH, USA), Lagrangian implicit, was used to model
the L-PBF process. The workpiece was modelled as an elasto-plastic object, and the platform
was assumed to be rigid. This assumption is reasonable as the deformation of the plate is
significantly lower than the deformation of the workpiece that is subjected to continuous
thermal cycles.

2.1. Governing Equations
2.1.1. Thermal Analysis

In order to perform three-dimensional thermal analysis during the L-PBF process,
according to a layer-by-layer model, the following balance equation can be considered
(Equation (1)):

ρc
∂T
∂t
− q =

∂

∂x

(
kx

∂T
∂x

)
+

∂

∂y

(
ky

∂T
∂y

)
+

∂

∂z

(
kz

∂T
∂z

)
(1)

where the product between the density ρ [kg/m3] and the specific heat c [J/kg ◦C] rep-
resents the heat capacity C; the thermal conductivities [W/m ◦C] along the x, y, and z
directions are expressed as kx, ky, and kz, respectively; and q is the heat generated by the
thermal source per unit volume within the part [W/m3] during the L-PBF process [25].
By considering T(x,y,z,t) = T0 as the initial condition (t = 0) for the thermal problem, the
balance equation perpendicular to the surface being considered can be expressed as

k
∂T
∂n
− q + qc + qr = 0 (2)

where T0 is the build-chamber temperature equal to 40 ◦C, and n is the vector perpendicular
to the surface.

Radiation is very low and can be neglected in thermal analysis without causing any
significant errors [26]. To consider the thermal conduction between the printed part and
the powder bed, Newton’s law was taken into account (Equation (3)):

qcond = hcond

(
T − Tplate

)
(3)

where hcond is the conductive coefficient [W/m2 ◦C] between the part and the platform; T
is the temperature of the part [◦C]; and Tplate is the temperature of the plate [◦C]. For the
natural convection between the part and the surrounding gas, the following equation can
be used (Equation (4)):

qconv = hconv (T − Tenv) (4)

In which, hconv is the convective coefficient [W/m2 ◦C] of the argon inert gas; T is the
temperature of the part [◦C]; and Tplate is the temperature of the plate [◦C].

2.1.2. Mechanical Analysis

Because of the layer-by-layer deposition, high thermal gradient in L-PBF leads to the
development of residual stress during the process, which eventually results in the distortion
of the part. In order to evaluate the deformation, a simplified elastic-plastic hardening
model can be adopted. In this way, the total strain vector can be expressed as (Equation (5))

{ε} = {εe}+ {εp}+
{

εt} (5)

where {ε} is the total strain vector; {εe} is the elastic strain vector; {εp} is the plastic strain
vector; and {εt} is the thermal strain vector. Considering an isotropic material and by using
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the constitutive equations from the theory of elasticity, the stress–strain relationship can be
expressed as (Equations (6) and (7)):

εx =
1
E
[
σx − ν

(
σy + σz

)]
+ ε

p
x + εt

εy =
1
E
[
σy − ν(σx + σz)

]
+ ε

p
y + εt

εz =
1
E
[
σz − ν

(
σx + σy

)]
+ ε

p
z + εt

(6)

γxy =
τxy

2G
+ γ

p
xy; γyz =

τyz

2G
+ γ

p
yz; γzx =

τzx

2G
+ γ

p
zx (7)

where the stresses along the x, y, and z directions are represented with σx, σy, and σz,
respectively. γxy, γyz, γzx, instead, are the torsional deformation due to the tangential
stresses within the plane XY, YZ, ZX, respectively. Finally, G, E, and ν are the shear
modulus, the Young modulus and the Poisson’s ratio, respectively. Regarding the thermal
strain, they can be calculated using the well-known expression as follows (Equation (8)):

εt = αe∆T = αe

(
T − Tre f

)
(8)

In which, αe is the thermal expansion coefficient, function of the temperature T, and
Tref is the temperature at the time t = 0 [27].

2.2. FEM Model for L-PBF

With the aim of investigating the temperature distribution and residual stresses gener-
ated during the L-PBF process, a layer-by-layer model was adopted during the numerical
simulation within the FEA software DEFORM-3D™ v12.0 (V12.0, SFC, Columbus, OH,
USA). Therefore, for each simulation step, the heat source is applied simultaneously to the
entire layer. The elements are activated according to the born-dead-elements technique
using the voxel mesh. The elements within the voxel mesh can be classified as active,
inactive, and activated elements. At the beginning of the simulation process, the elements
are all inactive and do not play any role in the computational analysis. For each time
step, the elements affected by the power input are identified using a search algorithm and
activated according to the powder deposition strategy defined by the user. In detail, by
considering the interval ∆t = tn+1 − tn, the melt pool will move from a starting position xn

to the position xn+1 according to the scan strategy adopted. The volume affected by the
heat source V∆t,h

pool in the considered time step, also defined as heat-affected volume (HAV),
can be represented as the sum of elemental cuboids as follows (Equation (9)):

V∆t,h
pool = ∑

(e)∈HAV
V(e) (9)

where V(e) can be expressed by the product of the cross-sectional area (lt × h) and the
length (v × ∆t), being lt the layer thickness, h the hatch spacing, v the scan speed, and ∆t
the considered time step. In this case, an equivalent heat source can be adopted with an
average density distribution per unit of volume equal to (Equation (10))

.
q =

η P
Vpool

(10)

P being the laser power input and η the energy absorption coefficient of the powder
bed [28]. A dog-bone specimen with an external dimension of 46 × 8 × 3 mm3 was
designed with Autodesk Fusion 360, and the STL file was imported within the numerical
simulation software. The printed part being 3 mm high, and considering a layer thickness
of 60 µm, it will result in 50 real layers. For the three-dimensional finite element model,
5 computational layers were used in this study, each one including 10 real layers. By
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using a voxel mesh of 0.4 × 0.4 × 0.15 mm3, four voxel mesh layers were included in the
computational ones. The part was fixed to a base plate of 80 × 80 × 25 mm3 using sticking
conditions (Figure 1).
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Figure 1. Dog-bone specimen and base plate geometry for the L-PBF process simulation.

The initial temperature of the platform was set at 200 ◦C, and the heat exchange with
environment was defined through the convective coefficient of argon hconv = 1 W/m2 ◦C,
and fixing the build chamber temperature at 40 ◦C. The same material was assigned for
both the part and the plate. In detail, Ti-6Al-4V was used to simulate the printing process
of the dog-bone specimen. The material properties used in this study are shown in Table 1.

Table 1. Material properties of Ti-6Al-4V as functions of temperature. Adapted from ref. [29].

Temperature
[◦C]

Density
[kg/m3]

Specific Heat
[J/(kg ◦C)]

Thermal
Conductivity

[W/(m◦C)]

Poisson’s
Ratio

Young’s
Modulus

[GPa]

Thermal
Expansion

[(µm/m)/◦C]

Yield Stress
[MPa]

20 4420 546 7 0.345 110 8.78 850
205 4395 584 8.75 0.35 100 10 630
500 4350 651 12.6 0.37 76 11.2 470
995 4282 753 22.7 0.43 15 12.3 13
1100 4267 641 19.3 0.43 5 12.4 5
1200 4252 660 21 0.43 4 12.42 1
1600 4198 732 25.8 0.43 1 12.5 0.5
1650 3886 831 35 0.43 0.1 12.5 0.1
2000 3818 831 35 0.43 0.01 12.5 0.01

The heat exchange was defined also for the specimen using the same parameters
previously discussed for the heat exchange between the plate and the environment. In this
study, in order to simplify the numerical model, the heat exchange with the powder bed
was not considered. Concerning the powder bed thermal conductivity, a value between
0.2 W/m ◦C and 0.25 W/m ◦C is usually considered [30]. A Newton–Rapson iteration
method together with a MUMPS (MUltifrontal Massively Parallel Sparse) solver were used
to solve the thermomechanical problem. Regarding the process parameters, a deposition
size of 0.1 mm along the X direction and 0.06 mm along the Z direction were used for
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the calculation of the equivalent heat source. The utilised voxel mesh was chosen in
preliminary studies in order to have a good discretization along the z direction, and,
considering that, for a layer-by-layer approach the voxel mesh size should be smaller than
the layer dimension [24]. Two different meshes were used within the FEM model for the
computational analysis: the first (M1) includes 413,488 elements and 78,580 nodes, and the
finer (M2) consists of 782,566 elements and 144,581 nodes. Finally, the simulation time for
the numerical model with mesh-type M2 was about 2 h 15 m, using a processor 12th Gen
Intel (R) Core (TM) i9-12900 2.40 GHz, against an actual process time of approximately 8 h.

3. Experimental Details

In order to evaluate the impact of laser power (P) and scan speed (v) on residual stress
and deformation in L-PBF of Ti-6Al-4V parts, five samples with different combinations of
P and v (Table 2) were printed with an SLM280HL machine provided by SLM Solutions
(SLM Solutions, Lubecca, Germany).

Table 2. Process parameters used in this study.

P [W] v [mm/s] P/v [J/mm]

ID1 350 1400 0.250
ID2 350 1500 0.233
ID3 350 1600 0.219
ID4 300 1500 0.200
ID5 400 1500 0.267

In Table 2, the linear energy-density value, equal to P/v, represents the input energy
per unit length. This is a synthetic process parameter that mostly reflects laser parameters
in the process.

Hatch distance (h), build orientation, layer thickness (lt), and scan strategy (s) were
kept constant and equal to 100 µm, 0◦, 60 µm 0◦, and 0◦, respectively. A build orientation
equal to 0◦ was chosen to better evaluate part distortion. A scan strategy equal to 0◦, where
the scan vector remains with the same orientation between successive layers, was adopted
to have more accuracy during the simulation by using a layer-by-layer approach.

Ti-6Al-4V gas-atomised spherical powder with a Gaussian size distribution of 20–63 µm
and mass density of 4.43 g/cm3 were used in this study. The chemical composition
of the powder is shown in Table 3. Dog-bone specimens with an external dimension of
46 × 8 × 3 mm3 and a cross-section of 5× 3 mm2 were made as a reduction of the ASTM/E8.

Table 3. Chemical composition [mass fraction in %] of Ti-6Al-4V powder.

Ti Al V C O N Fe H

Balance 5.50–6.50 3.50–4.50 0.08 0.13 0.03 0.25 0.0125

The build chamber was filled with argon to reduce the oxygen level to 0.1%, while
the build platform temperature was kept constant and equal to 200 ◦C to reduce thermal
gradients and the amount of residual stress. After the part removal from the platform, a 3D
COMET V system (Steinbichler, Neubeuern, Germany) was used to acquire the geometry
of the sample to compare the printed part geometry with the original CAD model in
order to quantitatively evaluate the part distortion (Figure 2). In detail, the difference
along the z-direction (∆z) between the original CAD model and the acquired geometry
after the printing process was used to quantify the distortion of the part. Moreover, the
distortions obtained with the experimental analysis were compared with the predicted one
by considering the displacement ∆z of the top right corner of the object.
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This 3D acquisition method is based on the fringe projection approach, which involves
projecting a structured light pattern onto the object surface using a projection unit. The
image acquisition unit records the picture of the fringe pattern, which is phase-modulated
with the geometric aspects of the object. During the 3D scanning procedure, the printed
specimens are put on a rotating table to collect data on component shape at various rotation
angles. The point-cloud data sets are combined and meshed to generate a three-dimensional
representation of the item.

In this way, it is possible to obtain a point-cloud image that can be converted to an
STL file using a processing/analysis unit. This capture technique enables non-contact
high-resolution 3D reconstruction.

4. Results
4.1. Accuracy of FEM Model to Predict the Part Distortion

First, the distortion ∆z that the specimen experience was analysed. The comparison
between the real distortion values, measured on the printed samples once detached from
the printing plate, and the values predicted using the numerical model allowed for the
assessment of the accuracy of the model with varying laser power and scanning speed.
Regarding the experimental distortions, for each set of process parameters, three measure-
ments were taken, one on each printing replica, and the reported values were presented as
the average ± the standard deviation.

The accuracy of the numerical model was also evaluated with varying dimensions of
the mesh used, according to the case studies previously defined (M1 and M2). Figure 3 dis-
plays the measured and predicted distortion ∆z, taking into account the constant scanning-
speed values of 1500 mm/s and the increasing laser power values.

The results show that using a finer mesh increases the accuracy of the numerical model.
For mesh type M1, the accuracy of the model is poor and the results are only scarcely
affected by the laser power variation. This causes a deviation between the simulated
distortion values and the real ones between 34% and 39%. For mesh type M2, the accuracy of
the numerical model increases significantly, ranging from a minimum of 1% for P = 300 W,
a value of 11% for P = 350 W, and a maximum of 21% for P = 400 W. Moreover, a trend
similar to the experimental one is found, as the distortion along the z axis first increases
with laser powder and then decreases for the highest value considered in this study. It
is worth noting that a maximum for the ID2 samples was observed because of the high
thermal gradient along the building direction and the resulting residual stress profile as it
will be better shown in the following. The trend of experimentally measured distortions
compared to the simulated ones is shown in Figure 4 for constant laser power (equal to
350 W) and varying scanning speed. Also in this case, the accuracy of the numerical model
is significantly improved in the case of a finer mesh, and the error remains quite constant
for the different scanning-speed values taken into account.

Specifically, the error between the actual distortions and those simulated using the
numerical model with mesh type M1 is between 35% and 39%, while the minimum error
between the real and simulated distortions with the M2 type mesh model is 12% for a
scanning speed of 1400 mm/s, 11% for a scanning speed of 1500 mm/s, and 17% for a
scanning speed of 1600 mm/s.
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4.2. FEM Simulation Results

Based on the previous observations, in the following only the results obtained with
the M2 mesh are shown.

The results of FEM simulations with the finer mesh, in terms of temperature residual
stress and distortion, are shown in Figures 5–7 for all the considered case studies. Tempera-
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ture profiles were specifically examined in the longitudinal section of the samples in the zx
plane at the end of the layer-deposition process. The gradient of residual stresses σx was
observed at the end of the cooling process in the same sections. Finally, the ∆z distortion
contours were observed after the cutting phase when the samples were separated from the
printing backplate.
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Temperature profiles (Figure 5), at the end of the scanning process, with constant
power (P = 350 W) and increasing scanning speed, show that the increased scanning
speed affects the temperature distribution in the end zones (left and right) of the samples,
resulting in a reduction of thermal gradients in these areas. In turn, the core areas of the
samples exhibit no significant changes in temperature profiles. The temperature of the
sample increases and thermal gradients decrease along the building direction as laser power
increases with a constant scanning speed of 1500 mm/s. Furthermore, the temperature-
distribution difference between the edges and the central part of the samples becomes
less evident as the power of the laser increases. Hence, it can be stated that low laser-
power-values result in lower temperature profiles, but with higher gradients along the
building direction.

The temperature profiles, previously mentioned, are closely linked to the distribution
of residual stress σx (Figure 6) at the end of the sample-cooling process. The results
show that scanning speed does not have a significant impact on residual stresses in the
x direction, as highlighted for temperature profiles. The right and left end areas of the
samples experience less residual stress σx when scanned at faster speeds, which also reduces
the section affected by significant residual stress gradients along the building direction.
After the samples are separated from the printing plate, the built residual stress determines
distortions ∆z that vary slightly with the scanning speed, decreasing for a high-scanning-
speed value. A progressive increase in the residual stress value in the x-direction through
the sample section occurs with constant scanning speed and increasing laser power. This
occurs as, with high laser power values, the stress gradient along the building direction
decreases, resulting in a significant decrease in distortion in the z-direction of the samples
(Figure 7).

With the accuracy previously discussed, the numerical model predicts ∆z distortions
that mirror the observed trends of the samples’ actual distortions. From the numerical
results, it can be noted that the distribution of the ∆z distortions remains almost constant
along the axis of the sample with varying scanning speed. However, a significant reduction
is observed in the area affected by the major distortions at the unbound end of the samples.
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The distortion initially grows as the laser power increases, but this pattern changes as the
residual stress gradient reduces in the building direction z. Because the residual stresses
gradient decreases in the building direction z, the higher power level results in smaller
distortion values.

For a better comparison of the results, temperature and residual stress profiles in the
middle part of the sample were plotted in Figure 8.

Metals 2023, 13, x FOR PEER REVIEW 12 of 15 
 

 

 
Figure 7. Δz distortion profiles at the end of the cutting phase, where the samples are detached from 
the printing plate, in an axial section in the zx plane of the samples for all process parameters (P and 
v). 

 
Figure 8. Temperature and residual stress profiles in the middle part of the sample for (a) fixed laser 
power equal to 350 W, and (b) fixed scan speed equal to 1500 mm/s. 

5. Conclusions 
In this study, a numerical model was established to carry out FEM simulations of the 

L-PBF process for Ti-6Al-4V parts with the aim to study the effect of laser power and scan 
speed on residual stress and distortions. A commercial FEM software DEFORM 3D, 

Figure 8. Temperature and residual stress profiles in the middle part of the sample for (a) fixed laser
power equal to 350 W, and (b) fixed scan speed equal to 1500 mm/s.

5. Conclusions

In this study, a numerical model was established to carry out FEM simulations of
the L-PBF process for Ti-6Al-4V parts with the aim to study the effect of laser power and
scan speed on residual stress and distortions. A commercial FEM software DEFORM 3D,
Lagrangian implicit, was used with a layer-by-layer approach to reduce the computational
time. From the numerical results, the following main findings were found:

- The accuracy of the model is strictly dependent on the mesh used for the numerical
analysis. In particular, a finer mesh allows for better activations of the elements
according to the utilised voxel mesh.

- The model accuracy varies when the laser power increases and the scan speed is
kept constant. Instead, increasing scan speed does not have a significant influence
on the model accuracy. When the laser power increases, while maintaining the
scanning-speed constant, the volume of the material affected by remelting increases.
In these conditions, the assumption made when not considering the presence of the
surrounding powder can have a significant influence.

- Laser power has a bigger impact on the residual stress and part distortion with respect
to the scan speed. This is due to the small variation in the thermal gradients when the
scan speed increases, which results in similar residual stress profiles and distortions.
Instead, by increasing the laser power a significant variation in the thermal gradients
and residual stress profiles is observed.

- Simulation results, in agreement with the experimental ones, highlighted that the
amount of distortions along the z-direction has a maximum when the laser power
attains the value of 350 W and decreases for higher laser power values. For low laser
power values, both temperature and temperature gradients along the building direc-
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tion increase, with consequent increase for residual stress gradients and distortions;
on the contrary, with higher laser power values, a decrease of the thermal gradient
and consequent increase in the remelting zone of the material is found, resulting in
decreasing residual stress gradients and distortions.

- From the experimental analysis, the ID4 sample with laser power equal to 300 W and
a scan speed of 1500 mm/s has shown better results in terms of distortion because of
the smaller temperature gradients developed during the printing process, which led
to a smaller amount of residual stress with respect to the other samples. Moreover, for
ID4 the best results in terms of model accuracy were also obtained.

- Even if it was possible to obtain the same trend between experimental and numerical
analysis, the accuracy of the numerical model decreased with the increase of the laser
power. This can be explained by a greater amount of the remelting area being involved
in the numerical computation. In this case, using more computational layers and
increasing the voxel mesh in the z-direction can help improve the model accuracy.
This will be a topic of interest for future studies.
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