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A B S T R A C T

Wireless networks operating in unlicensed bands generally use one of two channel access paradigms: random
access (e.g., Wi-Fi) or scheduled access (e.g., LTE License Assisted Access, LTE LAA and New Radio-Unlicensed,
NR-U). The coexistence between these two paradigms is based on listen before talk (LBT), which was,
however, designed for random access. Meanwhile, scheduled systems require that their transmissions start at
the beginning of a slot boundary. Synchronizing this boundary to the end of LBT usually requires transmitting
a reservation signal (RS) to block the channel. Since the RS is a waste of channel resources, we investigate an
alternative self-deferral approach (gap-based access) using analytical and simulation models. We put forth a
proposal to employ only self-deferral, treat the gap mechanism as a partial backoff, and adjust the contention
window (CW) settings to the number of coexisting nodes. We demonstrate that this approach not only ensures
fairness in Wi-Fi/NR-U coexistence but also avoids wasting radio channel resources and improves aggregate
network throughput. Furthermore, we show that the proposed approach outperforms RS-based access and
provides significant throughput and fairness gains. Finally, we implement a long short-term memory-based
(LSTM) regression model to predict those Wi-Fi/NR-U CW settings which lead to coexistence fairness.
. Introduction

Wireless networks operating in unlicensed bands generally use one
f two basic paradigms: random access (e.g., Wi-Fi) and scheduled
ccess (e.g., LTE License Assisted Access, LTE LAA and New Radio-
nlicensed, NR-U). The coexistence between these two paradigms has
ained much attention from the academic community in recent years
cf. Section 2). Despite research efforts, however, the problem remains
n important challenge, as confirmed by recent measurement-based
tudies [1,2].

Coexistence between Wi-Fi and NR-U is based on having both tech-
ologies perform a listen before talk (LBT) procedure before accessing
he channel [3]. LBT is considered fairer in comparison to duty cycling
sed by LTE-U [4] but it was designed for random channel access
hereas scheduled systems require that their transmissions start at the
eginning of a slot boundary [5]. Synchronizing this boundary with the
nd of LBT requires that either (a) channel access is initialized after a
elf-deferral (i.e., gap period) which is not interrupted by some other
ransmission or (b) the NR-U node transmits a reservation signal (RS)
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which blocks the channel until the start of the slot boundary (Fig. 1).
The RS-based approach is often used in coexistence analyses, but it is
not explicitly mentioned in 3GPP specifications [6]. Additionally, it has
been criticized not only by IEEE [7] but also by researchers [5,8,9]
as a potential source of bandwidth inefficiency. The gap mechanism,
however, does not always preserve fairness in coexistence between
scheduled and random-access systems [10].

To study this problem, we first develop analytical and simulation
models (Section 4). Then, we put forth a proposal to employ only
self-deferral (for NR-U), treat the gap mechanism as a partial backoff
(during LBT), and use contention window (CW) settings adjusted to
the number of coexisting nodes (Section 5). We demonstrate that this
approach not only ensures fairness in Wi-Fi/NR-U coexistence but also
avoids wasting radio channel resources and improves aggregate net-
work throughput. Furthermore, we show that the proposed approach
outperforms RS-based access and provides significant throughput and
fairness gains. Finally, we implement a long short-term memory-based
(LSTM) regression model to predict those Wi-Fi/NR-U CW settings
which lead to coexistence fairness (Section 6).
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Fig. 1. Two approaches to aligning an LBT procedure with the slot boundary of a
scheduled access network such as NR-U: reservation signal or self-deferral (gap).

This article extends our previous results presented in [11]. Here, we
generalize the contributions done by the following:

• We show that no static CW settings satisfying the requirement of
high channel utilization and fairness can be considered univer-
sally applicable (Section 5.5).

• We extend our previous analytical and simulation models of
downlink transmissions with uplink transmissions (Section 7).

• We show through simulations that the proposed approach has
certain limitations when ensuring fairness in uplink scenarios
(Section 7.1) and we suggest a viable solution (Section 7.2).

• We show in Section 6 that the regression model can be trained not
only with data from the simulation model but also with data from
the analytical model to predict Wi-Fi/NR-U CW settings resulting
in coexistence fairness.

We conclude with a summary of the findings and outline future work
in Section 8.

2. State of the art

The coexistence between random (Wi-Fi) and scheduled-based (LAA,
NR-U) access in shared channels has been intensely studied in recent
years [12]. So far, most works have focused on Wi-Fi/LAA coex-
istence and assumed that LAA uses RSs, e.g., [13–19]. Meanwhile,
research shows that LAA performance is strikingly different under
self-deferral [10,20,21].

In a recent trend, researchers have started to propose augmenting
cellular networks with machine learning (ML) techniques to improve
channel allocation, transmission scheduling, and coexistence fairness.
Typically, they propose changes to the standard LTE-U/LTE-LAA oper-
ation or provide new ways of monitoring Wi-Fi conditions and traffic
demands [22–29]. An overview of applying ML-based solutions for
Wi-Fi and cellular coexistence can be found in [30].

An alternative approach is to modify the standard LBT scheme.
Saadat et al. suggest tuning the CW and TXOP parameters based on
the observed network load to improve the overall performance [31]. In
terms of maintaining coexistence, instead of using an RS, they have LAA
eNBs send a CTS-to-self frame to inform Wi-Fi nodes of their impending
transmissions. The CTS-to-self mechanism is also considered by Candal-
Ventureira as an exemplary method of achieving time multiplexing
between Wi-Fi and LAA [32]. In contrast to the previous proposal,
however, they have the Wi-Fi AP send the frame to reserve the channel
for LAA. Meanwhile, Han et al. [33] propose to intelligently tune CWs
for both LAA and Wi-Fi nodes using reinforcement learning. However,
they assume that LAA nodes start transmitting immediately after LBT.
Ali et al. also tune CW parameters but using neural networks [22].
They assume RS-based channel access but also consider issues related
to collisions and updating the CW, including the impact of delayed CW
update due to LTE’s HARQ.

Adaptive contention window tuning with a selection of the max-
imum transmission duration is also proposed in [34]. The authors

focus on maximizing the total network throughput. However, such an
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approach is based on a constant synchronization delay for LAA and
promotes nonstandard behavior.

Huang et al. [35] address the impact of hidden and exposed nodes
on Wi-Fi/LAA coexistence. They propose a receiver-initiated transmis-
sion mode for LAA (based on a design for mmWave networks [36]),
which can reduce the collision rate and improve the throughput. How-
ever, following [36], they do not consider the necessity of LAA trans-
missions to be synchronized to slot boundaries. For mmWave bands,
this requirement can be lifted, especially if the slot length is short.
However, this is not the case for the 5 GHz band. Lee and Yang also
address the impact of hidden nodes by applying transmit precoding and
power control on the LAA side [37] but without mentioning the need
for synchronization to slot boundaries.

Saleem et al. [38] suggest completely avoiding inter-network col-
lisions by having Wi-Fi and LAA transmit in duty cycles. The authors
define the optimization problem and solve it analytically. Again, the
synchronization slot boundaries are not considered. Furthermore, Logi-
nov et al. suggest an alternative LBT implementation, which does use
RSs, but in a new way, in the form of short busy tones [39,40]. This
provides collision detection and resolution which leads to increased
network performance, at the cost of changes in LAA/NR-U channel
access behavior. Another way to improve the coexistence between Wi-
Fi and LAA is by controlling the transmit power. Kushwaha et al.
provide a method that considers multi-channel operation, but their
analysis does not examine the impact of slot boundaries [41].

Furthermore, in the topic of coexistence between NR-U and Wi-Fi,
Naik et al. [42] discuss issues in the 6 GHz band, while the authors
of [43–46] provide coexistence studies for the mmWave (60 GHz)
band. In particular, [42] is a tutorial paper, in which challenges and
opportunities for the next generation Wi-Fi and 5G NR-U in the 6 GHz
bands are described. Additionally, [43] presents a simulation model
developed for ns-3, which takes into account both LBT and duty cy-
cle (LTE-U-like) channel access modes for NR-U. Such a duty cycle
duration can be optimized with reinforcement learning [47] or with
mixed-integer quadratic programming [48] to improve coexistence.
Furthermore, [44] finds stochastic models for SINR and data rate under
the assumption of downlink transmissions. Finally, the authors of [46]
perform joint frequency and spatial resource allocation to minimize
cross-technology interference.

In summary, most of the literature either does not consider slot
boundaries or assumes the use of RS-based channel access. Our goal is
to find a solution that would take into consideration the characteristics
of NR-U transmissions but without resorting to reservation signals.

3. Channel access rules

Channel access for both Wi-Fi and NR-U follow the LBT procedure
defined in ETSI specification EN 301 893 [49]. Before transmitting,
nodes are required to perform LBT by observing the channel to be idle
for 16 μs, referred to as the short inter-frame space (SIFS) in Wi-Fi.
Afterwards, contention is resolved by having nodes wait for a fixed and
random amount of 9 μs backoff slots. By default (i.e., for best-effort
traffic), there are three fixed slots (referred to as the arbitration inter-
frame space number, AIFSN in Wi-Fi) and a random number of backoff
slots chosen between zero and the current CW value, which is set to
CWmin after each successful transmission and doubled (up to CWmax)
before each retransmission.

The IEEE 802.11-2016 [50] (Wi-Fi) channel access rules closely
follow these LBT specifications. Furthermore, since Wi-Fi requires in-
band signaling to confirm unicast transmissions, each successful trans-
mission is followed by an immediate acknowledgment (ACK) frame
transmission.

3GPP Rel-16 [6] (NR-U) also follows the LBT rules, where the

above-mentioned exponential backoff mechanism is used for data (Cat
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−4) transmissions. However, NR-U differs from Wi-Fi in two impor-
tant aspects. First, acknowledgments are sent over the licensed band.1
Second, NR-U uses slot-based scheduling: transmissions are organized
into radio frames, each composed of 10 sub-frames (slots) and NR-U
transmissions can start only at slot boundaries. This requires alignment
between the LBT procedure and slot boundary, which can be resolved
using a gap period or a reservation signal (RS) transmission (Fig. 1).
The primary focus of this study is improving fairness when NR-U uses
gap-based channel access, which allows avoiding unnecessary channel
occupation by the RSs. The gap can be placed before or after the backoff
countdown [10]. We assume the former approach as in [51]. This
assumption should not impact the results, as one study observed: ‘‘gap
placement (either before or after the backoff period) does not play a
critical role’’ [52].

While NR-U slots are by default 1 ms long, NR-U allows for flexible
slot length by increasing the subcarrier spacing. For the 5 GHz bands,
the slot length can be configured to 250 μs or 500 μs. In addition to
this slot-based scheduling, NR-U introduces the concept of mini-slots for
non-slot-based scheduling [10], but we do not consider these aspects in
this paper.

3.1. Transmission directions

Wi-Fi and NR-U nodes are allowed to perform downlink (DL) and
uplink (UL) transmissions in the shared channel. In the case of DL
transmissions, APs and gNBs access the channel using LBT. In the case
of UL transmissions, the operation can be as follows:

• NR-U gNBs trigger all uplink transmissions and, therefore, only
gNBs contend for channel access using LBT.

• Under legacy 802.11 operation, each Wi-Fi station uses LBT to
access the channel before a UL transmission.

• Under 802.11ax operation, the AP may use triggered uplink ac-
cess (TUA) by transmitting trigger frames (TFs) to initiate UL
transmissions. Therefore, in TUA only APs contend for the chan-
nel. For more details on TUA, we refer readers to [53].

An additional minor difference between DL and UL channel access is
the contention parameter values. In particular, the maximum allowed
CW value for the best effort traffic is larger for UL (CWmax = 1023)
than for DL (CWmax = 63). For more information on the details of
channel access parameters, we refer readers to [10].

4. Modeling downlink operation

In this section, we develop analytical and simulation models of
Wi-Fi/NR-U coexistence under DL transmissions. In Section 7, we will
discuss the changes required to support UL transmissions.

4.1. Analytical model

The main assumptions of our model are the following. First, all
devices are within hearability range (i.e., there are no hidden nodes).
This means that the end of a data transmission resets the channel state
for all nodes (i.e., they all simultaneously begin to count the AIFS time,
etc.). Second, the network operates under saturation conditions (i.e., a
full-buffer traffic model in all nodes), which means that transmissions
occur consecutively on the channel. Third, there are only downlink
transmissions, i.e., initiated by Wi-Fi access points (APs) or NR-U base
stations (next generation NodeBs, gNBs). Under these assumptions, the
channel activity can be described in consecutive contention rounds,
including an idle time required for solving the contention, as well as
a transmission time, in which the winner node holds the channel (as
shown in Fig. 2).

1 NR-U, like LAA, is based on carrier aggregation with devices having a
onnection in both licensed and unlicensed bands [3].
 l
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We propose to model the behavior of each contending node 𝑘 by
eriving the steady-state distribution 𝐵𝑘(.) of the random process 𝑏𝑘(.)
hich describes the evolution of the backoff counter value at the end
f each transmission/collision event delimiting the contention round.
ach discrete time 𝑛 = 1, 2,… identifies the start of the 𝑛th contention
ound, in which the node with the shortest backoff expiration time
ains the right to perform a transmission attempt. Such a backoff
xpiration time depends simply on the backoff counter for Wi-Fi nodes,
hile for NR-U nodes it also depends on the additional gap interval.
ased on previous studies [10], the gap interval can be considered as
random variable, uniformly distributed between 0 and the maximum

ynchronization slot 𝛥 (in μs). In the model, we measure this value in
ackoff slots: 𝛥𝑠 = 𝛥∕9 μs. For simplicity, we assume that all nodes
se a constant (but adjustable) CW, to better clarify the impact of
he random gap interval on the contention process. Generalizations to
xponential backoff mechanisms are straightforward. To some extent,
he contention process between Wi-Fi and NR-U nodes is similar to
he contention process between two access categories (ACs) of the
nhanced distributed channel access (EDCA) defined in the IEEE 802.11
tandard, in which the arbitration inter-frame space (AIFS)2 value
sed by one service class (corresponding to NR-U nodes) is a random
ariable (equivalent to gap interval+𝐴𝐼𝐹𝑆BE interval for the best effort
BE) traffic) rather than a fixed interval.

To model Wi-Fi/NR-U coexistence, we use an approach similar to
he one proposed in [54]. Let 𝑁 be the total number of contending
odes, with 𝑁𝑊 Wi-Fi nodes (APs) and 𝑁𝑁 = 𝑁 − 𝑁𝑊 NR-U nodes
gNBs). Let 𝛽𝑘 be the additional gap interval (measured in backoff
lots) required by each 𝑘th contenting node for starting a transmis-
ion attempt on the channel. Such a value is equal to zero for Wi-Fi
odes, which can start transmitting immediately after the expiration
f the backoff counter. Conversely, for NR-U nodes we assume it is
random variable, uniformly distributed between 0 and 𝛥𝑠, which

epresents the difference between the starting time of the next available
ynchronization slot and the backoff expiration time.

The idle time required for starting a new transmission on the
hannel in the current contention, expressed in the number of backoff
lots, is equal to:

(𝑛) = min
𝑗=1,2,…𝑁

[𝑏𝑗 (𝑛) + 𝛽𝑗 (𝑛)]. (1)

ote that channel access times for NR-U nodes are not in general
ynchronized with channel access times for Wi-Fi nodes, because the
ap interval is not necessarily an integer number of backoff slots. Let
𝑆 be the carrier sensing time (which we assume equal to one half
ackoff slots) and 𝜉 be the nodes whose backoff expiration time is in the
nterval 𝛿(𝑛) + 𝐶𝑆, i.e., the nodes starting a new transmission attempt
n the current contention. The backoff evolution law can be defined as:

𝑘(𝑛 + 1) =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

𝑏𝑘(𝑛) − ⌈𝛿(𝑛)⌉, 𝑘 ∉ 𝜉

for Wi-Fi,
𝑏𝑘(𝑛) − max{⌈𝛿(𝑛) − 𝛽𝑘(𝑛)⌉, 0}, 𝑘 ∉ 𝜉

for NR-U,
𝑟𝑎𝑛𝑑(𝐶𝑊𝑘), 𝑘 ∈ 𝜉,

(2)

here 𝑟𝑎𝑛𝑑(𝐶𝑊𝑘) is an integer extracted randomly in the range [0,
𝑊𝑘], where 𝐶𝑊𝑘 is the CW used by node 𝑘.

Fig. 2 shows an example of the backoff evolution process of one
i-Fi and one NR-U node in three consecutive contention rounds. In

he first round, the Wi-Fi node expires first its backoff counter equal to
slots, while the NR-U node keeps its backoff counter frozen (where

he gap is longer than the backoff expiration time). A new random
ackoff counter equal to 7 is extracted for the next round. In the
econd round, the NR-U node has a smaller access time and wins the

2 For each AC, 𝐴𝐼𝐹𝑆AC is calculated as: 𝐴𝐼𝐹𝑆𝑁AC times the backoff slot
ength plus SIFS.
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Fig. 2. An example of the backoff evolution process in a coexistence scenario with
ne Wi-Fi and one NR-U node. The channel is divided into contention rounds, which
n turn include an idle contention time, indexed in consecutive backoff slots 𝑏, and a

final channel holding time (i.e., the time required to transmit a Wi-Fi DATA and ACK
frame or a series of NR-U subframes). Note that the model slots are enumerated in
ascending order, whereas the Wi-Fi backoff slots are usually numbered in descending
order.

contention, thanks to a new gap value equal to 1.8 backoff slots. Since
the NR-U transmission is performed after two idle slots from the last
transmission, the Wi-Fi backoff counter is decremented by three units.
Finally, in the last contention round, the two nodes collide, although
their access times do not coincide exactly. This is due to the required
channel sensing time 𝐶𝑆.

4.1.1. Per-node backoff process
Consider now the evolution of the backoff process of a tagged Wi-

Fi node 𝑤 at the end of a contention. We sequentially index the idle
backoff slots that follow our model time as slot 0, 1, … , 𝑀 , as well
as the channel holding time concluding each contention, as shown in
Fig. 2. The number of backoff idle slots in each contention is bounded
by the minimum value among the maximum contention time of each
node, i.e., 𝑀 = min{𝐶𝑊𝑤, 𝐶𝑊𝑛 + ⌈𝛥𝑠⌉ − 1}. Assume that we know
the probability 𝑇𝑤(𝑖) that any other node starts its first transmission
attempt in the 𝑖th slot. We remark that each transmission attempt is
not in general synchronized to the start of a new backoff slot, because
of the gap interval employed by NR-U nodes. For example, in the
last contention round illustrated in Fig. 2, the NR-U node starts its
transmission after 4.3 idle slots from the end of the previous channel
holding time (i.e., within the slot numbered as 4, but not exactly at the
start of such a slot).

For Wi-Fi nodes, we can characterize the steady-state backoff prob-
ability 𝐵𝑤(𝑗) to have a backoff counter equal to 𝑗 as follows:

𝐵𝑤(𝑗) =
𝐶𝑊𝑤−𝑗
∑

𝑟=1
𝐵𝑤(𝑗 + 𝑟) ⋅ 𝑇𝑤(𝑟 − 1)+

1
𝐶𝑊𝑤

⋅
𝐶𝑊𝑤
∑

𝑟=0
𝐵𝑤(𝑟) ⋅

[

1 −
𝑟−1
∑

𝑙=0
𝑇𝑤(𝑙)

]

.

(3)

ote that if 0 is the randomly chosen backoff (𝑟 = 0), then the last
ummation of 𝑇𝑤(𝑙) in (3) is evaluated as 0.

At the end of a new contention round, the backoff counter of the
agged node 𝑤 may be equal to 𝑗 for two different reasons:

• it has been decremented to 𝑗 starting from a greater value 𝑗 + 𝑟
(with 𝑟 ∈ {1, 2,… , 𝐶𝑊𝑤− 𝑗}), because a transmission attempt has
been performed by other nodes in the 𝑟 − 1 slot;

• it has been randomly set to a new value equal to 𝑗 right after a
transmission attempt performed by the tagged node.

ote that the expiration of a generic backoff counter equal to 𝑟 occurs
hen no other node transmits in the consecutive slots numbered from
to 𝑟 − 1. This happens with probability 1 −

∑𝑟−1
𝑙=0 𝑇𝑤(𝑙).

For NR-U nodes, at each contention round, the backoff process
s resumed only after the expiration of the gap interval. Therefore,
ssuming we know the 𝑇𝑛(𝑖) probability that a tagged NR-U node 𝑛
ees a transmission performed by other nodes within the 𝑖th slot, the
ackoff counter is updated only when 𝑖 is greater than 𝛽 . Let 𝐺(𝑖) be
𝑛
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he probability that the random gap is in the interval between 𝑖 and
+ 1 backoff slots, with 𝑖 ∈ {0, 1,… , ⌈𝛥𝑠⌉ − 1}. In other words, we
pproximate such a probability with a uniform discrete distribution,
hose generic value 𝐺(𝑖) is equal to 1∕⌈𝛥𝑠⌉. Let 𝑍𝑛(𝑟) be the probability

distribution of the difference between the number of backoff slots in
the current contention round and the gap. Such a probability can be
expressed as the convolution between 𝑇𝑛(.) and 𝐺(.). With abuse of
notation, we extend the definition of 𝑇𝑛(𝑖) by setting 𝑇𝑛(𝑖) = 0 for 𝑖 < 0.
We can then express 𝑍𝑛(𝑟) as ∑

⌈𝛥𝑠⌉−1
𝑙=0 𝑇𝑛(𝑟 + 𝑙)∕⌈𝛥𝑠⌉, with 𝑟 ∈ {−⌈𝛥𝑠⌉ +

,… , 𝐶𝑊𝑛}. The backoff evolution process can be characterized as

𝐵𝑛(𝑗) = 𝐵𝑛(𝑗) ⋅
0
∑

𝑟=−⌈𝛥𝑠⌉
𝑍𝑛(𝑟 − 1)+

𝐶𝑊𝑛−𝑗
∑

𝑟=1
𝐵𝑛(𝑗 + 𝑟) ⋅𝑍𝑛(𝑟 − 1)+

1
𝐶𝑊𝑛

⋅
𝐶𝑊𝑛
∑

𝑟=0
𝐵𝑛(𝑟) ⋅

[

1 −
𝑟−1
∑

𝑙=0
𝑍𝑛(𝑙)

]

.

(4)

t the end of each contention round, the backoff counter of the tagged
R-U node 𝑛 may be equal to 𝑗 for three different reasons:

• it is equal to the previous contention value, because other nodes
transmit before the gap expiration and the backoff process is not
resumed;

• it has been decremented to 𝑗 starting from a greater value 𝑗 + 𝑟
because a transmission attempt was performed by other nodes
after 𝑟 slots from the gap expiration;

• it has been randomly set to a value equal to 𝑗 after the backoff
counter of the tagged node was resumed and decremented to zero.

.1.2. Contention idle time
The medium access process can be characterized as a function of

he backoff probability distributions of the contending nodes. In case
ll nodes belonging to the same technology employ the same constant
W value, they will result in the same backoff distribution (𝐵𝑤(.) or
𝑛(.)).

In each contention round, the probability 𝑄(𝑖) to observe at least 𝑖
dle slots is given by the probability that all Wi-Fi nodes have a backoff
ounter greater than 𝑖, and all NR-U nodes have the sum of the gap
nterval and backoff counter greater than 𝑖. With abuse of notation,
et 𝐵𝑛(𝑙) = 0 for 𝑙 < 0, and let 𝐸𝑛(𝑟) =

∑
⌈𝛥𝑠⌉−1
𝑙=0 𝐵𝑛(𝑟 − 𝑙)∕⌈𝛥𝑠⌉ be the

robability that the sum between the gap interval and the NR-U backoff
ounter expires within slot 𝑟. It follows that

(𝑖) =

(𝐶𝑊𝑤
∑

𝑗=𝑖+1
𝐵𝑤(𝑗)

)𝑁𝑊

⋅

(𝐶𝑊𝑤
∑

𝑗=𝑖+1
𝐸𝑛(𝑗)

)𝑁𝑁

. (5)

he probability 𝑄ℎ(𝑖) that a generic node ℎ observes at least 𝑖 idle
lots in a contention round can be obtained similarly to the previous
xpression, but removing the tagged node from the set of contending
odes:

ℎ(𝑖) =

(𝐶𝑊𝑤
∑

𝑗=𝑖+1
𝐵𝑤(𝑗)

)𝑁𝑊 −(ℎ==𝑤)

⋅

(𝐶𝑊𝑤
∑

𝑗=𝑖+1
𝐸𝑛(𝑗)

)𝑁𝑁−(ℎ==𝑛)

. (6)

here (ℎ == 𝑤) and (ℎ == 𝑛) are Boolean values, which are equal to
when the node uses, respectively, Wi-Fi or NR-U technology. We can

ow express the probability 𝑇ℎ(𝑖) to have a transmission within the 𝑖th
ackoff slot as:

ℎ(𝑖) = 𝑄ℎ(𝑖) −𝑄ℎ(𝑖 + 1). (7)

he system of Eqs. (3), (4), (6), and (7) define 𝐵𝑤(.) and 𝐵𝑛(.) as a
unction of 𝑇ℎ(.), and 𝑇ℎ(.) as a function of 𝐵𝑤(.) and 𝐵𝑛(.). It can then be
olved iteratively by means of fixed point iterations. More specifically,
he solution is obtained as follows.

Starting from an initial assumption on 𝐵𝑛(.) and 𝐵𝑤(.) distributions,
e can readily compute the quantities in (6) and (7). These quantities
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are in turn used to update the backoff distributions according to (3) and
(4). The backoff distributions are normalized before computing again
the idle time distributions 𝑄𝑛(.) and 𝑄𝑤(.), as well as the aggregated
behavior of other transmission attempts 𝑇ℎ(.). This cycle is repeated
until the maximum difference between the probability distributions
found in two different iterations is lower than a convergence threshold
(set to 0.001 in our implementation).

4.1.3. Performance figures
We focus on the derivation of the probability 𝑃𝑆𝑤 (or 𝑃𝑆𝑛) that a

Wi-Fi (or NR-U) node successfully transmits in a contention round. We
are particularly interested in the analysis of the channel shares obtained
by each technology; moreover, the absolute throughput experienced
by each node employing a generic technology ℎ = 𝑤, 𝑛 can be easily
expressed as a function of its success probability (𝑃𝑆ℎ), as discussed
next. A transmission attempt is successful if a tagged node transmits
during the 𝑟th slot inside the contention round, while all other nodes
are scheduled to transmit after the occurrence of such a slot. Therefore,
we can express:

𝑃𝑆𝑤 =
𝐶𝑊𝑤
∑

𝑟=0
𝐵𝑤(𝑟)𝑄𝑤(𝑟 + 1), (8)

𝑃𝑆𝑛 =
𝐶𝑊𝑛+⌈𝛥𝑠⌉−1

∑

𝑟=0
𝐸𝑛(𝑟)𝑄𝑛(𝑟 + 1). (9)

We can also derive the average number 𝐸[𝑥] of idle backoff slots in
each contention as:

𝐸[𝑥] =
min{𝐶𝑊ℎ ,𝐶𝑊𝑛+⌈𝛥𝑠⌉−1}

∑

𝑖=0
𝑖 ⋅ [𝑄(𝑖) −𝑄(𝑖 + 1)]. (10)

The normalized airtime of a given technology is then immediately
achievable as:

𝐴𝐻 = 𝑁𝐻 ⋅
𝑃𝑆ℎ ⋅ 𝐿ℎ

𝐸[𝑥] ⋅ 𝜎 + 𝐸[𝐿]
, (11)

where 𝐻 is the technology (Wi-Fi or NR-U), 𝐿ℎ is the single trans-
mission duration of a node of technology 𝐻 and 𝐸[𝐿] is the average
transmission duration over each transmission attempt. For NR-U, 𝐿𝑁
is simply the transmission duration, while for Wi-Fi, 𝐿𝑊 includes the
transmission duration of a DATA frame, one SIFS period, and the
transmission duration of an ACK frame. Under the assumption that all
collisions last 𝐿𝑁 (the transmission duration of a Wi-Fi DATA frame,
equal in length to an NR-U transmission), it follows that 𝐸[𝐿] can be
computed as:

𝐸[𝐿] = 𝑁𝑊 ⋅ 𝑃𝑆𝑤 ⋅ 𝐿𝑊 +𝑁𝑁 ⋅ (1 − 𝑃𝑆𝑤) ⋅ 𝐿𝑁 . (12)

4.2. Simulation model

Since the available network simulators lack an implementation of
the gap-based approach, we developed our own Monte Carlo simulator
of the channel access described in Section 3. We use the simulator to
validate the correctness of the analytical model described in Section 4.1
and to generate training data for the regression model described in
Section 6. The correctness of the simulator was verified by experiments
(cf. Section 5.4).

Following the same assumptions as for the analytical model (no
hidden nodes, network saturation, downlink traffic), we design the
simulator to iterate over consecutive contention rounds (Fig. 2). Each
contention round begins after a transmission on the channel completes
and consists of:

• a waiting period — needed to resolve the contention, it comprises
AIFS, backoff, and gap periods.

• a transmission period (channel holding time) — the node or
nodes which won the contention in the waiting period begin their
transmissions.
180
Table 1
Default simulation parameters.

Parameter Value

Operation band 5 GHz
Wi-Fi CWmin, CWmax 15, 63
NR-U CWmin, CWmax 15, 63
Wi-Fi transmission duration 2 ms
NR-U transmission duration 2 ms
NR-U synchronization slot duration 1000 μs

The duration of the contention rounds is variable, depending on the
chosen backoff, data transmission duration, etc. For Wi-Fi, the trans-
mission period excludes the time required for transmitting an acknowl-
edgment (ACK) frame (if a single node won the contention). For NR-U,
we assume out-of-band signaling, i.e., that ACKs are transmitted on the
licensed channel.

The simulator logic determines which nodes win the contention by
calculating the Wi-Fi nodes that have the lowest backoff value and the
NR-U nodes that have the lowest backoff and gap value. Next, if the
set of nodes that are determined to have won the contention consists
of a single node, we consider this a successful transmission. Otherwise,
there is a collision. Furthermore, the simulator implements the channel
access rules described in Section 3 including channel access parameters,
backoff countdown, CW doubling, etc.

Table 1 provides the default simulation parameters (the RS method
is straightforward and has no configurable parameters). Once a suf-
ficiently large number (105) of contention rounds have elapsed, the
simulation ends. The 95% confidence intervals were too small to be
displayed.

We measure the following performance metrics:

• normalized airtime 𝐴 — the total channel occupancy time (in-
cluding ACKs for Wi-Fi and RS for NR-U, if used) related to
successful transmissions of either technologies, normalized to the
total simulation time,

• fairness — measured using Jain’s fairness index calculated either
over the normalized airtime of each node (simulation model)
or over the per-technology average per-node normalized airtime
(analytical model),

• joint airtime-fairness 𝐹 — our proposed metric which takes
into account both high channel utilization as well as fairness
in channel access, calculated as the product of the aggregate
normalized airtime of all nodes and the fairness.

5. Observations regarding improving NR-U DL performance

Using the analytical model of Section 4.1 and the simulation model
of Section 4.2, we investigate the performance of NR-U and Wi-Fi in a
coexistence scenario (configured as described in Table 1) by answering
several research questions in the following subsections.

5.1. NR-u synchronization

The first question we posit is: should NR-U nodes (gNBs) remain
synchronized when operating on a common shared channel? If all
contending gNBs are synchronized in the time domain, e.g., through
GPS, then their synchronization slot boundaries start at the same time.
Since the gNBs do not use a reservation signal, they will initiate a
transmission exactly at the start of their slot boundary. Thus, they
are destined to collide. This is corroborated by the results in Fig. 3,
where we compare fully synchronized gNBs with desynchronized gNBs
(i.e., with randomly offset synchronization slots). The results lead us to
formulate the following:

Observation 1. NR-U gNBs contending in shared channels should be
desynchronized.
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Fig. 3. Simulation results of the impact of gNB synchronization on NR-U performance
under coexistence with Wi-Fi.

Fig. 4. Impact of disabling backoff at gNBs on NR-U performance under coexistence
with Wi-Fi. Solid lines represent analytical model results, points — simulation results.

5.2. Backoff settings of NR-U gNBs

If gNBs are desynchronized (i.e., their slot boundaries start at dif-
ferent times), their transmissions will not be initiated simultaneously.
Additionally, they will experience different gap periods in each con-
tention. These two factors render the backoff countdown of LBT un-
necessary, as it no longer serves its purpose when the synchronization
slot duration is large (1000 μs). We tested this hypothesis by disabling
backoff for gNBs (setting CWmin = CWmax = 0). Our results (Fig. 4)
confirm that this leads to another improvement in terms of NR-U
airtime share.

Observation 2. Backoff can be disabled for gap-based channel access if
the synchronization slot duration is sufficiently large.

5.3. Equalizing per-technology airtime

Observations 1 and 2 (desynchronizing gNBs and disabling backoff,
espectively) have so far provided an improvement in NR-U airtime,
ut it is still an order of magnitude lower than that of Wi-Fi. This is
ecause both technologies have unequal delay in accessing the channel:
a) Wi-Fi nodes wait for AIFS and the backoff time, (b) NR-U nodes wait
or AIFS and a gap time distributed between 0 and the synchronization
lot duration, and (c) backoff times are much shorter for Wi-Fi than gap
eriods for NR-U under the standard parameter set. Furthermore, it is
ell known that under saturation, appropriately selected constant CWs
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Fig. 5. Example of achieving equal airtime distribution between Wi-Fi and NR-U by
equalizing the delay in channel access for 𝑁𝑊 = 𝑁𝑁 = 2 (assuming a fixed 𝐶𝑊𝑁 = 0).
Solid lines represent analytical model results, points — simulation results.

(adjusted to the number of coexisting nodes) can improve performance
by avoiding unnecessary collisions [55] while misconfigured CW values
lead to unfairness [56]. The analytical and simulation results presented
in Fig. 5 provide an example supporting the following:

Observation 3. It is possible to achieve a fair airtime distribution between
Wi-Fi and NR-U by finding the optimal CW settings for both technologies.

The optimal CW settings can be found using the analytical model
of Section 4.1, which can compute the probability to win a con-
tention round and the airtime of each contending node as a func-
tion of the contention parameters employed by the coexisting Wi-Fi
and NR-U technologies, the synchronization slot of NR-U nodes, and
the number of contending nodes belonging to each technology. Let
𝑓 (𝐶𝑊𝑊 , 𝐶𝑊𝑁 , 𝛥𝑠, 𝑁𝑊 , 𝑁𝑁 ) be the model function, whose outputs are
𝑃𝑆𝑊 , 𝐴𝑊 , 𝑃𝑆𝑁 and 𝐴𝑁 . Although the function cannot be inverted
in a closed form, it is possible to apply a numerical inversion method
for adjusting the CW value of a node employing a given technology
to achieve a desired airtime. For example, assuming the 𝐶𝑊𝑁 value
if fixed, it is possible to find the 𝐶𝑊𝑊 value which leads to the
equalization of airtimes for all contending nodes. Starting from a given
𝐶𝑊𝑊 (𝑛) value at step 𝑛, considering the relative error on airtimes as
a cost function to be set to zero, we can adjust the CW value of Wi-Fi
nodes as:

𝐶𝑊𝑊 (𝑛 + 1) = 𝐶𝑊𝑊 (𝑛) −
⌈

𝐴𝑁 (𝑛) − 𝐴𝑊 (𝑛)
𝐴𝑊 (𝑛)

⋅ 𝐼
⌉

, (13)

here 𝐼 is the iteration step (set in our implementation to 64). Exem-
lary results of this type of CW tuning are shown in Fig. 6 for 𝑁𝑊 =
𝑁 = 2. Interestingly, the joint airtime-fairness 𝐹 is maximized for

everal CW pair values. Therefore, there are no universal CW settings.
Alternatively, simulation or analytical training data can be gathered

nd a regression model can be used to predict Wi-Fi/NR-U CW settings
esulting in a high 𝐹 , as later described in Section 6.

.4. Comparison with RS-based channel access

Observations 1–3 have provided us with a configuration profile
or Wi-Fi and NR-U, where the latter uses gap-based channel access.
ow does this profile compare with the case where gNBs use RS-
ased access? We use the joint airtime-fairness metric, introduced in
ection 4.2, to compare the following channel access schemes for NR-U:

• reservation signal— gNBs use standard settings and an RS signal
prior to transmission,
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Fig. 6. Maximizing joint airtime-fairness 𝐹 with different (𝐶𝑊𝑊 , 𝐶𝑊𝑁 ) pairs for
𝑁𝑊 = 𝑁𝑁 = 2: several pair values lead to similar performance.

Fig. 7. Simulation results comparing the joint airtime-fairness metric under available
channel access approaches: (a) reservation signal (NR-U uses RSs prior to transmission),
(b) gap (gNBs do not use RSs, they are desynchronized and backoff is disabled), (c)
Wi-Fi CW is optimized (NR-U uses gap settings), (d) both Wi-Fi and NR-U CWs are
optimized.

• gap — gNBs operate under Observations 1 and 2 (desynchro-
nized, backoff disabled) and wait a gap period prior to transmis-
sion,

• gap with optimal Wi-Fi CW — gNBs use gap settings but the
Wi-Fi CW is optimized for equal channel access,

• gap with optimal CWs — gNBs use gap settings and both Wi-Fi
and NR-U CWs are optimized.

ig. 7 presents the simulation results for four different configurations
f competing APs and gNBs. The reservation signal approach is the
aseline (it also corresponds to the case where Wi-Fi is contending
ith other Wi-Fi nodes). If gNBs switch from RS to a gap-based ap-
roach, the overall network performance is worse (and would be even
orse if these nodes were synchronized and used backoff). Fortunately,
qualizing the channel access delay by optimizing Wi-Fi’s CW settings is
nough to considerably improve the performance and surpass even the
aseline. Finally, optimizing both Wi-Fi’s and NR-U’s CW settings leads
o an additional improvement. This improvement, however, is minor:
R-U performance is mostly affected by the gap period and, if gNBs are
esynchronized, adding a (relatively small) backoff does not provide a
eaningful advantage.

In general, optimizing CW leads to values higher than the standard
Wmin and this may lead to unwanted increased delay. We measured
he channel access delay, defined as the time between the instant a node
egins contending for channel access (for a given Wi-Fi data frame or
R-U subframes) and the instant it starts the transmission (or the frame
 𝐶
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Fig. 8. Comparison of simulation and testbed results.

is dropped). Simulations confirmed (results not shown due to the lack
of space) that despite the higher CW values, the channel access delay
was always lower than the baseline, on account of the reduced collision
rate.

Observation 4. The airtime fairness solution arrived at by CW tuning is
better in terms of network performance for both Wi-Fi and NR-U than in
the case of NR-U using reservation signals.

We confirmed this observation in our testbed which consists of
Wireless open-Access Research Platform (WARP) software defined ra-
dios (SDRs). The WARPs are based on field-programmable gate array
(FPGA) circuits to exploit both PHY and MAC layer programmability.
For Wi-Fi, we used an existing implementation and for NR-U, we imple-
mented its PHY and MAC operation as shown in [10]. At the PHY layer,
the Wi-Fi nodes used appropriate transmission rate and frame length
settings to achieve a data transmission duration of 2 ms whereas for NR-
U we were able to set the transmission duration directly. We used five
WARPs, placed in near proximity, to set up the over-the-air validation
scenario: two Wi-Fi links composed of a receiver and two transmitters,
and two NR-U transmitters. All parameters were configured to replicate
the simulation scenario. Fig. 8 presents an airtime metric for both
Wi-Fi and NR-U for the two extreme synchronization slots available
for NR-U in the 5 GHz band (250 and 1000 μs) and for two CW
settings (default and optimal). The airtime metric is the normalized
channel occupancy time, defined as all the time nodes using a given
channel access method are transmitting (regardless of whether the
transmission ended successfully or in a collision) normalized to the total
time. Therefore, in this figure, for both simulations and experiments,
the metrics include all transmission attempts, i.e., both successful and
collided transmissions, which means that it can exceed a value of
one. Recall that for NR-U collisions are handled in the licensed bands
and it is not always possible to distinguish collisions from successful
transmissions while analyzing the unlicensed channel. The presented
results both validate the simulation model and show that under optimal
CW values the airtime fairness is improved.

5.5. Universal static CW settings

Encouraged by the fact that joint airtime-fairness 𝐹 can be max-
mized for different CW pair values (cf. Fig. 6) we looked for static
W settings (CWmin = CWmax) for both technologies that could be
onsidered universal, i.e., exhibiting high performance in a wide range
f cases. We used the analytical model of Section 4.1 to generate
erformance metrics for all combinations of 𝑁𝑊 , 𝑁𝑁 ∈ {1, 5, 10, 15, 20},

𝑊𝑊 ∈ {32,… , 1024}, and 𝐶𝑊𝑁 ∈ {0,… , 64}. Then, we sorted the
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Fig. 9. Box plots of joint airtime-fairness 𝐹 (top) and normalized aggregate airtime 𝐴
(bottom) for a varying number of Wi-Fi and NR-U nodes under two different 𝛥 settings
(250 μs and 1000 μs) and three CW settings: (1) – standard CW settings for Wi-Fi and
NR-U, (2) – standard CW settings for Wi-Fi and backoff disabled for NR-U, (3) – the
universal static settings described in Section 5.5.

(𝐶𝑊𝑊 , 𝐶𝑊𝑁 ) pairs by their 𝐹 (averaged over all (𝑁𝑊 , 𝑁𝑁 ) combina-
tions) and selected those with the highest values:

• 𝐶𝑊𝑊 = 319 and 𝐶𝑊𝑁 = 59 for 𝛥 = 250 μs,
• 𝐶𝑊𝑊 = 415 and 𝐶𝑊𝑁 = 19 for 𝛥 = 1000 μs.

In Fig. 9, we compare the results for three different configurations:
(1) standard CW settings for both Wi-Fi and NR-U, (2) standard CW
settings for Wi-Fi and backoff turned off for NR-U, and (3) universal
static CWS for the following settings: 𝛥 ∈ {250, 1000} μs, 𝐿 = 2100 μs.3
The boxes represent the summary of the set of data gathered for a
varying number of Wi-Fi and NR-U nodes: 𝑁𝑊 , 𝑁𝑁 ∈ {1, 2,… , 20}. This
means that for each box (configuration setting) there were from 2 to 40
nodes transmitting in the network.

For the first configuration, we observe high unfairness in channel
access (as discussed in Section 5 and shown in Fig. 3). For the second
configuration, the joint airtime-fairness (𝐹 ) improved, however for
large 𝛥 it is still unsatisfactory (as discussed in Section 5 and shown
in Fig. 4). For the last configuration, both 𝐹 and normalized aggregate
throughput (𝐴) improved, however, there are several outliers.

Observation 5. There is no one-size-fits-all CW setting for coexisting Wi-Fi
and NR-U networks.

Since simulations for finding the optimal CW settings for given con-
ditions are time-consuming, in the next section, we demonstrate how
a regression model can be used to derive the CW/NR-U parameters,
resulting in satisfactory airtime-fairness.

6. Regression model for Wi-Fi/NR-U CW predictions

We have developed a multi-input multi-output regression model
for coexisting Wi-Fi and NR-U nodes to predict CW settings resulting
in fair channel access under DL transmissions. We used LSTM (Long
Short-Term Memory) network-based machine learning, which was suc-
cessfully applied in the past, e.g., for interference prediction in IoT
networks [57].

6.1. Model definition and training

First, we used factorial optimization to find the MAC parameters
that impact the quality of Wi-Fi/NR-U coexistence. As a result, the
following input parameters were considered: the number of Wi-Fi nodes
(𝑁𝑊 ), the number of NR-U nodes (𝑁𝑁 ),4 the synchronization period

3 For 𝐿 = 6000 μs the results and conclusions were similar.
4 In a practical setting, the values of 𝑁𝑊 and 𝑁𝑁 can be estimated,

e.g., using machine learning with centralized [58] or distributed network mon-
itoring [59], and then exchanged through a centralized controller employing
software-defined networking principles [60].
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Table 2
Settings of the test configurations.

No. 𝑁𝑊 𝑁𝑁 𝛥 𝐿 No. 𝑁𝑊 𝑁𝑁 𝛥 𝐿

1 2 2 250 2.1 13 2 2 250 6
2 2 2 1000 2.1 14 2 2 1000 6
3 2 3 250 2.1 15 2 3 250 6
4 2 3 1000 2.1 16 2 3 1000 6
5 12 2 250 2.1 17 12 2 250 6
6 12 2 1000 2.1 18 12 2 1000 6
7 12 3 250 2.1 19 12 3 250 6
8 12 3 1000 2.1 20 12 3 1000 6
9 24 2 250 2.1 21 24 2 250 6
10 24 2 1000 2.1 22 24 2 1000 6
11 24 3 250 2.1 23 24 3 250 6
12 24 3 1000 2.1 24 24 3 1000 6

length (𝛥), and the transmission duration (𝐿). Additionally, 𝐶𝑊𝑊 and
𝐶𝑊𝑁 were selected as output parameters. Then, we gathered 40,800
samples (from both the analytical model described in Section 4.1
and the simulator described in Section 4.2) for the following settings:
𝑁𝑊 , 𝑁𝑁 ∈ {1, 5, 10, 15, 20}, 𝐶𝑊𝑊 ∈ {31, 63,… , 511, 575,… , 1023} (24
settings in total), 𝐶𝑊𝑁 ∈ {0, 3, 7, 11,… , 63} (17 settings in total), 𝛥 ∈
{250, 1000} μs, 𝐿 ∈ {2.1, 6} ms. Finally, we pruned the training data
to the 10 best samples for each training configuration. This way, we
obtained 1,000 final samples for LSTM model training. The first 500
samples represent the results for 𝐿 = 2.1 ms, the latter ones represent
the results for 𝐿 = 6 ms.

Next, we implemented a sequential model composed of an LSTM
input layer with a Rectified Linear Unit (ReLU) activation function,
a dense output layer with a linear activation function, and an Adam
optimizer with a mean absolute error (MAE) loss function. The model
was implemented using Python and Keras. Then, using grid search,
we found the following hyper-parameters: epochs=500, batch size=20,
units=500, dropout rate=0.5. This allowed to successfully fit the model
to both the training data gathered from the simulator and from the
analytical model.

6.2. Testing the regression model

We tested the implemented regression model using the 24 config-
urations given in Table 2. The CW values predicted by the regression
model trained with either analytical (pred-mod) or simulation (pred-sim)
data are presented in Table 3. It can be noticed that for the increasing
length of 𝛥—the 𝐶𝑊𝑊 size increases. This is a result of the impact of 𝛥
on the probability of NR-U transmission—with larger 𝛥 this probability
decreases because NR-U nodes need to wait longer for the beginning
of the synchronization slot boundary. Additionally, the size of 𝐶𝑊𝑁
is always smaller than the size of 𝐶𝑊𝑊 , because the gap mechanism
serves as a partial backoff, as discussed in Section 5, to increase the
probability of successful NR-U transmissions.

Additionally, in Fig. 10 for each test configuration, we compare
three metrics (per-node throughput, normalized airtime 𝐴, and joint
airtime-fairness 𝐹 ) obtained with (i) the CW settings predicted by the
model trained with the analytical data (given in Table 3 as ‘‘Pred-
mod’’), (ii) the CW settings predicted by the model trained with the
simulation data (given in Table 3 as ‘‘Pred-sim’’), (iii) the best CW
settings tuned by the analytical model (given in Table 3 as ‘‘Tuned’’),
and (iv) the best CW settings found by our simulation campaign (given
in Table 3 as ‘‘Simulated’’) which resulted with the maximum values
for each of the test scenarios. All results are very close to each other.

In some cases, the predicted CW settings differ from the simu-
lated/tuned ones. One of the reasons is that the simulation campaign
did not cover all possible CW sizes (since this would be too time-
consuming) and for some test scenarios it provided satisfactory, al-
though sub-optimal results. Additionally, the model measured fairness
using Jain’s fairness index calculated over the per-technology average
per-node normalized airtime, and not the normalized airtime of each
node used by the simulator.
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Table 3
Optimal CW values found using different methods: predicted by the regression model, tuned using the analytical model of Section 4.1, found as having highest airtime-fairness 𝐹
sing the simulator of Section 4.2. The first column represents the test configuration number.
No. Pred-mod Pred-sim Tuned Simulated No. Pred-mod Pred-sim Tuned Simulated

𝐶𝑊𝑊 𝐶𝑊𝑁 𝐶𝑊𝑊 𝐶𝑊𝑁 𝐶𝑊𝑊 𝐶𝑊𝑁 𝐶𝑊𝑊 𝐶𝑊𝑁 𝐶𝑊𝑊 𝐶𝑊𝑁 𝐶𝑊𝑊 𝐶𝑊𝑁 𝐶𝑊𝑊 𝐶𝑊𝑁 𝐶𝑊𝑊 𝐶𝑊𝑁

1 108 6 92 18 63 7 63 7 13 118 35 95 17 127 47 127 31
2 186 28 202 7 159 0 191 3 14 248 19 202 9 191 3 159 0
3 121 30 106 19 95 19 63 0 15 131 37 108 18 159 63 127 27
4 198 7 213 7 191 0 191 0 16 262 20 213 9 191 0 191 3
5 228 44 211 39 255 63 223 55 17 215 36 181 24 255 63 255 63
6 308 19 301 15 287 7 255 3 18 438 36 452 35 511 55 479 39
7 239 45 224 40 255 63 255 55 19 224 37 191 25 255 63 287 63
8 329 20 309 14 319 11 255 3 20 458 38 472 36 511 47 511 43
9 308 51 319 50 319 63 351 63 21 281 42 267 31 319 63 383 63
10 506 31 491 26 574 39 575 31 22 580 41 694 53 702 63 703 55
11 317 52 338 50 319 63 383 63 23 290 43 284 32 351 63 383 63
12 531 33 506 26 574 39 639 39 24 600 42 713 53 702 59 767 63
Fig. 10. Comparison of results for CWs predicted by the proposed regression model
rained with simulation (pred-sim) and analytical data (pred-mod), tuned using the

analytical model (mod), and with the maximum test results (sim) for 𝐿 = 6 ms.

6.3. Comparison with legacy operation

In Fig. 11, we compare three metrics (per-node throughput, nor-
malized airtime 𝐴, and joint airtime-fairness 𝐹 ) obtained using the
predicted (pred) and tuned (mod) CW settings with the legacy oper-
ation of both Wi-Fi and NR-U (base), i.e., when 𝐶min

𝑊 = 𝐶min
𝑁 = 15 and

max
𝑊 = 𝐶max

𝑁 = 63. The results confirm the findings from Section 4.2.
he proposed approach greatly improves airtime-fairness in channel
ccess for coexisting Wi-Fi and NR-U networks of different size, i.e., the
R-U nodes are no longer outperformed by the Wi-Fi nodes and the 𝐴
alues are higher than for legacy operation. The highest gain in terms
f 𝐴 is observed for a large disproportion in the number of coexisting
i-Fi and NR-U nodes. For most configurations 𝐹 ≈ 0.9 for both the

rediction-based and model-based approaches.
184
Fig. 11. Comparison of results for CWs predicted by the regression model trained with
simulation (pred-sim) and analytical (pred-mod) data, tuned using the analytical model
(mod), and with legacy operation (base) for 𝐿 = 6 ms.

Interestingly, for a low number of contending nodes (2, 3 nodes per
technology), especially in the case of the larger synchronization period
(𝛥 = 1 ms) and shorter data frames (𝐿 = 2.1 ms), the operation of Wi-Fi
and NR-U technologies does not equalize (cf. configurations 2 and 4
in Fig. 11(a)). This is because for learning we chose samples with the
highest 𝐹 , which is a compromise between fairness in channel access
and high channel utilization.

7. Uplink considerations

Hitherto, we have considered only downlink transmissions. In this
section, we shift our focus to uplink transmissions. First, we consider
Wi-Fi using legacy access (all Wi-Fi stations contend for channel ac-
cess). We discuss updates to the analytical and simulation models.
Then, we conduct a performance analysis to see whether our previous
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Fig. 12. Layout of 3GPP indoor scenario used for evaluating uplink performance.

Table 4
Uplink simulation parameters.

Parameter Value

Operation band 5 GHz
Wi-Fi AP CWmin, CWmax 15, 63
Wi-Fi station CWmin, CWmax 15, 1023
NR-U CWmin, CWmax 15, 63
Wi-Fi transmission duration (w/o ACK) 2 ms
NR-U transmission duration 2 ms
NR-U synchronization slot duration 1000 μs
TUA trigger frame (TF) duration 135 μs
TUA MS-BACK duration 487 μs
No. of Wi-Fi APs 4
No. of NR-U gNBs 4

observations still hold. Finding that they do not, we then proceed to
analyze the case when Wi-Fi uses TUA (i.e., when only APs contend
and schedule all Wi-Fi transmissions).

7.1. Wi-Fi using legacy access

We have updated both the analytical (Section 4.1) and simulation
(Section 4.2) models to reflect the following considerations. Instead
of downlink transmissions, we only have uplink transmissions in the
network. In such a case, Wi-Fi stations can be directly involved in
the contention process by independently attempting a channel trans-
mission. Meanwhile, we assume that NR-U stations (user equipment,
UEs) can access the channel only within a gNB-initiated frame transmis-
sion [42], therefore only gNBs contend for channel access with Wi-Fi
stations. If 𝑁𝑔𝑁𝐵 is the number of gNBs, 𝑁𝐴𝑃 — the number of Wi-Fi
APs, and 𝑁𝑆𝑇𝐴 — the number of stations associated to each Wi-Fi cell,
the total number of NR-U contending nodes becomes

𝑁𝑁 = 𝑁𝑔𝑁𝐵 (14)

and the total number of Wi-Fi contending nodes becomes

𝑁𝑊 = 𝑁𝐴𝑃 ⋅𝑁𝑆𝑇𝐴. (15)

The derivation of the backoff distributions and per-node success
probabilities can follow the same approach as in the downlink scenario
(Section 4.1), with the only difference that each Wi-Fi contending
node 𝑤 now represents a single Wi-Fi station, rather than a Wi-Fi AP.
Additionally, we define a new performance metric: per-cell fairness,
calculated over the normalized airtime of all nodes within each cell
(Wi-Fi or NR-U).

In the following, we consider the 3GPP indoor scenario from 3GPP
TR 36.889 under the assumption that there are no hidden nodes and
that the radio channel does not introduce errors (Fig. 12, Table 4).
There are four Wi-Fi cells (four APs and their associated stations)
and four NR-U cells (four gNBs and their connected UEs). The num-
ber of uplink transmitting stations and UEs varies. Since NR-U uses
185
Fig. 13. Uplink performance of Wi-Fi and NR-U coexistence in the 3GPP indoor
scenario for default and optimal CW settings: (a) airtime, (b) per-cell fairness. Optimal
CW settings were found using the analytical model. Solid lines represent analytical
model results, points — simulation results.

gNB-initiated transmissions, the number of UEs does not impact our
metrics (aggregate and per-cell airtimes). Thus, the varying number of
transmitting Wi-Fi stations is our main input variable.

The results are presented in Fig. 13. For default CW settings, Wi-Fi
stations consume almost all available channel airtime. This is reflected
in the low per-cell fairness. The Wi-Fi airtime diminishes with the
increasing number of stations in each cell on account of the increased
collision rate, further reducing the low NR-U airtime share. We then
applied our approach of selecting static optimal CW values for both
Wi-Fi and NR-U with different CW settings for each network config-
uration. Using these optimal CW values allowed us to even out the
per-technology airtime and achieve fairness close to the optimum.
However, our approach is valid only up to a point: once there are
more than five stations in each Wi-Fi cell, fairness begins to drop. The
explanation for this behavior can be found by looking at the selected
optimal CW values: for 6 to 10 stations in each Wi-Fi cell, gNBs are
assigned a CW value of zero (the lowest possible), while Wi-Fi stations
— the maximum CW value of 1023. Hence, we have reached a limit of
CW optimization for the uplink direction.
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7.2. Wi-Fi using TUA

The solution to the limitations of CW optimization is to switch to
802.11ax’s TUA mode (which uses multi-user orthogonal frequency
division multiple access, MU OFDMA) for Wi-Fi uplink transmissions
when coexisting with NR-U. This means both technologies would use
channel access methods where the coordinator (AP or gNB) triggers up-
link transmissions. For Wi-Fi, this increases the signaling overhead by
adding a trigger frame before and an extended acknowledgment frame
after each data transmission. This is, however, offset by a decreased
collision duration when only Wi-Fi APs are involved in the collision.

For TUA, both the analytical (Section 4.1) and simulation (Sec-
tion 4.2) models need to be slightly extended. If Wi-Fi employs TUA
for uplink transmissions, the scenario is equivalent to the downlink
one, since only APs contend with gNBs to transmit their trigger frames.
Therefore, in both models we now have 𝑁𝑁 = 𝑁𝑔𝑁𝐵 and 𝑁𝑊 =
𝑁𝐴𝑃 and the Wi-Fi transmission duration now has to include the
trigger frame duration and have the ACK duration replaced with the
multi-station block acknowledgment (MS-BACK) duration:

𝐿𝑊 = TF + SIFS + DATA + SIFS + MS-BACK. (16)

In the simulation model, the collision duration now depends on the
type of transmitting stations. In particular, intra-Wi-Fi collisions are
shorter (of TF duration). Other collision durations remain the same as
before. Meanwhile, in the analytical model, for evaluating the average
duration of the contention round, we also have to differentiate between
collisions involving only Wi-Fi APs and all the other collisions. Indeed,
the time wasted in collision is equal to the longest frame transmitted
simultaneously on the channel. Such a time is equal to the trigger frame
when NR-U base stations are not involved in the collision. The total
percentage of contention rounds leading to a collision (𝑃𝐶) can be
easily computed as 𝑃𝐶 = 1 − 𝑁𝑊 ⋅ 𝑃𝑆𝑤 − 𝑁𝑁 ⋅ 𝑃𝑆𝑛. Meanwhile, the
ercentage of collisions limited to Wi-Fi stations requires extending the
revious analysis by considering the condition that NR-U stations do
ot transmit. In particular, we need to separately consider the factors
eading to the 𝑄ℎ(.) distribution. Let 𝑄𝑤

ℎ be the first factor (caused by
i-Fi stations) and 𝑄𝑛

ℎ be the second factor (caused by NR-U stations)
n (5), which we can specify for Wi-Fi stations as:

𝑤
𝑤(𝑖) =

(𝐶𝑊𝑤
∑

𝑗=𝑖+1
𝐵𝑤(𝑗)

)𝑁𝑊 −1

, (17)

𝑛
𝑤(𝑖) =

(𝐶𝑊𝑤
∑

𝑗=𝑖+1
𝐸𝑛(𝑗)

)𝑁𝑁

. (18)

The percentage of contention rounds 𝑇𝑋𝑤 limited to Wi-Fi stations, in
which NR-U gNBs do not attempt a transmission, can be expressed as:

𝑇𝑋𝑤 =
𝐶𝑊𝑤
∑

𝑖=0
[𝑄𝑤

𝑤(𝑖) −𝑄𝑤
𝑤(𝑖 + 1)] ⋅𝑄𝑛

𝑤(𝑖 + 1), (19)

where each term represents the probability that at least one Wi-Fi
station transmits in slot 𝑖 and all NR-U stations have a residual backoff
and gap time longer than slot 𝑖. In turn, the probability 𝑃𝑆𝑤|𝑇𝑋𝑤

that
a contention round involving only Wi-Fi stations results in a successful
Wi-Fi transmission can be derived as:

𝑃𝑆𝑤|𝑇𝑋𝑤
=

𝐶𝑊𝑤
∑

𝑟=0
𝐵𝑤(𝑟)𝑄𝑤

𝑤(𝑟 + 1). (20)

It follows that the total number of contention rounds 𝑃𝐶𝑤 resulting in
a collision limited to Wi-Fi stations is:

𝑃𝐶𝑤 = [1 −𝑁𝑊 ⋅
𝐶𝑊𝑤
∑

𝑟=0
𝐵𝑤(𝑟)𝑄𝑤

𝑤(𝑟 + 1)] ⋅ 𝑇𝑋𝑤. (21)

Under the assumption that 𝐿𝑁 is longer than 𝑇𝐹 , we can finally derive
𝐸[𝐿] as:

𝐸[𝐿] = 𝑁 ⋅ 𝑃𝑆 ⋅ 𝐿 + 𝑃𝐶 ⋅ 𝑇𝐹 +
𝑊 𝑤 𝑊 𝑤 t
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Fig. 14. TUA performance in uplink scenario. Optimal CW settings for the analytical
model and simulations were found using the respective tool. The 95% confidence
intervals where too small for graphical representation.

(1 −𝑁𝑊 ⋅ 𝑃𝑆𝑤 − 𝑃𝐶𝑤) ⋅ 𝐿𝑁 . (22)

The results in Fig. 14 confirm that, under default CW settings, Wi-Fi
ransmissions dominate the channel. Moving, however, from default to
ptimal CW settings allows both technologies to achieve a fair share of
he channel airtime. This conclusion is in line with a recent proposal
or both Wi-Fi and NR-U to use schedule-based uplink MU OFDMA as
mandatory channel access method in the new 6 GHz band [42]. The
roposal considered RS-based gNBs, while we extend this finding to
ap-based gNBs (albeit under optimized CW settings).

. Conclusions

Inspired by the growing interest in assuring coexistence fairness
etween random (e.g., Wi-Fi) and scheduled (e.g., LTE-LAA, NR-U)
ireless networks implementing LBT channel access, in this paper
e proposed a re-evaluation of the reservation-less gap mechanism.
e showed that by treating gap periods as a partial backoff, it is

ossible to preserve fairness in coexistence and to avoid the necessity
f implementing reservation signals in 5G networks.

Having developed both analytical and simulation models, we val-
dated them in a testbed to show the advantages of our proposed
pproach. Additionally, we have shown how the analytical model could
e used to tune the CW settings for Wi-Fi and NR-U. Furthermore,
e developed an LSTM-based regression model to show that it is
ossible to derive Wi-Fi/NR-U CW values resulting in satisfactory joint
airness-airtime coexistence in practice.

We have also observed that for downlink transmissions it is enough
o perform appropriate CW tuning to obtain high per-node and per-cell
airness. In the case of uplink transmissions, this is no longer possible,
ince it does not allow to compensate both collisions resulting from the
ncreasing number of nodes and the discrepancy between the channel
ccess mechanisms of Wi-Fi and NR-U. As a remedy to this problem, we
ropose to use triggered uplink access at the Wi-Fi side, combined with
he proposed CW tuning. We have shown that this approach provides
fair share of the channel airtime for both technologies.

Finally, we remark that the proposed approach is especially useful
or long synchronization periods (i.e., the lengths allowed for NR-U in
he 5 GHz band), since for short synchronization periods (symbol-based
cheduling) the behavior of Wi-Fi and NR-U converges [10]. However,
t remains to be seen whether such symbol-based scheduling can be
mplemented in practical NR-U deployments. As future work, we plan

o consider partially overlapping networks (with hidden nodes) as well
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as online learning frameworks [61]. We hope that the presented models
and the proposed solution can attract further research and influence
future generations of Wi-Fi and NR-U devices.
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