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Abstract

Vehicular Ad Hoc Networks (VANETs) are wireless communication networks that
connect moving vehicles and the supporting road infrastructure. This emerging
technology can transform the way cars and road infrastructure interact, improving
safety, efficiency, and quality of transportation. Despite the great potential offered
by VANETs, several challenges remain unresolved. Among these, one of the most
significant concerns the algorithms used for communication between nodes. Exist-
ing routing algorithms often struggle to adapt to the dynamic nature of VANETs,
resulting in inefficiency nodes communication.

In this work, we analyze the possibility of adopting a different communication
model from conventional routing algorithms: the Population Protocol model rep-
resents a viable alternative to the use of classical communication models. This
model represents an elegant formalism for dealing with the typical problems of
distributed systems. Although by its characteristics it completely satisfies the re-
quirements of vehicular networks, its use in a real-world context required solving
some problems related to the physical constraints that are considered in the the-
oretical model, which we solved by defining an appropriate 3-way communication
scheme.

The full power of PP can be exploited in the Event Detection and Dissemination
system proposed in this thesis. The proposed system is executed in the vehicular
network in a fully distributed fashion: it requires no network infrastructure and
no initialization phase. It adopts an Event Driven approach, in which components
react asynchronously to events that occur. Experimental results show the validity
of the system and how efficiently nodes are able to disseminate information within
the network.



Chapter 1

Introduction

In recent years, we have witnessed a real revolution in transportation systems,
which are now able to provide services that facilitate the driver’s experience, or
provide higher level of road safety. Among the most popular applications, we can
easily find the lane assist technology to avoid off-tracks, or the autonomous emer-
gency braking that causes the vehicle to slow down when approaching a hazard. All
of these services have been made possible by means of the sensors embedded into
today’s vehicles. Many automakers, such as Renault, Volvo, and Volkswagen, are
investigating the possibility of leveraging these sensors not only to improve con-
sumer’s experience of their products, but also to enable the deployment of a wide
variety of complex services in a broader domain, such as smart environments [35].
For example, vehicles in the proximity of an accident could capture and propagate
such information to alert about the presence of danger to all drivers traveling in
that direction. Another possible example is a set of vehicles that detect the pres-
ence of vehicular traffic, and broadcast this event to other entities in the network
to recommend better travel routes.

To accomplish these tasks, it is mandatory to leverage a network of intercon-
nected vehicles that collect and share information along their routes. This idea
resulted in the Vehicular Ad-hoc NETwork (VANET), a paradigm for which vehi-
cles are modeled as nodes in a highly variable and dynamic network in which they
communicate through short-range wireless technologies. In this context, commu-
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nications depend on the underlying infrastructure that VANETs can rely on, and
can be categorized as Vehicle-to-Infrastructure (V2I) or Vehicle-to-Vehicle (V2V).

VANETs are a special case of the more generic Mobile Ad-Hoc Networks
(MANETs), defined precisely as an autonomous system of mobile terminals con-
nected via wireless ad-hoc links. They are built as needed and used in dynamic
environments, not necessarily with the support of an existing infrastructure. All
nodes in the system cooperate with the purpose of routing packets in the correct
way according to the multihop forwarding mode. The various attempts to adapt
MANET algorithms to vehicular networks have never been successful: due to the
unique characteristics of VANETs (very high node speed, sudden changes in net-
work topology, etc.) it is not possible to adopt solutions proposed specifically for
MANETs. Therefore, specific solutions for VANETs must be proposed.

The V2I VANET type leverages an infrastructure composed of several fixed
units, named Road Side Units (RSUs), responsible for providing information
from/to the vehicles. Although the adoption of this infrastructure result in several
benefits, especially in the cybersecurity domain, V2I communications are poorly
suited to real-world scenarios because of the high installation and maintenance
costs. Moved by these limitations, V2V communications have been investigated.
Here, the infrastructure is completely distributed as it is only composed of vehicles
that interact each other according specific conditions, e.g., the physical distance
between two vehicles.

The adoption of the V2V VANET technology is not trivial since several chal-
lenges have to be addressed. For example, the V2V-based networks could be
subject to the packet congestion when the density of vehicles is high; conversely,
the dissemination of the sensed information may take a long time if there are few
vehicles in the area of interest. Moreover, V2V-based networks are prone to ma-
licious attacks due to the lack of robust authentication mechanisms [20]. In spite
of such challenges, the potential impact of VANET applications in smart environ-
ments justifies the importance of this paradigm and the significant interest in the
research community. In particular, the researchers have identified that the fun-
damental problem of VANETs lies in the Data Dissemination and, consequently,
how fast-moving vehicles communicate with each other [17, 53].
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There are no standard approaches to alleviate these issues and several tech-
niques have been proposed, each of which is strongly dependent on the adopted
routing strategies. Some techniques exploit additional data about the vehicles’
mobility, such as driving directions, in order to create clusters through which in-
formation can be efficiently forwarded; others leverage probabilistic models that
determine whether or not a certain vehicle should forward the information. In
general, the existing strategies add a significant computational overhead to the
vehicular network, thus causing link failures or degradation in network scalability
in the worst case [52].

The Population Protocols (PPs) could be a viable alternative because they do
not require additional processing steps compared to state-of-the-art techniques.
The Population Protocols are usually adopted in distributed scenarios and consist
of a population of nodes that cooperate each other to converge to the same high-
level information about an event of interest.

Having this idea in mind, this thesis work discusses, on the one hand, the def-
inition of appropriate communication schemes that enable the use of Population
Protocols in VANETs and, on the other hand, the definition of a fully distributed
Event Detection and Dissemination systems that, by leveraging the power of Pop-
ulation Protocols, achieves optimal performance. The proposed Event Detection
system is designed layer-wise so that it can have numerous advantages: high level
of decoupling between layers, modularity, independence between layers, and ease
of updating or modifying the various components. One of the key components
of the architecture, which required extensive design analysis and on which a spe-
cific experimental evaluation was conducted, is the module that makes the entire
system adaptive to the rapid changes in network density: in fact, thanks to a so-
phisticated adaptive message transmission algorithm, the overall system is able to
maintain a low error rate regardless of the number of nodes in the network.

1.1 Contributions

This thesis work describes a novel communication schema for VANET applications
based on the Population Protocol model. In essence, the contributions of this paper
are as follows:
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• We propose a communication scheme that enables the adoption of the Pop-
ulation Protocols model in a VANET scenario ensuring that the theoretical
assumptions, required by the model to achieve convergence, are fulfilled;

• The proposed communication scheme ensures that vehicles converge to the
same information, and allows vehicles to assume different roles during the
communication, thus enabling the implementation of asymmetric algorithms;

• The proposed scheme can support VANET-based applications in which vehi-
cles have to be efficiently updated about specific events, e.g. vehicular traffic
along the road;

• To the best of our knowledge, this work is the first to apply the Popula-
tion Protocol model to VANET applications. The analysis conducted in this
thesis suggests that the used approach is suitable for real application sce-
narios, as it shows the best trade-off in terms of messages exchanged and
convergence time;

• Design of a Data Dissemination system that exploits only V2V communica-
tions but requires no overhead for initialization of the communication algo-
rithm;

• Defining an adaptive message delivery algorithm that can ensure a high rate
of information exchange between nodes while maintaining a low overall error
rate;

• A layer-based Event Dissemination Framework in VANETs was realized. The
framework leverages only V2V communications and it requires no network
infrastructure, leverages the full power of Population Protocols for commu-
nications, it also dynamically modifies its behavior to adapt to rapid changes
in vehicular density.

1.2 Dissertation Outline

The thesis work is structured as follows.
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Chapter 2 describes the Population Protocol model in detail, first providing a
high-level description, and then presenting the theoretical concepts on which this
model is based, with particular focus on constraints and theoretical requirements.

Chapter 3 presents related work and provides insights into current Event De-
tection approaches and describes the state of the art related to the Population
Protocol model, also presenting the main application fields of use.

Chapter 4 presents the proposed Event Detection system, describing the various
architecture layers. Particular focus is given to the layer that implements the
adaptive algorithm for sending messages. In addition, the communication scheme
that enables the use of PPs in VANETs, is presented, describing all the mechanisms
of the protocol.

Chapter 5 presents the experimental evaluation conducted on both the Event
Detection system and VPP. The setup, the experiments conducted and the exper-
imental results obtained are described.

Finally, Chapter 6 presents the conclusions of the thesis and provides insights
into possible future extensions.

1.3 Publications

Parts of this doctoral dissertation have been published in international conferences.
Specifically:

• Modeling efficient and effective communications in vanet through
population protocols. Bordonaro, A., Concone, F., De Paola, A., Lo Re,
G., & Das, S. K. (2021, August). In 2021 IEEE International Conference on
Smart Computing (SMARTCOMP) IEEE.

• VPP: A Communication Schema for Population Protocols in
VANET. Bordonaro, A., De Paola, A., & Lo Re, G. (2021, December).
In 2021 20th International Conference on Ubiquitous Computing and
Communications (IUCC/CIT/DSCI/SmartCNS) IEEE.

• Smart Auctions for Autonomic Ambient Intelligence Systems. Bor-
donaro, A., De Paola, A., Lo Re, G., & Morana, M. (2020, September). In
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2020 IEEE International Conference on Smart Computing (SMARTCOMP)
IEEE.

• On-board energy consumption assessment for symbolic execution
models on embedded devices. Bordonaro, A., Gaglio, S., Lo Re,
G., Martorella, G., & Peri, D. (2020, September). In 2020 25th IEEE In-
ternational Conference on Emerging Technologies and Factory Automation
(ETFA) IEEE.

• Adaptive Event Detection in Vehicular Networks through Popu-
lation Protocols. A. Bordonaro, F. Concone, A. De Paola, G. Lo Re, A.
Virga, submitted to IEEE Access.



Chapter 2

Population Protocol Model

This chapter opens with an overview about Population Protocols, providing a solid
starting point to fully comprehend the proposed approach. Then, the requirements
to adapt this model to VANET applications are presented by discussing a simple
scenario.

The Population Protocols (PPs) [7] were designed as a theoretical model to
describe a population of resource-constrained hardware devices, namely agents,
characterized by random movements. The goal of any PP-based algorithms is to
accomplish a task by relying on random interactions between agents. For example,
an important class of population protocols is focused on consensus algorithms, in
which agents need to collectively reach a decision about a given information [6].

Formally, a population is composed of N agents, with N ≥ 2, each of which
is defined as an automata with a finite number of states in a state space S. Each
agent initially has an input value σ from an alphabet Σ that is used by an input
mapping function λ(·) to set its initial state si ∈ S. Pairwise interactions update
the states of both agents according to a transition function δ(·) that takes both
states as input and returns new states for both agents as output. Here, the agents’
interactions are considered (i) unpredictable because there is no knowledge about
the order in which the interactions occur, and (ii) asymmetric, i.e. one of the agents
is the initiator of the interaction, and one the responder. Note that for an algorithm
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with an asymmetric transition function to be executed, it is necessary for the two
interacting nodes to be able to assume two different roles in the communication.

The PP-based algorithms may also converge after T iterations, but agents
are unable to determine if such a convergence is reached. However, each agent
is able to produce an output value that describes its own perception about the
surrounding environment. This information is generated by using an appropriate
output mapping function Ω(·), which maps the current state si ∈ S into a value
z ∈ Z, where Z is the output alphabet. These parameters are summarized in
Table 2.1

At each time t, the model describes the population by means of a configuration
Ct that contains the states of all the agents. This means that an execution of a PP-
based algorithm is an infinite sequence of configurations C0, C1, C2, . . . , C∞, where
C0 = {λ(σi)}i=1,n is the initial configuration, and a general transition Ct → Ct+1

occurs only when Ct+1 can be obtained from Ct by a single interaction of two
agents. The protocol is deterministic if there is only one possible interaction
(s,s2) → (s′

1, s′
2) for each pair of s1, s2. In other words, the algorithm execution

can be schematized by a sequence of configurations CT . [10].
All the agents of a population are characterized by identical features and con-

sequently they are indistinguishable; the system behavior is thus defined by the
finite state automata which describes the behavior of the single agent.

Typically, algorithms based on the Population Protocol model are characterized
by the following features [10]:

• Agent finite-state machine: each agent can store a finite number of bits,
which does not depend on population size.

• Uniformity: the algorithm does not depend on the population size.

• Computation based on interactions: agents cannot send messages or
share memory with other nodes. The only way to update agent states is
through interactions. The concept of interaction is not specified in the pop-
ulation protocol definition but must be defined according to the specific
application field. It is important to note that the interaction involves two
nodes that must both update their states consistently. Fulfilling this theo-
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Table 2.1: Population Protocols Model parameters

.

Parameter Description

Σ A finite sequence of symbols that can be provided as input
to the agents during the algorithm initialization phase

S A finite set of agent states

λ(σ) An input mapping function which maps each σ ∈ Σ el-
ement into an s ∈ S element. It allows each agent that
receives the input value σ, to determine its initial state s0

Z A finite sequence of symbols that an agent can produce
as output value

Ω(s) An output mapping function which maps each element
s ∈ S into an element z ∈ Z. It allows each agent to
determine its output value z, based on its current state s

δ(s1, s2) ⊆ S4 A transition function that accepts as input the states of
two interacting agents and returns the new pair of states.
Specifically, if two agents with (s1, s2) states interact, after
the interaction they will reach the (s′

1, s′
2) pair of states

retical property, in a real context, subject to constraints of different nature,
may not be possible.

• Unpredictability of interactions: The order in which agents interact is
random. However, for the convergence of the algorithm, it is important that
the interactions respect the equity constraint.

• Distributed Input and Output: Input and output values are provided
and produced in a distributed way.

• Convergence rather than termination: agents are generally unable to
determine when the algorithm achieves the convergence.

In many application fields, the inability to distinguish two nodes implies serious
restrictions. Several extensions have been proposed to overcome such limitation.
One of the most relevant extension in this direction is represented by the Com-
munity Protocols [37] which provide the possibility to uniquely identify agents
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Table 2.2: A possible computation for the example discussed in Chapter 2

.

x 0 0 1 1 1 1 input
C0 s0 s0 s1 s1 s1 s1 δ(s1, s1) = (s0, s2)
C1 s0 s0 s0 s1 s1 s2 δ(s1, s1) = (s0, s2)
C2 s0 s0 s0 s0 s2 s2 δ(s2, s2) = (s0, s4)
C3 s0 s0 s0 s0 s0 s4 δ(s0, s4) = (s0, s4)
C4 s0 s0 s0 s0 s0 s4 δ(s0, s0) = (s0, s0)
. . . s0 s0 s0 s0 s0 s4 . . .

y 0 0 0 0 0 0 output

through the use of identifiers. Specifically, the Community Protocols extend the
Population Protocol model by introducing the following element:

• U : a set of symbols (plus a special symbol ϕ which denotes the null element)
used as agents identifiers.

Population Protocols therefore represent a powerful formalism for modeling
many of the typical scenarios of distributed systems. Therefore, they represent
an excellent paradigm, with very high potential, to be used in the fast-growing
context of VANETs
Example: Consider a simple scenario in which 6 vehicles are equipped with a
sensor that returns whether their speed is high or not, and we are interested in
knowing whether at least 5 vehicles have high speeds. Also assume that the sensors,
at each instant t, return 1 if the speed is above a certain threshold, 0 otherwise.
This problem can be addressed by a PP-based algorithm in which Σ = Z = {0, 1},
the input function λ(s0) = 0 and λ(s1) = 1, the output function is

Ω(si) =

0 if {si}i=0,4

1 otherwise,
(2.1)

and, finally, the transition function is

δ(si, sj) =

(s5, s5) if i + j ≥ 5

(s0, si+j) otherwise.
(2.2)
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Table 2.2 shows a possible computation for the algorithm. At instant t, the sensors
return the input x = {0, 0, 1, 1, 1, 1} that is mapped, by the input function, into the
configuration C0. A possible next configuration may be C1, i.e. the one generated
by the interaction between the 3-rd and 6-th vehicles. This computation can run
indefinitely, but Table 2.2 highlights that after the configuration C3 is achieved, the
outcome will be always the same. In other words, T = 4 iterations are sufficient for
the algorithm convergence allowing for the output mapping function to be applied
and terminate the computation. Regardless this aspect, after the fourth iteration
the perception of each vehicle is that there are not at least 5 vehicles with high
speed, i.e. y = {0, 0, 0, 0, 0, 0}.



Chapter 3

Related Work

VANETs [58] represent a particular case of Mobile Ad-hoc Networks (MANETs)
and play a key role in Intelligent Transportation Systems (ITS) currently represent-
ing an attractive opportunity to improve road safety and passenger comfort [39].
Several challenges are still open, related to security [46], infrastructure and com-
munication models [34]. Due to the intrinsic nature of the vehicular networking,
typically, the development of VANET applications requires nodes to exchange in-
formation. Therefore, one of the main challenges concerns the efficient communi-
cation between nodes [24]. Several approaches have been investigated over the last
year, each of which show advantages and disadvantages [38]. In theory, algorithms
designed for MANETs could be used. However, as it is well known, VANET nodes’
high mobility motivates research for the design of ad-hoc algorithms and communi-
cation models. Current VANET algorithms are essentially based on the following
different communication models: Road Side Unit Communication Model, Vehicle
to Vehicle Communication Model, and Cluster Based Communication Model [38].

According to the Road Side Unit Communication Model, nodes communicate
through Road Side Units (RSUs), trusted entities installed in zones of interest,
which operate as routers in the network. Although this approach has several
advantages (the partially centralized architecture that simplifies node management
and coordination, or some extra security guarantees, since messages between nodes
flow only through the RSU), it is affected by several limitations. First of all, the
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necessity of an infrastructure (consisting of RSUs) covering the whole VANET
operating area. Namely, due to physical constraints and high deployment costs,
in many cases it is not possible to install the RSUs pervasively [5]. Furthermore,
RSUs represent, with respect to the controlled nodes, a single point of failure.
This means that if a RSU fails or cannot manage all the received requests, nodes
connected through will experience disconnections.

In the Vehicle to Vehicle Communication Model, each vehicle is equipped with
an On Board Unit (OBU), which allows communication with other vehicles. This
model overcomes many of the limitations of the RSU-based model (e.g., it does not
require ad hoc infrastructure, significantly lowering costs), however, it introduces
others. One of the main concern is the Multi-hop communication between nodes.
Namely, the communication between a source and a destination is made possible
by other intermediary nodes [42].

In the Cluster Based Communication Model vehicles are grouped into differ-
ent clusters. Within each cluster, a client-server architecture is established, with
a head node acting as a server and the other nodes as clients. Communications
between clusters occur only through the head nodes, which, subsequently, send
information to their clients. This architecture overcomes the limitations of the
multi-hop model and has several advantages, such as the possibility to adopt a
communication schema independent from any infrastructure and a reduced net-
work failure rate, however, it introduces new limitations. The main limitations
concern the overhead required for the head election and the strong dependency of
the intra-cluster communication on the connectivity with the cluster head.

Although the Vehicle to Vehicle Communication Model is the most promising
for the development of current VANET applications, it has however some limita-
tions that weaken its application in different scenarios. Among these, a relevant
limitation is that the performance are strongly affected by the routing protocols
adopted to deliver messages from a source to a destination. Typically, these proto-
cols are developed specifically for the application in which they are used, but since
the VANET scenario is highly dynamic, they are generally unable to quickly adapt
to sudden changes in network (topology, density, speed) [31]. For this reason, there
is a need for an efficient model that can, on the one hand, overcome the limita-
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tions of RSU-based models and, on the other hand, fully exploit the potential of
a Vehicle to Vehicle Communication Model.

Many works have been proposed with the aim of designing innovative systems
able detect events in VANETs. In [60], the authors propose a novel mechanism
to get insight into VANET messages to detect different levels of traffic jams. In
particular, beacon messages generated by each vehicle are modeled as a position
and speed change event, which is processed by an event processing agent to detect
different levels of congestion on a road. A more recent and interesting work is
discussed in [4]. Here, a framework for the real-time distributed classification
of non-recurrent congestions is presented. Each congestion event is modeled by
unique features extracted by means of the vehicle’s context, and then used for the
final classification using a machine learning algorithm.

All of these works achieve high performance in recognizing an event of interest,
but nothing is mentioned about how the event is disseminated. In fact, this phase
should not be neglected as it can negatively affect the accuracy of detection, and
other aspects [49]. As an example, consider the scenario addressed in [9]. Assume
that a vehicle has detected an event in the proximity, and it begins to share that
event with the rest of the network at a predetermined frequency. Then, each
neighboring vehicle receives the message and forwards it to its neighbors, and
so on. It is clear that such a dissemination strategy inevitably leads to several
problems [16] (e.g., network congestion, message loss, signal loss) that affect the
vehicle’s ability to identify the event in its range of interest. For this reason,
different adaptive strategies have been proposed to address the data dissemination
problem in VANET in order to guarantee simultaneously real-time, reliability,
and robustness requirements [59, 51, 1]. Unfortunately, despite their effectiveness,
the more complex strategies require a modest overhead to determine how the
information should be disseminated [55]. For example, if a cluster-based algorithm
were to be used (so that event information is sent only from the head), it would
be necessary first to run the clustering algorithm in a fully distributed manner, so
that each node knows which cluster it belongs to.

That said, these approaches can be leveraged for the implementation of inno-
vative event detection systems. Previously, if one wanted to detect areas of high
vehicle density, or where an accident had occurred, it was necessary to rely on an
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infrastructure of sensors located at different points in the urban (or extra-urban)
area. Approaches based on this idea [18, 62] are quite limited because of the high
cost of management and, more importantly, because their applicability is restricted
to the areas where these sensors are placed. Today, leveraging approaches based
on V2V communications, a network of vehicles has the potential to recognize any
kind of event in a distributed manner, without the adoption of any external in-
frastructure. A vehicle can be considered as a dynamic entity that moves around
the urban area, collects and processes the data locally to share with other entities
over the network [21]. This phenomenon paves the way to scenarios in which a
multitude of entities collaborates to solve a wide range of problems sharing real-
time information among themselves, from public safety [44] to the monitoring of
the road surface conditions [2].

The Population Protocols (PPs) could be a viable alternative because they do
not require additional processing steps compared to state-of-the-art techniques.
Moreover, this paradigm models interactions between nodes in a population to
enable all of them to converge on a common state; this means that PPs intrinsically
are able to manage both the data dissemination and the event detection tasks. The
computational power of this model has been investigated, and it has been proved
that the Population Protocols can solve the first order predicates of Presburger’s
arithmetic [8]. The Population Protocol model provides an effective and elegant
formalism to deal with typical tasks of distributed systems. For instance, the
authors of [11] presented an algorithm to solve the counting problem, while in [12]
is defined a solution to the majority problem. The problem of the leader election
through the Population Protocol is treated in [33, 57].

The original model suffers expressiveness limitations, solved by further exten-
sions proposed in successive works [48]. For example, the authors of [37] introduces
the Community Protocols, which extend Population Protocols by introducing iden-
tifiers. This allows to model scenarios in which nodes must be uniquely identified.
Instead, in [47] were presented the Mediated Population Protocols, which extend
the original model by introducing states associated with the network edge.

The Population Protocol model requires theoretical assumptions that in many
real-world scenarios may not be fulfilled. In that regard, several works have been
proposed to extended the model taking into account constraints related to the
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physical world restrictions. For example, many working mechanisms of the models
related to real-world properties are not defined (e.g., the way interactions occur)
but the implementation is dependent on the specific scenario [37, 47]. In [54], the
PP model is extended by introducing the possibility to modify the relative speed
of nodes in order to evaluate how the probability of interaction and convergence
time change. Another strong assumption of Population Protocols is the uniform
distribution of the probability of interaction. This assumption is not always re-
spected in a real network; for example, authors of [63] analyze the validity of this
assumption in a data-collection application scenario. Instead, the authors of [32]
introduce the possibility of failures in transmissions, evaluating how this impacts
the convergence of the algorithm.

Thus, adapting the PP model to the vehicular context is not trivial. Other
constraints include the speed of the vehicles [54] or transmission failures [32]. Our
previous studies reveal that two main problems have to be solved when using PPs
in VANETs, i.e., the consistent updating of states and the roles two vehicles take
during an interaction [13]. These requirements can be satisfied by defining an
appropriate 3-way communication scheme [14]. The scheme implements mecha-
nisms that enable nodes to perform in the correct way the interactions expected by
the Population Protocols theoretical model. This scheme, in addition to enabling
the execution of asymmetric algorithms (i.e., with different transition function
for the two interacting nodes), also enables convergence values characterized by
low or zero error values compared to the correct theoretical convergence value.
The appropriate number of messages is obtained through an experimental analysis
comparing similar schemes but with a different number of message exchanges: it
is shown that three is the right trade-off for good performance both in terms of
efficiency on convergence times and on the error committed on the convergence
value produced.

Therefore, thanks to the PP model, an event detection system is presented in
this thesis that 1) succeeds in overcoming the performance limitations of current
routing algorithms, 2) exploits only V2V communications and therefore does not
require infrastructure, and 3) implements an adaptive communications mechanism
that can quickly adapt to current network characteristics.



Chapter 4

Event Dissemination on VANET
through Population Protocol

The proposed system aims to achieve a twofold goal: the first one consists in
detecting specific events that may occur in the network, while the second one
consists in propagating the detected events to all nodes that could take advantage,
in some way, from the knowledge of the event itself. The final high-level goal is
that, each node, learning that a certain event has occurred, can take advantage by
implementing specific actions or changing its behavior.

For each node in the network to be aware of the occurrence of an event, nodes
must continuously communicate and exchange information as efficiently as possi-
ble, a requirement met through the use of the Population Protocol model.

Furthermore, in order to fulfill specific performance requirements, the system is
able to adapt external communications based on analysis performed on the current
conditions of the surrounding network. The goal is for each node to be able to
modulate, in the appropriate manner, the amount of information to be input into
the network to ensure a high level of information exchange with the rest of the
other nodes, while at the same time avoiding congestion in the network.
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Application Layer
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Figure 4.1: Logical architecture of the Adaptive Event Detection System.

4.1 Architecture

The system consists of a layered architecture that ensures a loose coupling between
the functionality implemented by each layer.

The system adopts an Event Driven Architecture (EDA), which consists of
producing, consuming, detecting and reacting to the occurrence of specific events.
An Event represents a significant change in the current state of the node, or the
surrounding world, which occurrence implies a specific action by the system. Ex-
amples of events might be "An accident has occurred at 150m" or "The vehicle
in front of us has made an unexpected stop". As described in the next section,
the events that the system will process will be distinguished into Low-Level Event
(LLE) and High-Level Event (HLE). While LLEs represent basic, simple events
that cannot be broken down further, HLEs represent high-level events, produced
as a function of the combination of multiple LLEs.

The architecture consists of the Application Layer, the Communication
Layer, and the Sensing Layer, as shown in Fig. 4.1. These three layers, while
cooperating and exchanging information, are independent of each other. The main
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advantage is certainly the independence of the provided functionality from the
actual implementation.

The Sensing Layer includes and models the vehicle’s sensory apparatus (ac-
celerometer, GPS, etc.) and collects sensory information from the surrounding
environment. An appropriate Data fusion algorithm [27, 28, 25, 29, 26, 30] will
process the raw sensory data to generate the Low-Level Events. LLEs represent
simple, basic events that can be inferred from simple analyses performed locally
on the sensory data. Each LLE includes, in addition to the main information it
intends to model, specific attributes, different for each event, that define the event
itself in more detail. For example, an LLE might be Speed Decrease which might
contain the attributes previous speed, current speed, timestamp, etc.

The event, properly encoded, is transmitted to the Communication Layer,
which will update the state of the Population Protocol Module.

The Communication Layer, will forward the new state to the Application Layer,
and propagate it to the other nodes in the network. The communications will be
modulated by the Adaptive Communication Module, which will adapt the send-
ing rate in order to minimize energy consumption and the probability of network
congestion, but ensure that the other nodes still receive the right amount of infor-
mation. Nodes exchange messages will follow the VPP communication schema, to
ensure that interactions between nodes take place in the correct way.

The Application Layer, having received the state from the lower layer, will
give it as input to Complex Event Processing which, through specific methods
(presumably, rule-based system), will generate the High-Level Events (HLEs) based
on the LLEs. HLEs are a function of one or more LLEs. For example, the HLE
Traffic Jam could be generated by a sequence of LLEs decrease in speed. Or, the
HLE Ostacle on roadway event could be generated by the combination of multiple
LLEs decrease in speed and brusque steering. HLEs, unlike LLEs, represent high-
level information that is directly usable by application services and, therefore, can
also be communicated to the user.

The following sections describe the layers of the architecture in detail.
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4.2 Application Layer

The Application Layer, shown in Fig.4.2, represents the top layer of the system as
well as the interface through which the user interacts with it.

It is the highest level component that collects and processes the information
received from the other layers trying to communicate to the user only the infor-
mation that is relevant for the user. The concept of relevant, as detailed below, is
realized through the definition of appropriate decision-making policies adopted by
the Application Layer.

The main functions implemented by the Application Layer are listed below:

• Service Delivery: the system exposes different services to the user. The
user can interact with the Application Layer, through appropriate interfaces,
to customize the behavior of individual services by setting his or her own
preferences for each service;

• Integration with Smart Environments: The Application Layer, or its
individual services, can interact and integrate with existing infrastructures
in the area, if any. This has a twofold purpose: on the one hand, services
provided by the vehicle to the user can be extended or improved; on the
other hand, the vehicle can actively contribute to improve the functionality
of the Smart Environments.

A detailed description of the services is discussed follows.

Services Delivery: The Application Layer, exploiting information received
from the external world (thus from other vehicles or the other layers), will provide
various high-level Services to the user. Examples of services might be Smart Park-
ing (search, locate and navigate to free parking spaces), as well as Smart Traffic
(traffic directions based on current traffic conditions), or even Smart Surveillance
(if the urban infrastructure allows it, the system will integrate with the video
surveillance system deployed in the area).

An Event Driven approach is taken, as each service is delivered and depends
on the occurrence of specific events.
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Each service is affected by specific events (for example, the service SmartPark-
ing, could be affected by the event A vehicle has left a parking zone). Note that
a single Event could affect multiple services simultaneously. For example, assum-
ing that the systems implements the services Traffic Management Service (TMS)
and Accident Detection Service (ADS), the event Accident at location (X,Y) could
affect both services: the TMS could suggest taking an alternative route than the
one being traveled, the ADS could simply notify the user that an accident has
occurred. This organization makes the services independent and completely au-
tonomous. Therefore, the system does not require the presence of a module that
orchestrates the services.

According to this approach, each service could be represented as a function of
the Events affecting it:

Si = F ({Ej}Ej∈Gi
)

Where Si represents the i-th service, while the generic event Ej belongs to the
set Gi, i.e., the group of events affecting the service Si. Obviously, according to
the above, any single event can affect multiple services, so it may happen that:

Ei ∈ Gj, Gk j ̸= k

The Application Layer, as shown in Fig. 4.2, consists of the following compo-
nents:

• Communication Layer Interface: Based on the type of event received
from the Communication Layer, it forwards it to the controller of the affected
services. It can be thought of as a “mask” system. Or, it can simply forward
all events to all controllers: the controllers will then discard all events that
do not affect the service they control.

• Complex Event Processing: Complex Event Processing (CEP) receives
as input the LLEs from the lower layer and, through specific inference al-
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Figure 4.2: Application Layer Components

gorithms, will produce the HLEs. It will be described in detail in the next
section.

• Service Controller: each implemented application service has an associ-
ated Controller. The Controller regulates, manages, organizes, and struc-
tures the events that it must forward to the relevant service, also based on
the preferences set by the user. The main function is to determine whether
a specific event, received from the lower layer, should be considered relevant
and therefore sent to the pertinent service. It is in these modules that the
concept of relevance previously anticipated, is implemented. For example,
assuming that S1 is the Smart Parking service, and the event A parking space
at the (X,Y) poition is defined, the controller might decide that the location
(X,Y), according to the preferences the user has set, is not relevant to the
user, and therefore not forward it to the S1 service. The controller imple-
ments appropriate decision strategies. Specifically, strategies that could
be used are:

– Time-based: if each event is also associated with the temporal sensing
information, the application, through a more or less complex threshold
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mechanisms, can discard events that are temporally distant and which,
therefore, may not be useful to the user.

– Based on location: as in the previous case, if location information is
associated with the event, the application may decide to discard events
that have been detected geographically distant from the user’s current
location. In this case, the vehicle must be able to calculate its own
position by means of GPS sensors.

– Hybrid Strategies: through specific algorithms, both temporal and
location information are used to determine whether a given event may
be relevant to the user. For example, if event X arrives at the node,
which is geographically distant (hence location analysis) but, the vehicle
estimates that, based on its current position and speed, it will be in
a geographically relevant location shortly (temporal validity), then a
hybrid decision policy might decide not to discard the event.

In all cases, if the event position cannot be retrieved, some mechanisms can
be implemented that attempt to estimate relative positions between the node
and the event. Basically, meta-information is added to the event to make
sure that it is propagated in a controlled way, i.e., only to a part of the
network (e.g., only to nodes that are within a certain hop distance). One
technique is to associate the event with a Time-To-Live (TTL) value, which
will be updated by the nodes as the event propagates through the network.

The controller will communicate with its Service through an appropriate
interface. For example, functions could be defined such as add_event(E),
remove_event(E) or update_event(E).

• Service: The Service processes, elaborates and maintains the information
about the events currently of interest to the user received from the controller,
communicating to the user the relevant information.

Integration with Smart Environments: The architecture is fully dis-
tributed and requires no infrastructure. Nevertheless, if the surrounding envi-
ronment is equipped with smart devices (so the vehicle moves to a smart cities, or
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Figure 4.3: Complex Event Processing

a smart campus, or a smart parking lot), the vehicle can, through the Application
Layer, interact with the surrounding environment. From this integration, both the
Smart Environment and the vehicular network can benefit. For example, if the
Traffic Management System service, delivered by the Application Layer can, in
some way, take advantage of the Smart Surveillance System service delivered by
the Smart Environment, then an interaction aimed at the exchange of information
between the two services can be started.

4.2.1 CEP - Complex Event Processing

The Complex Event Processing (CEP) has the function of receiving primitive
events (or LLEs) and generating composite events (or HLEs), which represent
aggregated, high-level information. A representation of CEP, extracted from [23],
is shown in Fig4.3.

The main components of a CEP are represented by the Rule Managers and the
Complex Event Processing Engine. While the various Rule Managers (or a sin-
gle one) have the function of managing and organizing rules, the Complex Event
Processing Engine processes and analyzes LLEs to detect and determine the oc-
currence of HLEs, based on the defined rules.
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Several CEP systems have been proposed in the literature, each defining its
own data model, rule definition language and processing algorithm. Despite this,
however, all systems can be categorized into two major macrocategories:

• Data Stream Management Systems (DSMSs): CEP systems based
on computational models similar to relational databases, extended with spe-
cific operators to support on-the-fly computation. The rules of these sys-
tems transform input information (seen as streams) into one or more output
streams;

• Event/Pattern Based Systems: rules specify how composite events
(HLEs) are defined from specific patterns of primitive events (LLEs). These
rules do not explicitly define how to transform the input stream, but the
processing to be done is defined implicitly by the patterns. An example is
the Tesla language.

Regardless of the type, each CEP defines the operators selection, to select spe-
cific LLEs based on their content; the operator combination, to aggregate different
events based on mutual relationships and the temporal instants at which they
occur; the operator negation, to identify events that have not occurred; and the
operator production, for generating HLEs.

At present, the system uses TESLA [22], which has been used in several
works [40].

In TESLA, each primitive event (LLE) is characterized by a specific type, which
defines the number, name, and type of its attributes. Other metadata (such as,
for example, timestamp) can also be associated with each event. For the sake of
clarity of exposition, the example presented by [23] is reported. To model the fact
that the temperature at time T = 10 in the tunnel at km 16.2 is 24.5C°, an LLE
of the type could be defined:

Temp@10(km=16.2, value=24.5)

Where Temp represents the type of LLE, which includes two attributes (km and
value). It can be assumed that events arrive time-ordered to the system. If not,
it would be trivial to provide a module that preprocesses the events and provides
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them to the CEP in order. In this case, in order to give more weight to more
recent events, a time threshold could be defined beyond which to discard received
events.

Thus, the TESLA rules that allow HLE events to be produced on the basis of
the received LLEs have the following structure.

Rule R
define ComplexEvent(att_1:Type_1, ..., att_n:Type_n)
from Pattern
where att_1 = f_1, .., att_n = f_n
consuming e_1, .., e_n

The clause define introduces the new ComplexEvent being defined. The
where clause, on the other hand, represents the attribute values of the new event,
based on the functions of aggregation f_1, ...f_n, which depend on the argu-
ments defined in Pattern. Together, the clauses define and where, implement
the operator production, which precisely produces a new complex event. The
consuming clause defines the primitive events (LLEs) that will be consumed and,
therefore, not available for use by other rules.

To simplify the understanding of the language, one last example is given:

Rule R1
define

TVS_Malfun(km:double, temp:double, ox:double)
from

Oxygen(concentr=<18% and km=$a) and
last Temp($a-10 < km < $a+10 and value>30)
within 5 min. from Oxygen

where
km=Oxygen.km and
temp=Temp.value and
ox=Oxygen.concentr
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Figure 4.4: The three main components of the Communication Layer.

The scenario is similar to the previous example: we want to define a rule
that produces the Malfunction event when the oxygen percentage, inside a tunnel,
decreases below 18% and the temperature from the a-10 to a+10 is above 30
degrees.

The rule R1 is set, which defines the HLE event TVS_Malfun. This, is produced
when the event Oxygen occurs, referred to a concentration less than 18% and at
km a and, the temperature in the range from km a-10 to km a+10 is greater
than 30 degrees. It can be seen that Temp and Oxygen events are related by the
parameter a, while the operator last-within associates each Oxygen event with
the last observed Temp event. In short, it relates the Oxygen events to the last
Temp event.

4.3 Communication Layer

The Communication Layer implements all the functionalities required for the com-
munications with other vehicles, or entities along the road. This layer is mainly
composed of the three components depicted in Fig. 4.4, namely OBU, the Adap-
tive Communication Module (ACM), and the Population Protocol Module (PPM).
These modules are described in detail in the following sections.
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4.3.1 The Population Protocol Module

The Population Protocol Module (PPM) represents the core of the communication
layer and implements the Data Dissemination algorithm which disseminates events
among network nodes. The description of the Data Dissemination algorithm is
based on the definition of all the parameters of the Population Protocol model,
described below.

Input Alphabet
The input alphabet Σ is defined as follows:

Σ = {id}
where id is an M-bit symbol that represents the node identifier assigned during

the initialization phase of the algorithm. Thus, up to 2n different identifiers can
be defined in the network. Since id is not used for critical functions but only for
efficiency reasons, any id collisions doesn’t cause problems.

State encoding and set of states
As described in Chapter 2, each node can be considered as an automa that, at

any instant, is in a specific state. At a high level, state can be encoded as the set
of information that the node must process during the execution of the algorithm.

Therefore, the state is encoded as:
s = {id, E, src}

Where:

• id: represents the vehicle identifier. It is assigned during the initialization
phase of the algorithm and is kept constant during the entire execution of
the algorithm. It’s used by the Adaptive Communication Module to estimate
the density level of the network.

• E: vector that contains all events that the node has collected. The event
encoding is described in the following section.

• src: since the PPM (in the most general case) has only one hardware in-
terface to receive states, the src value is used to specify the source of the
received state. Specifically, in our case it is a binary value and allows to
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differentiate the states coming from the vehicle itself (sf = 1, generated
by its sensing layer) from those coming from other vehicles (sf = 0). This
mechanism allows to adopt the architecture in different scenarios where it is
necessary to distinguish multiple event sources (such as smart cities devices,
RSU, etc.).

Event encoding
Events are stored in a finite-size list. Since there are no particular constraints

on the memory size of vehicles, it can be assumed that an indefinite number of
events can be stored, avoiding the need to implement a replacement policy (in the
simplest case, it would be possible to remove the least recent or least relevant
event).

The events vector is defined as follows
E = {ei}i=1,M

Where each event ei is defined as:
ei = {Class, id, TTL, src, x, y, T} ;

Where:

• Class: specifies the event type. It is possible to define a specific event
ontology that depends on the specific scenario and on the type of events that
the system must be able to process or adopt one proposed in the literature,
such as the one in [3].

• id: id of the node that detected the event.

• TTL: represents the time to live of the event. It is used by the Application
Module to estimate the location of the event when GPS information is not
available.

• src: similarly to the state attribute src, it is used to discriminate different
source events. Specifically, it’s a binary value that discriminates the events
detected by the node itself (src = 1) from those coming from other nodes
(src = 0).



4. Event Dissemination on VANET through Population Protocol 31

• x, y: spatial coordinates. They are used only when GPS information is
available.

• T: timestamp indicating the time instant at which the event occurred (or
was detected). This could be the 32-bit Unix Epoch Time.

When GPS information is available, a node can determine whether a spe-
cific event e is relevant comparing its own location and the x, y attributes of the
event. Instead, when GPS information is not available, the node estimates its rel-
ative distance to an event through a mechanism that exploits the TTL attribute.
Specifically, when a node detects the event, it initializes TTL=TTL_max. The
TTL_max value might depend on the type of event: some events might be asso-
ciated with a larger TTL_max value, in order to spread it over a wider area. In
our case, TTL_max = 3. Whenever the event is received by a node, the node will
append it to its event vector by decrementing the value of TTL by 1. For example,
assume that s1 and s2 are the states of two interacting nodes. If s1 contains event
e1 with e1.TTL = 3, s2 will append event e1 with TTL = 2. Through this mech-
anism, the event will only propagate within a certain distance from the detection
point.

Input Mapping and Output Mapping function
The input mapping function defines the initial state of a node based on its

input value. Specifically, if σi ∈ Σ is the input value provided to node ai, the
initial state of node ai will be equal to l(σi). In our case, the input mapping
function will assign the node an identifier among those available in the input
alphabet. For these reasons, the input mapping function, is defined as follows:

l(σi) = {σi, E = ∅, src = 1}; (4.1)

Where σi is the identifier, E is the event vector and src is the flag indicating
that it is an internal state.

The output function returns the value produced by the node based on its
current state. In our case, the output function extracts the event vector from
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the state, that will be consumed by the Application Layer which will report any
relevant events to the user. Thus, the output mapping function is defined as:

w(si) = w({id, E, src}) = E. (4.2)

Algorithm 1: Pseudocode of the Transition Function
1 Function TransitionFunction(rx_state, tx_state)
2 foreach ei in tx_state→ E do
3 if ei.TTL ≤ 1 then
4 discard ei

5 return;
6 /* Check if tx_state is internal or external state */
7 if ei.src == 1 then
8 /* Internal State */
9 if ei in rx_state→ E then

10 /* Event already present in rx_state */
11 rx_state.E.ei.src = 0;
12 rx_state.E.ei.TTL = TTL_max;
13 else
14 /* Event not present in rx_state */
15 rx_state.E.add(ei)
16 rx_state.E.ei.src = 1
17 else
18 /* External State */
19 if ei in rx_state→ E then
20 /* Event already present in rx_state */
21 rx_state.E.ei.TTL = ei.TTL
22 rx_state.E.ei.src = 0;
23 else
24 /* Event not present in rx_state */
25 rx_state.E.add(ei)
26 rx_state.E.ei.src = 0

Transition Function
The transition function, whose pseudocode is shown in Algorithm 1, represents

the core of the entire PP model, and defines the high-level logic of the Data
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Dissemination algorithm. Furthermore, the transition function is the only way
nodes can update their states.

In our case, the goal of the algorithm is to propagate events among the nodes
in the network. Dissemination of the event should be performed as efficiently as
possible. Since the exact way in which interactions take place are not defined by the
theoretical model of Population Protocols, the VPP communication schema [13]
can be adopted to achieve the following advantages:

• Guarantee that nodes will only update their states once they have both
received the other node’s state;

• Distinguish the roles of the two interacting nodes, thus an asymmetric tran-
sition function can be used. Specifically, the TX role (the node that sends
the first message of the schema) and the RX role (the node that receives the
first message) are defined.

If s_rx is the state of the RX node and s_tx is the state of the TX node, the
δRX function (applied to the state of the RX node) operates as follows:

• if s_tx.src = 1 (internal state, coming from its set of sensors): All events in
s_rx are added to s_tx. If an event is already present in s_rx, it is updated
by setting e.TTL = TTL_max. All events are added with e.src = 1;

• if s_tx.src = 0 (External state): All events of stx with TTL > 1 which are
not contained in s_rx, will be added in s_rx with e.src = 0;

4.3.2 Inter-node communications: VPP

Event propagation occurs through the communications that nodes perform. As a
result of these information exchanges, the nodes will update their state according
to the transition function defined in the previous section. To ensure that the PP
algorithm produces correct output results, it is necessary that the interactions
occur in the right way. This is possible when the assumptions required by the
theoretical PP model are fulfilled.
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To meet these requirements, communications take place by adopting the com-
munication scheme presented in [13]. This section describes the VPP protocol in
detail.

VPP: A Population Protocol for VANET The specific considered sce-
nario, i.e. a vehicular network populated by agents representing moving vehicles,
has some differences compared to the abstract model of Population Protocols, thus
it is necessary to introduce the following two considerations:

• Consistent update of states: in the theoretical model of population pro-
tocols, nodes are interconnected by defining interactions graph, which are
assumed to be complete (all nodes are interconnected with each other), and
the interactions occur randomly. Also, any interaction between nodes is as-
sumed to be successful (both nodes update their states consistently). Unlike
the theoretic model, in a real VANET, this assumption cannot be guaran-
teed. For instance, interferences, communication errors, physical obstacles,
different communication ranges can produce two different results in interact-
ing agents. Without the guarantee that the status update is consistent, the
algorithm may not behave correctly and produce the correct output values.

• Different roles of agents involved in the interaction: In the theo-
retic model, the communication protocol allows nodes to assume different
roles. Specifically, if there are two different roles, i.e., role A and role B, the
transition function can be expressed as follows:

(a′, b′) = f(a, b)→

a′ = fA(a, b) if role A

b′ = fB(a, b) if role B
(4.3)

Successful implementation of this transition rule requires nodes to be able
to determine their role in the communication, to take appropriate action.
If both nodes assumed the same role, their state would not be updated
correctly.

The first point states that an interaction between two nodes should only occur
when they both have all the necessary information, i.e., the state of the other node.
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Figure 4.5: VPP Finite state machine.

This may not happen if a transmission error occurs during the state exchange or if
nodes have different communication ranges. If only a node updates its state, the
interaction cannot be considered correct and the algorithm will produce incorrect
output values. The PP for VANET (VPP) addresses this problem through the
adoption of acknowledgment messages.

Regarding the second point, VPP must support different agent roles, ensuring
that two interacting nodes never play the same role. Thus, our solution supports
model asymmetric communications, distinguishing between the vehicle that acts
as the transmitter node (TX) and the other that acts as the receiver (RX).

The resulting communication protocol proceeds as represented by the finite
state machine shown in Fig. 4.5. Each node periodically broadcasts a message
(state TX in Fig. 4.5) containing its state value. During this broadcast phase, a
node can receive state messages from other nodes within its communication range.
To introduce the communication asymmetry necessary to perform the state update
described above, each node selects a random identifier for each first message, and
it plays the RX role only if it receives a state message from a node with a higher
identifier (see the transition from state TX to state RX in Fig. 4.5). In this case,
the RX node replies with an acknowledge message to the TX node. A node plays
the TX role when it receives the acknowledge message from another node. At this
point, the TX role knows the other node’s state and can perform the update state
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Figure 4.6: VPP Sequence diagram.

function corresponding to its role. As a final step, the TX node sends a further
acknowledge message to the RX node to communicate the correct reception of
its state. The receipt of this message triggers the execution of the state update
function by the RX node. The resulting sequence of messages is summarized in
Fig. 4.6.

Since nodes exchange messages through an unreliable channel, it is possible
that some of the messages do not reach their destination. If the M1 message is not
transmitted correctly, the protocol does not start and, therefore, no node updates
its state. In this case, the system remains in a consistent state. If the M2 message
is lost, the two nodes will stop the protocol after a certain time, consequently no
nodes update their state and the system remains in a consistent state. If, on the
other hand, the M3 message is lost, the TX node updates its state, but the RX
node does not perform its state update, thus bringing the system to an inconsistent
state.

It is worth noticing that the well-known impossibility to define a communication
protocol capable of reaching an indisputable agreement between two nodes com-
municating over an unreliable channel. The experimental evaluation carried out in
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this work showed that the proposed three-way protocol represents the best trade-
off between accuracy and communication complexity, thus no further acknowledge
message is convenient. Finding the right trade-off is also relevant considering that
the devices installed in vehicles can have limited resources [36, 15].

VPP defines the structure of a unique message, used to implement all the
messages of the three-way protocol. The message contains the following fields:

• ID: random message identifier;

• ACK: acknowledgment value equal to the identifier of the received message,
or equal to 0 for the first message;

• Payload Length: an integer which represents the number of bytes of the
payload field;

• Payload: Variable-length field that contains information required for the
specific population protocol. Typically, it contains the state of the sender
node.

The behavior of the VPP agent can be modeled through the finite state machine
shown in Fig. 4.5.

4.3.3 The Adaptive Communication Controller

The Adaptive Communication Module strictly works with the OBU which aim,
at this layer, is to physically implement the communication protocols, such as
WAVE, IEEE 802.11p, and the entire protocol stack adopted for VANETs. In
particular, the ACM represents a controller that limits OBU’s connections basing
on the network conditions: for example, if the network is overloaded because
of the high number of vehicles, the module will make sure that nodes decrease
the Sending Rate, SR(t). Specifically, the policy of the adaptive communications
depends on a temporal series of observations made by the vehicle at the current
time t. To ensure real-time analysis, the module process these observations within
certain time windows in order to extract the required information to adjust SR(t).
We define an observation, Ot, as a set of parameters characterizing the vehicle’s
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context at the current time t, such as the number of received messages. Assuming
the ACM processes observations in a time period ∆t, data captured within this
interval is processed into fixed-length windows of ∆t observations, i.e., W (∆t) =
{O0, . . . , Ot}. In particular, in the proposed approach, each observation represents
the number of messages received by the vehicle and the analysis is based on the
total number of messages received in the entire observation window. Choosing
the proper length for the window is essential because of the impact it could have
on the whole system. Short windows can degrade communication performance,
in terms of adaptation to network conditions (because the node makes its choices
based on punctual observations that may not be representative of actual network
conditions), but may speed up the node to correctly set its own parameters. Vice
versa, long windows may improve the system performances since more information
about incoming communications can be used. Experimental results using windows
of different length, suggested us to use fixed-width windows of 10 seconds with
overlap.

During the observation, in our system, the vehicle collects the received messages
and calculates the receiving rate as the ratio between the number of received
messages (considering at most one message per vehicle) and the observation time.
Based on the value of the receiving rate computed at a specific time instant, the
vehicle will appropriately adapt its sending rate (as number of sent messages per
second). The high-level goal of the ACM is that, the changes carried out on the
behavior of the single vehicle, will affect the whole network: in fact, all the nodes
of the network, even if with different times, will adapt to the network conditions.

Specifically, the goal is that by modulating the sending rate snd_rate, the
receiving rate rcv_rate is kept between the thresholds min_rcv_rate and
max_rcv_rate. The values of the thresholds have been chosen empirically by
performing numerous simulations to vary parameters such as extent and structure
of the map, number of vehicles, vehicular density. Specifically, in our case we
considered min_rcv_rate = 5pkts/s and max_rcv_rate = 30pkts/s.

The sending rate snd_rate is modified according to a logic of multiplicative
increasing and decreasing. Specifically, we consider the following situations:
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Algorithm 2: Adaptive Communication Module - Sending Rate update
function
1 Function updateRates(min_rate, max_rate, w)
2 rcv_rate = w.groupBy(pkt.id).sum()/w.observationTime

3 if rcv_rate > max_rcv_rate then
4 snd_rate = max(min_snd_rate, snd_rate/2)
5 else if rcv_rate < min_rcv_rate then
6 snd_rate = min(max_snd_rate, snd_rate*2)

• rcv_rate > max_rcv_rate: this condition indicates that, from the node’s
point of view, there is high network traffic. The node will decrease its sending
rate as snd_rate← snd_rate/2

• rcv_rate < min_rcv_rate: this condition, instead, could indicate that
there is a low number of nodes in the network or, in general, nodes that
exchange few messages. In this case, to increase the interactions and
information exchanged between nodes, the node will increase its sending
rate as snd_rate← snd_rate ∗ 2

The pseudocode of the sending rate update function is shown in Algorithm 2.
Figure 4.7 shows an example of the strategy adopted by the ACM. The thresh-

olds min_rcv_rate and max_rcv_rate are represented, within which the receive
rate rcv_rate should be maintained as a result of the changes performed on the
sending rate snd_rate. For each time instant, we assume that initially the node
evaluates the receiving rate, and only then does it change its sending rate.

As it can be seen, for example, at time instant t1, the node detects rcv_rate
between min_rcv_rate and max_rcv_rate. Therefore, it will not change its
snd_rate. Instead, at time instant t2, the node detects rcv_rate higher than
max_rcv_rate. In this case, it will update its snd_rate by halving it from the
previous time instant. The effects of this action will probably be reflected on the
next time instant t3, in which the receiving rate rcv_rate will not increase com-
pared to the previous time instant, but will remain constant. Nevertheless, since
rcv_rate is still higher than max_rcv_rate, the node will continue to modify its
snd_rate, halving it. From the next instant, the detected rcv_rate will decrease,
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Time

Figure 4.7: Example of how the receiving rate (rcv_rate) and sending rate
(snd_rate) change as a result of the ACM strategy.

until time instant t6, when it will be even lower than the min_rcv_rate. In this
case, the node will double its snd_rate. From this point on, the rcv_rate will
always stay within the two thresholds, and therefore the node will no longer change
its snd_rate.

Clearly this is just an example, but the experimental evaluation shows how
effectively the ACM achieves these goals in the different considered scenarios. In
any case, thanks to the modularity of the 3-layer architecture, the algorithm im-
plemented by the ACM can be replaced in an immediate and transparent way, in
order to adopt a different rate updating strategy.

4.4 Sensing Layer

Fig. 4.8 shows the sensing Layer of the system, which models the set of devices
with which the node is equipped and represents the interface with the surrounding
world. The main function is to collect information from the sensors and send
it to the Data Fusion Algorithm. The raw information from the sensors will be
analyzed and processed with the goal of producing the Low-Level Events, which
will later be consumed by the upper layer. The Sensing Layer (shown in Fig. 4.8,
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Data Fusion Algorithm

Figure 4.8: Sensing Layer

represents the interface between the node and the surrounding environment. In
any case, since it is not the focus of this thesis work, it is not appropriate to go
into implementation details.



Chapter 5

Experimental Evaluation

This chapter describes the experimental evaluation and discusses obtained results
of the solutions proposed in this work.

Section 5.1 presents the experimental evaluation conducted on the VPP com-
munication schema, describing the scenarios considered, the evaluation metrics
adopted and finally the achieved results.

Section 5.2 presents the experimental evaluation of the Event Detection and
Dissemination system, describing the experimental setup used, the evaluation met-
rics adopted, and finally discussing the obtained results.

5.1 VPP - Experimental Evaluation

5.1.1 Impact of Node Mobility

Due to node mobility, errors, and interferences in wireless communications, as
previously noted, some inconsistent state transitions can occur. A state transition
is defined as inconsistent if the state update function is performed only by a single
node, rather than by a pair of nodes.

In wireless communications, the Packet Error Rate (PER) is defined as the
percentage of packets that are corrupted during a transmission [45]. The expected
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value of PER represents the Packet Error Probability for a packet M and is defined
as:

pp(M) = 1− (1− pe)|M | = 1− e|M |log(1−pe), (5.1)

where |M | is the number of bit of M , and pe is the bit error probability. The value
of pe depends on the characteristics of the communication channel, such as noise
or distortion.

Another problem influencing VPP is the physical arrangement of nodes. The
distance d between two vehicles affects packet transmission due to signal attenu-
ation. To provide a general model, we introduce the function γ(d), which models
the probability at least one bit of the message is corrupted, during a transmission
occurring at a distance d. A suitable distance for transmission can range between
0 (ideally) and R (the communication range of the OBU). The distance varies
within the following range:

γ(d) ∈ [γmin; γmax] ⊆ [0; 1] ,

where γmin = γ(0) and γmax = γ(R).
(5.2)

Thus, the probability of having a correct transmission has also to take into
account the probability of not observing a message corruption due to the distance
between the vehicles, i.e. (1− γ(d)).

Finally, a third factor that could affect the transmission is the specific proba-
bility of faults due to hardware malfunctions. It is worth noticing that different
vehicles can have different probabilities of hardware failure. If φx is the probability
that a hardware fault will occur during the transmission of a message performed
by the vehicle x, the probability of having a correct transmission has also to take
into account the factor (1− φx).

By combining these factors, we can model the probability that a packet M ,
sent by the vehicle x, does not reach its destination correctly, as follows:

Pϵ(M , x) = 1− (1− pp(M))(1− γ(d))(1− φx). (5.3)
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As described above, the only condition in which the system performs an in-
consistent transition occurs when the vehicles A and B successfully exchange the
messages M1 and M2, but an error occurs during the transmission of the message
M3. The probability of such an event occurring can be expressed as follows:

Pinc(A, B) =

Pϵ(M3, A) if A.randId > B.randId

Pϵ(M3, B) otherwhise
(5.4)

where
Pϵ(M3, A) = Pϵ(¬M1, A) · Pϵ(¬M2, B) · Pϵ(M3, A)

Pϵ(M3, B) = Pϵ(¬M1, B) · Pϵ(¬M2, A) · Pϵ(M3, B)
(5.5)

Some further considerations can be made about how the distance between a
pair of vehicles varies. We can model their mutual movement, by assuming that
for short time interval nodes move along their joining line. Let d1, d2 and d3 be
the values of the distance between the pair of nodes when M1, M2 and M3 are
transmitted. If vehicles move in the same direction, for a small time interval, we
can assume that their distance is constant, i.e., d1 ≈ d2 ≈ d3. If, on the other
hand, the vehicles move in opposite directions, even at low speeds, their mutual
distance varies during the exchange of messages, i.e. d1 ̸= d2 ̸= d3. This difference
can affect the probability of missing the last message, thus making an inconsistent
transition.

Let d0 be the distance between a pair of vehicles, A and B, at the time of first
contact. Their position along the joining line depends on their speed, i.e., vA and
vB. If we consider the position of A at the time of first contact as the origin of a
relative reference system, A and B positions are expressed as follows:

xA(t) = vA · t

xB(t) =− vB · t + d0
(5.6)



5. Experimental Evaluation 45

Consequently, their relative distance can be expressed as follows:

d(t) = |xA(t)− xB(t)| =

= |vA · t + vB · t− d0| =

= |(vA + vB) · t + d0|

(5.7)

If we assume that the distance d0 also represents the limit distance beyond
which the two vehicles will no longer be able to communicate, the total contact
time, i.e., the time interval during which the two vehicles can communicate, can
be expressed as:

∆Tc = 2d0

(vA + vB) . (5.8)

To achieve a successful state transition, the three-way message exchange must
take less than ∆Tc time. Moreover, the higher the vehicle speeds, the more likely
it is to observe inconsistent state transitions, as the time required to perform the
three-way message exchange would be close to or greater than ∆Tc.

5.1.2 A VPP Case Study

The VPP communication scheme is exploited for the following case study. It is
considered a scenario where N vehicles {v1, . . . , vN} are able to collect and share
data about their surroundings in order to detect an excessive traffic condition by
means of the measured speed thought On-Board-Units (OBUs), i.e., ad-hoc sensors
embedded in vehicles or sensors contained in passengers’ smart devices, such as
GPS [19]. In general, a situation in which vehicles are traveling with low speed is
very informative of vehicular traffic in a specific area.

The considered task can be fully accomplished by a population protocol algo-
rithm that aims to know whether vehicles within a circumscribed geographic area
are moving with high or low speeds. A potential approach consists in modeling
it as a counting problem (refer to Section 5.1.8), which aims to calculate the dif-
ference between vehicles belonging to two different classes, i.e. vehicles with high
speed and low speed. It is important to note that, in such a composite scenario,
the over-traffic information must meet both geographic and time validity, because
only vehicles belonging to a restricted geographic area can benefit from knowing
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about the event of interest [28]. A straightforward solution to address both issues
could be, also here, to leverage on two Population Protocol models running in
parallel to the proposed one. In particular, to address the first issue, it is possible
to cluster the population of vehicles. In this case, a Population Protocol model
requires the knowledge of information related to the geographic position of the
vehicle, which can be retrieved by means of a GPS sensor embedded in the OBUs
previously mentioned.

Having this in mind, we can assume that the population is divided into clus-
ters and that the algorithm disseminates the relevant information only within the
cluster. This assumption allows the experimental evaluation to be focused in a
scenario that consists of a single cluster. The extension to a multi-cluster scenario
is trivial. It is sufficient that a vehicle is cluster-aware, so that it can ignore in-
formation from other clusters that would not be useful. This is easily achieved by
extending the state structure to include cluster information.

Regarding the time validity of an event, we adopted the following solution,
which allows to partially solve the well-known problem of vehicle synchroniza-
tion. In particular, it is required that the Population Protocol algorithm to be
re-executed at regular intervals. Specifically, the operations performed by the ve-
hicle vi at each restart are as follows:

• stop of the Population Protocol algorithm;

• acquisition of information from the surrounding environment, through ap-
propriate sensors. Specifically, speed is detected by performing the difference
of two consecutive position measurements through GPS.

• use of logical predicates to establish the initialization value σi based on the
information sensed from the environment and determine its initial state as
si = Ω(σi) through the input mapping function Ω. In our system we use
the binary variable traffic that assumes TRUE value if the vehicle speed is
higher than a specific threshold, FALSE otherwise;

• start of the Population Protocol algorithm and, therefore, the interactions
with other vehicles.
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This process requires only that vehicles are synchronized in time, with a level of
approximation of even tens of seconds, a realistic assumption in several real-world
scenarios.

In order to assess the suitability of VPP as a communication schema to adopt
in order to perform Population Protocols over VANETs, we compared it with
other communication schemata characterized by a different number of messages.
In particular, we considered, the following three protocols:

• Naive Protocol: no acknowledgement messages are provided; each node
broadcasts its state and updates its state when it receive a message from
another node; no different roles for nodes involved in a communication are
defined.

• 2-way Protocol: two roles are defined for nodes involved in a communi-
cation, i.e., TX and RX, as in VPP. The RX node updates its state when
it receives the initial broadcast message from another node, while the TX
node updates its state when it receives an acknowledge corresponding to the
last message it sent. The messages exchange of the 2-way Protocol is then
defined as follows:

M1) Tx→ Rx :[rndId_tx, state_tx, ack = 0]

(RX updates its state)

M2) Rx→ Tx :[rndId_rx, state_rx, ack = rndId_tx]

(TX updates its state)
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• 4-way Protocol: requires an additional acknowledgement message with
respect to VPP, as follows:

M1) Tx→ Rx :[rndId_tx, state_tx, ack = 0]

M2) Rx→ Tx :[rndId_rx, state_rx, ack = rndId_tx]

M3) Tx→ Rx :[ack = randId_rx]

(RX updates its state)

M4) Rx→ Tx :[ack = randId_tx + 1]

(TX updates its state)

The remainder of this section describes a specific algorithm adopted as a case
study, the evaluation metrics used to perform our comparative analysis, specifies
the experimental settings and finally described the achieved results.

5.1.3 Considered use-case

The Counting Problem is a specific case of the network-size estimation problem
and represents one of the most relevant issues in opportunistic networks.

The counting algorithm presented in [50] is considered as a case study to assess
the performance of the VPP communication schema. Authors of [50] model a
counting algorithm through a Population Protocol and formally demonstrate its
properties and convergence time.

According to this model, the population consists of N agents. Each agent is
initialized with an input symbol σ ∈ {A, B}. The algorithm goal is to estimate
the value k = NA −NB, where NA is the number of nodes initialized with A, and
NB is the number of nodes initialized with B.

Node initialized with A set their initial state with a positive number M , while
nodes initialized with A set their initial state with the negative number −M . This
protocol updates the state of two interacting nodes with the average of their state
values before the transition.
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Parameter Value

Input Alphabet Σ = {A, B}

Input mapping function λ(σ) =


M if σ = A

−M if σ = B

Set of states S = {−M ,−M + 1, ..., M − 1, M}

Output mapping func-
tion

Ω(x) = nx
m

+ 1
2

Output Alphabet Z = {−n,−n + 1, ..., n− 1, n}

Transition function f(a, b) =


(a+b

2 , a+b
2 ) if a + b is even

(a+b−1
2 , a+b+1

2 ) if a + b is odd

Table 5.1: Paremeters of the Population Protocol which models the counting al-
gorithm.

Formally, the algorithm is characterized by the parameters described in Table
5.1.

5.1.4 Evaluation Metrics

In order to evaluate the performance of different communication protocols, we
propose to adopt a set of metrics which are independent of the specific implemented
algorithm and a set of metrics which rather depend on it. The latter set of metrics
has to be defined for each different considered algorithm.

We adopt the following algorithm-independent metrics:

• Mean Absolute Percentage Error (MAPE): defined as the normalized
average of the absolute error made by nodes. If x is the correct value that
should be produced by the algorithm and xi is the output value from the i

node, the MAPE is defined as follows:

MAPE =
∑N

i=0 |x− xi|
x ·N

(5.9)
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• Mean Square Error (MSE): defined as the average of square error made
by nodes:

MSE =
∑N

i=0 (x− xi)2

N
(5.10)

• Root Mean Square Error (RMSE): defined as follows:

RMSE =
√

MSE (5.11)

• Number of Packets: the total amount of packets transmitted during an
experimental run.

The algorithmic-dependent metric we propose to adopt is related to an invariant
property of the Population Protocol considered as a case study. According to the
transition function shown in Tab. 5.1, it is possible to prove that the sum of node
states remains constant during the whole protocol execution. That is, for any time
t, the following equation holds:

N∑
i=1

nodei.state(0) =
N∑

i=1
nodei.state(t) (5.12)

If some inconsistent state updates are performed (i.e., performed by a single
node of an interacting node pair), the eq. 5.12 will not be satisfied. Thus, we
adopt the following error function:

ξ(t) =
∣∣∣∣∣

N∑
i=1

nodei.state(0)−
N∑

i=1
nodei.state(t)

∣∣∣∣∣ (5.13)

5.1.5 Tools used for experimental evaluation

The performance evaluation has been conducted through simulation, by adopt-
ing some well-known simulation tools, such as the SUMO/VEINS simulator and
the OMNET++ libraries. SUMO is an open source traffic simulator for creating
detailed road scenarios, modeling vehicle behavior, and analyzing traffic perfor-
mance. It offers a wide range of features, including traffic generation algorithms,
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vehicle behavior models, road infrastructure modeling, and tools for analyzing re-
sults. Thus, SUMO is not merely a traffic simulator, but a suite of applications
that allow the definition of everything needed to build an experimental setting
for traffic simulations. SUMO is a microscopic traffic simulator, i.e., it allows full
control over each vehicle; in fact, each vehicle is explicitly defined, identified by an
identifier, departure time, and vehicle path within the network. If desired, each
vehicle can be defined with a very high level of detail. Vehicles moving within the
map regulate their speed based on the mobility model adopted; SUMO uses an
extension of the car-following model developed by Stefan Krauß [41]. This model
describes the behavior of moving vehicles when they are one behind the other. The
model focuses on studying the movement of vehicles under heavy traffic conditions,
where the presence of other vehicles can affect driving behavior, and is based on
the notion of headway (distance between the leading vehicle and the following ve-
hicle). The speed of the leading vehicle, the speed of the following vehicle and the
speed difference between the two vehicles are used as parameters. In summary,
this model is based on some fundamental assumptions:

• One-dimensional movement: The model considers only the longitudinal
movement of vehicles along a straight line.

• Rational drivers: Drivers are assumed to act rationally, trying to maintain
an adequate safety distance and achieve a desired speed.

• Constant speed of leading vehicle: It is assumed that the vehicle in
front maintains a constant speed.

• Immediate reactions: Drivers are assumed to react immediately to
changes in the traffic situation.

• Safe distance: The model considers the importance of maintaining a safe
distance between vehicles.

• Deterministic factors: The model assumes that drivers’ behavior and
interactions between vehicles are deterministic.

VEINS is a simulation framework based on SUMO (Simulation of Urban MO-
bility) that focuses on the simulation of Vehicular Ad-Hoc Networks (VANETs). It
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is an extension of SUMO that adds vehicular communication capabilities to traffic
simulations, allowing the performance of VANET protocols and applications to be
evaluated in a realistic environment. In brief, VEINS has the following features:

• Vehicular communication: VEINS integrates vehicular communication
into SUMO models, allowing vehicles to communicate with each other via ve-
hicular communication technologies, such as DSRC (Dedicated Short Range
Communications) or IEEE 802.11p. This communication can be used to ex-
change traffic information, report accidents, coordinate vehicle movement,
and support vehicular safety applications.

• Signal propagation models: VEINS provides accurate models for radio
signal propagation within VANET simulations. These models consider the
effects of terrain, obstacles, and interference on vehicular communications.
This makes it possible to evaluate the reliability and coverage of vehicular
communications under different traffic scenarios.

• Support for communication protocols: VEINS supports several vehic-
ular communication protocols, such as the AODV (Ad-hoc On-Demand Dis-
tance Vector) routing protocol, the IEEE 802.11p MAC channel access proto-
col, and the CAM (Cooperative Awareness Message) and DENM (Decentral-
ized Environmental Notification Message) safety message exchange protocol
defined by the European ITS-G5 standard. This allows the effectiveness of
these protocols to be evaluated in VANET simulations.

• Vehicular application development: VEINS provides an interface for the
development of custom vehicular applications. Developers can create appli-
cations that take advantage of simulated vehicular information and commu-
nications, such as intelligent navigation systems, collision warning systems,
traffic management systems, and many others. The effectiveness of such
applications can be implemented and evaluated in realistic traffic scenarios.

• Integration with external tools: VEINS can be integrated with external
tools such as OMNeT++ (Objective Modular Network Testbed in C++)
to provide additional simulation and analysis capabilities. Integration with
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OMNeT++ allows more detailed network and communication aspects to be
modeled, enabling even more in-depth performance evaluation of vehicular
protocols and applications.

Overall, VEINS provides a comprehensive and flexible simulation environment
for studying and evaluating vehicle networks.

5.1.6 Experimental Settings

Each simulation is specified by the following parameters:

• Map: a synthetic map composed by a network of streets. We consider two
different sizes for maps:

– Big Map: a grid of 16x16 streets, which intersect each other, with a
distance of 100 metres between two consecutive parallel streets. The
map covers an area of 2.25 km2, with 25.6 km of roads.

– Small Map: a grid of 8x8 streets, which intersect each other, with a
distance of 100 metres between two consecutive parallel streets. The
map covers an area of 0.49 km2, with 6.4 km of roads.

• Vehicle density: during the simulation, we considered two different density
levels:

– High Density: 31 vehicles per linear kilometer;

– Low Density: 8 vehicles per linear kilometer;

• Beacon Interval [s]: Time interval between two consecutive message broad-
casting. In our experiments, this value is set to 1s, which is the default value
of the used VANETs simulator.

• Communication range [m]: Communication range of nodes. Generally
between 50 and 80 metres. For our simulation this value is 70m.
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Figure 5.1: Comparison of the Mean Absolute Percentage Error (MAPE) (a), of
the Root Mean Square Error (RMSE) (b), of the specific error function ξ (c) and
the number of packets sent (d), for the four analyzed protocols, in a Low-Density
scenario over a Small Map.

5.1.7 Experimental Results

Experimental results show the suitability of VPP for implementing Population
Protocols in VANET, in different scenarios.

Figure 5.1 allows to compare the four analyzed protocol through their Mean
Absolute Percentage Error (MAPE), Root Mean Square Error (RMSE), specific
error function ξ and the number of packets sent in a Low-Density scenario over
a Small Map. VPP achieves the smallest MAPE and RMSE both with respect
to the naive protocol and to the 2-way protocol, that is an expected result, but
also with respect to the 4-way protocol. This counterintuitive result is due to
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Figure 5.2: Comparison of the Mean Absolute Percentage Error (MAPE) (a), of
the Root Mean Square Error (RMSE) (b), of the specific error function ξ (c) and of
the number of packets sent (d), for the four analyzed protocols, in a High-Density
scenario over a Small Map.

the excessive time span of the 4-way protocol if compared with vehicles time of
contact. Such feature causes a greater number of inconsistent transitions with
respect to VPP. By considering the algorithm-dependent error function ξ, VPP
and the 4-way protocol obtain comparable results, and outperform both the naive
protocol and the 2-way protocol.

Figure 5.2 shows the same results, obtained in the same small map, but con-
sidering a high density of vehicles. Even in this case VPP outperforms other
protocols, especially with respect the MAPE and the RMSE. We can observe com-
parable results also in Low-Density and High-Density scenarios over a Big Map,
respectively reported in Fig. 5.3 and Fig. 5.4.
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Experimental results also show that VPP allows to reduce the number of trans-
mitted packet. Figures 5.1d, 5.2d, 5.3d, 5.4d show the number of transmitted
packets for the 2-way protocol, for VPP, for the naive protocol and for the 4-way
protocol, in the different considered scenarios.

The smaller number of packets transmitted by VPP with respect to the 4-
way protocol is an expected result. It is worth noticing that the naive protocol
and the 2-Way protocol (which is not shown since it has performance perfectly
superimposable to the naive protocol) do not include any mechanism that stops
the broadcasting phase. This mechanism is instead included in VPP and in the
4-way protocol. Thus the former pair of protocols obtains worst performance than
the latter.

The obtained results thus show that, in three out of four scenarios, VPP ob-
tains the best results both with respect to the performed error and the amount of
transmitted messages. In the only scenario in which the 4-way protocol produces
a smaller number of messages, its performance in terms of MAPE and RMSE are
significantly worst than VPP, thus VPP is still largely preferable.

5.1.8 Case Study Evaluation

In order to strengthen the experimental evaluation of the proposed scheme, experi-
mental results obtained by testing VPP on the case study described in section 5.1.2
are also reported.

The same evaluation metrics are used, as well as the same configuration of
experiments (in terms of parameters). Again, VPP is compared with the other 3
protocols considered previously: Naive-Protocol, 2-way Protocol and 4-way Pro-
tocol.

The experimental evaluation of the proposed system provides analysis from
both efficiency and accuracy perspectives. Performances related to the efficiency
of the protocol were analyzed considering the amount of information exchanged
between vehicles. It would be suitable that the protocol requires the exchange
of a reduced number of messages to achieve convergence. In this regard, as can
be seen from the Fig. 5.5c, the 4-way schema achieves better results than other
protocols. This is due to the fact that, in both the 3-way and 4-way protocols,
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Figure 5.3: Comparison of the Mean Absolute Percentage Error (MAPE) (a), of
the Root Mean Square Error (RMSE) (b), of the specific error function ξ (c) and of
the number of packets sent (d), for the four analyzed protocols, in a Low-Density
scenario over a Big Map.
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the Root Mean Square Error (RMSE) (b), of the specific error function ξ (c) and of
the number of packets sent (d), for the four analyzed protocols, in a High-Density
scenario over a Big Map.
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once the vehicles start communicating (exchanging messages), the vehicles stop
the broadcast process, thus reducing the number of sent messages. Since the 4-
way version involves the exchange of 4 messages (M1, M2, M3, and M4), the total
time of interaction between vehicles will be longer and vehicles will spend more
time without broadcasting messages. In fact, the Naive and 2-way versions, which
do not include any of these mechanisms, exchange even more messages, since the
vehicles will always be in the broadcast phase. However, this has a significant
impact on the convergence time.

In this regard, Fig. 5.5a, which allows to compare the Mean Absolute Percent-
age Error (MAPE) of the considered protocols, shows that the 3-way protocol,
performing interactions in a faster way, converges to a lower error value faster than
the 4-way version. Instead, as expected, the Naive and 2-way versions, not imple-
menting any type of control on the correct execution of the interaction, cause a
greater number of incorrect transitions, resulting in the inconsistency of the system
and producing incorrect output values. This is an expected result since the Naive
and 2-way versions do not implement mechanisms to ensure that the transition is
performed correctly, as is done by the 3-way protocol.

As for the specific error function ξ, in a theoretical case, it should always
remain equal to 0. However, as can be seen from Fig. 5.5d, the ξ function has
values differing from 0. Specifically, in the Naive and 2-way versions, which do not
implement mechanisms to ensure that the interactions are successfully completed,
this error has very high values. Instead, the 3-way and 4-way versions, which
implement different control mechanisms, have significantly lower values, close to
0.

The Naive and 2-way protocols achieve the lowest performance in both effi-
ciency and correctness. Instead, the 3-way and 4-way schemata obtain compara-
ble performances: both achieve similar results relative to the algorithm-dependent
error function ξ however, while 4-way obtains better results relative to the number
of exchanged messages, 3-way presents better performances relative to the conver-
gence time. Due to the nature of the scenario and the application requirements,
the reduction in the number of messages exchanged does not justify the decrease
in convergence time performance. In fact, it is preferable to adopt a protocol that
requires a larger amount of information exchanged between vehicles but produces
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(a) MAPE (b) RMSE

(c) Total number of Messages (d) ξ(t) Error Function

Figure 5.5: Performance of the considered communication protocols, specifically
(a) shows the MAPE values, (b) plots the RMSE values, (c) shows the number
of messages exchanged by the vehicles and (d) instead reports the values of the ξ
Error Function.

correct results faster. For these reasons, the 3-way protocol represents the best
trade-off between the compared alternatives.

5.2 Event Detection System - Experimental
Evaluation

This section describes the experimental evaluation of our proposal for event de-
tection system. The experimental setting is first described, then the performance
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evaluation of the data dissemination protocol and of the underlying adaptive com-
munication strategy is described.

5.2.1 Experimental Settings

The experimental evaluation was performed through the VEINS framework [56],
which is based on the SUMO traffic simulator [43] and the OMNET++ event
simulator [61]. We assessed our approach in different scenarios, obtained by varying
the following parameters:

• Map Size: we have considered two different sizes of maps:

– Large Map: 12 linear km of roads over an area of 1 km2;

– Small Map: 6 linear km of roads over an area of 0.25 km2;

• Vehicle density: we have considered two different vehicular densities:

– High Density: 40 vehicles per linear kilometer;

– Low Density: 20 vehicles per linear kilometer;

• GPS availability: to compare the performance of our approach with or
without GPS information, in some scenarios the vehicles are equipped with
GPS sensors, and in other scenarios, this information is not available;

• Broadcasting Range: the adaptive communication strategy tunes the
broadcasting rate within a certain range; we evaluated the performance of
our approach by varying the specific value of this range. In scenarios in which
vehicles do not adopt an adaptive communication strategy, the broadcasting
rate is equal to 1 message per second.

By combining these parameters we evaluated the performance of our approach
in 16 different scenarios.

In all the simulated scenarios, the communication range of each vehicle is 70
m.
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5.2.2 Evaluation Metrics

This section presents the evaluation metrics adopted to evaluate the performance
of our system.

The effectiveness of the data dissemination protocol can be evaluated by con-
sidering, for each vehicle, how many events are actually detected in its range of
interest. With this goal in mind, we can provide a suitable definition of four
well-known metrics, i.e., True Positives, True Negatives, False Positives, and False
Negatives.

• True Positives: (TPi) Number of events that the vehicle i considers as
relevant and are inside its area of interest;

• True Negatives: (TNi) Number of events that the vehicle i does not con-
sider as relevant and are outside its area of interest;

• False Negatives: (FNi) Number of events that the vehicle i does not con-
sider as relevant but are inside its area of interest;

• False Positives: (FPi) Number of events that the vehicle i considers as
relevant but, instead, are outside its area of interest.

Assuming that n vehicles are involved in the simulation, we adopted the fol-
lowing evaluation metrics, which are computed by averaging over all vehicles:

• Precision - average portion of truly relevant events among all the events
detected by vehicles:

P = 1
n

n∑
i

(
TPi

TPi + FPi

)
;

• Accuracy - average portion of events correctly classified among the events
occurring in the considered time interval:

A = 1
n

n∑
i

(
TPi + TNi

TPi + FPi + TNi + FNi

)
;
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• Recall - average portion of events detected as relevant among all the events
occurring in the area of interest of a vehicle (all the events that a vehicle
should detect):

R = 1
n

n∑
i

(
TPi

TPi + FNi

)
;

• F1-score - harmonic mean of precision and recall:

F1 = 1
n

n∑
i

(
Pi ·Ri

Pi + Ri

)
.

The efficiency of the adaptive communication strategy, underlying the data
dissemination protocol, depends on the rate at which vehicles send packets in the
network. An excessive transmission rate results in resource consumption and may
cause an excessive number of collisions in the transmission medium. On the other
hand, a low transmission rate may cause vehicles to miss some useful information
and thus some relevant events.

• pkts(t): number of messages sent by the vehicles, from the beginning of the
simulation until time t, averaged over all vehicles.

• rate(t): average transmission rate of all vehicles, at time t.

5.2.3 Evaluation Results

To evaluate the benefits of key design choices, we compared the behavior of three
different implementations of our system. The first version of the system, labeled
"GPS", requires vehicles to be equipped with GPS sensors, and thus be able to de-
tect their location and associate coordinates with detected events. In this case, the
data broadcasting protocol achieves very good performance, which does not change
whether the vehicles adopt a communication strategy with a static broadcasting
rate or the adaptive communication strategy. Therefore, for the sake of brevity,
results shown in this section refer to the system with GPS sensors and a static
broadcasting rate. The second and the third versions of the system, involve the
more challenging scenario where vehicles are not equipped with GPS sensors. The
second version, labeled "Static", adopts a communication strategy with a static
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Figure 5.6: Comparison of accuracy 5.6a, precision 5.6b, recall 5.6c and F1-
Score 5.6d, in a small map with low density of vehicles, of three versions of our
system: (i) with GPS sensors (labeled "GPS"), (ii) without GPS sensors and with
a static broadcasting rate (labeled "Static"), and (iii) without GPS sensors and the
adaptive communication strategy (labeled "Adaptive").

broadcasting rate, while the third version, labeled "Adaptive", adopts the adaptive
communication strategy.

Figures 5.6 and 5.7 show the performance evaluation of our data dissemination
protocol in a small map, respectively with a low and high density of vehicles, by
considering these three different versions of our system. Figures 5.8 and 5.9 show
the performance evaluation in a large map, respectively with a low and high density
of vehicles.

As expected, the system with GPS sensors obtains the best performance, with
average values of accuracy, precision, recall and F1-score equal to 0.99, 1.00, 0.98,
and 0.98. It can also be observed, that when vehicles are equipped with GPS
sensors, the precision is always equal to 1. This is because this system has no false
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Figure 5.7: Comparison of accuracy 5.7a, precision 5.7b, recall 5.7c and F1-
Score 5.7d, in a small map with high density of vehicles, of three versions of our
system: (i) with GPS sensors (labeled "GPS"), (ii) without GPS sensors and with
a static broadcasting rate (labeled "Static"), and (iii) without GPS sensors and the
adaptive communication strategy (labeled "Adaptive").



5. Experimental Evaluation 66

0 50 100 150 200
Time [s]

0.0

0.2

0.4

0.6

0.8

1.0

Ac
cu

ra
cy

Static
Adaptive
GPS

(a)

0 50 100 150 200
Time [s]

0.0

0.2

0.4

0.6

0.8

1.0

Pr
ec

isi
on

Static
Adaptive
GPS

(b)

0 50 100 150 200
Time [s]

0.0

0.2

0.4

0.6

0.8

1.0

Re
ca

ll

Static
Adaptive
GPS

(c)

0 50 100 150 200
Time [s]

0.0

0.2

0.4

0.6

0.8

1.0

F1
-s

co
re

Static
Adaptive
GPS

(d)

Figure 5.8: Comparison of accuracy 5.7a, precision 5.7b, recall 5.7c and F1-
Score 5.7d, in a large map with low density of vehicles, of three versions of our
system: (i) with GPS sensors (labeled "GPS"), (ii) without GPS sensors and with
a static broadcasting rate (labeled "Static"), and (iii) without GPS sensors and the
adaptive communication strategy (labeled "Adaptive").
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Figure 5.9: Comparison of accuracy 5.7a, precision 5.7b, recall 5.7c and F1-
Score 5.7d, in a large map with high density of vehicles, of three versions of our
system: (i) with GPS sensors (labeled "GPS"), (ii) without GPS sensors and with
a static broadcasting rate (labeled "Static"), and (iii) without GPS sensors and the
adaptive communication strategy (labeled "Adaptive").
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positives. In fact, since the events detected by the sensors are labeled with the GPS
coordinates of the place where they have been detected, each node that receives a
message is able to correctly detect whether an event is in its area of interest or not.
Therefore, it never happens that an event outside its area of interest is mislabeled
as relevant.

When the vehicles are not equipped with GPS sensors, our data dissemination
protocol achieves average values of accuracy, precision, recall and F1-score equal
to 0.85, 0.88, 0.87, and 0.85. It is worth noticing that the adaptive communication
strategy, although with a reduced the number of transmitted messages, achieves
essentially the same performance as the system adopting the static transmission
rate. The system achieves better performance in high-density scenarios, because in
denser networks, vehicles exchange more information, and as a result, knowledge
of detected events propagates faster.

With these results in mind, it is significant to assess the proposed approach, in
a scenario where vehicles are not equipped with GPS sensors, the savings achieved
by the adaptive communication strategy, which is shown not to adversely affect
the performance of the data dissemination protocol. The efficiency of the adap-
tive communication strategy and that of the data dissemination protocol must be
properly balanced. A high transmission rate causes high energy consumption and
a relevant number of collisions in the transmission medium. On the other hand, a
low transmission rate, which is more convenient from the communication overhead
point of view, may cause the vehicles to miss some useful information, which is
detrimental to the detection accuracy. Figures 5.10 and 5.11 compare the adaptive
communication strategy with the static communication strategy in terms of packet
receiving and sending rates. In high-density scenarios (Figure 5.10), the static
transmission rate causes an increase in the receive rate in vehicles (Figure 5.10a
and 5.10c) due to the high density of vehicles, resulting in a high number of colli-
sions in the transmission medium. It is worth noting that this large communication
cost does not correspond to any increase in detection accuracy, as shown above. On
the contrary, the adaptive communication strategy (Figure 5.10b and 5.10d), in or-
der to maintain the receiving rate between the minimum and maximum threshold,
adaptively tune the senting rate. Consequently, the system causes a lower energy
consumption, a lower number of collisions in the transmission medium, without a
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(a) Static communication strategy over
a Large Map.
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(b) Adaptive communication strategy
over a Large Map.
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(c) Static communication strategy over
a Small Map.
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(d) Adaptive communication strategy
over a Small Map.

Figure 5.10: Receiving and sending rate in High Density scenarios, over Large
Maps and Small Maps, when adopting the static communication strategy (5.10a
and 5.10c) and the adaptive one (5.10b and 5.10d).
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(a) Static communication strategy over
a Large Map.

0 100 200 300 400 500 600
Time [s]

0

10

20

30

40

50

60

pk
ts

Receiving rate
Sending rate
Min threshold
Max threshold

(b) Adaptive communication strategy
over a Large Map.
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(c) Static communication strategy over
a Small Map.
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over a Small Map.

Figure 5.11: Receiving and sending rate in Low Density scenarios, over Large Maps
and Small Map, of a systema adopting when adopting the static communication
strategy (5.11a and 5.11b) and the adaptive one (5.11c and 5.11d).
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detrimental effect on the detection accuracy. Instead, as expected, in low-density
scenarios the communication burden of the static and adaptive strategies are com-
parable (see Figure 5.11).

In order to better assess the dependence of energy consumption on the sending
rate, Figure 5.12 compares the average number of packets sent by vehicles, which
can be considered directly proportional to energy consumption, for the static and
the adaptive communication strategies, in all the considered scenarios. It can
be shown that in low-density scenarios (Figures 5.12a and 5.12c), the adaptive
strategy uses a greater number of sent packets, in order to respond to a potential
lack of information, while in high-density scenarios (Figures 5.12b and 5.12d), it
limits the number of sent packets, in order to avoid collisions that would not lead
to any increase in detection accuracy.
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Figure 5.12: Comparison of the number of packets sent by vehicles in low-density
scenarios over a Small Map 5.12a and a Large Map 5.12c, and in high-density
scenarios over a Small Map 5.12b and Large Map 5.12d in different configuration:
(i) with a static broadcasting rate (labeled "Static") and (ii) with the adaptive
communication strategy (labeled "Adaptive").



Chapter 6

Conclusions

This Thesis work relates to the emerging field of Vehicular Ad-Hoc Networks
(VANET). This area, in recent years has attracted the attention of both industry,
interested in the development of innovative applications and business opportuni-
ties, and academia, involved in proposing new solutions to critical issues that are
still present.

It was discussed how today’s VANET architectures can be divided into two cat-
egories: Vehicle-To-Vehicle (V2V) and Vehicle-To-Infrastructure (V2I). Although
in V2I architectures, vehicles can leverage the computational power of fixed units
in the territory (RSUs), which also allow them to integrate with cloud appli-
cations, V2I architectures are poorly suited to real-world scenarios due to their
high deployment and maintenance costs. Because of these limitations, the scien-
tific community is increasingly pushing the development of applications for V2V
networks. These, since the infrastructure is totally distributed and consists only
of vehicles interacting with each other, have higher potential. Nevertheless, the
adoption of V2V architectures is not trivial, because several challenges must be
addressed. One of the main challenges lies in the broader challenge of Data Dis-
semination, that is disseminating information across the network in an efficient
way. The literature has shown that the performance of proposed solutions, re-
gardless of the specific scope of application, is highly dependent on the routing
algorithm adopted. In this regard, to date, there is no routing algorithm capable
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of dynamically adapting to constantly changing network conditions. In addition,
most routing algorithms require an initialization phase, which obviously burdens
the efficiency of the overall system.

In this work, with the aim of realizing a system characterized by high per-
formance, the possibility of adopting a different communication model than the
conventional routing algorithms was analyzed. It was seen that the Population
Protocol model represents a viable alternative to the use of classical communi-
cation models. This model represents an elegant formalism for dealing with the
typical problems of distributed systems. Although due to its characteristics it
completely fulfills the requirements of vehicular networks, its use in a real-world
context required solving some problems related to physical constraints that are
considered in the theoretical model. Specifically, two problems were encountered
in using Population Protocol-based algorithms in a real-world context: the first
is to ensure that, despite the possibility of communication errors, interactions be-
tween nodes occur in the correct way. The second problem concerns the possibility
of executing asymmetric algorithms as well, that is, those that implement a tran-
sition function that updates the states of the two interacting nodes in a different
way.

To solve these problems, the 3-way communication schema VPP was designed,
which, through specific and appropriate mechanisms, enables the use of Population
Protocol-based algorithms in vehicular networks. Experimental evaluation of VPP
demonstrated the validity of the solution. In fact, it was shown that at the expense
of a negligible decrease in performance on the convergence times of the algorithm,
VPP succeeds in drastically decreasing the number of erroneous transitions and,
therefore, the error occurred on the output value will be significantly lower.

By defining this communication scheme that enables the use of PP in vehic-
ular networks, the full power of PP can be exploited in the Event Detection and
Dissemination system proposed in this work.

The Event Detection and Dissemination System is executed in the vehicular
network in a fully distributed fashion: it requires no network infrastructure and
no initialization phase. It adopts an Event Driven approach, in which components
react asynchronously to events that occur. In this regard, two types of events
have been defined: Low-Level Events represent simple events, which are produced
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locally by individual nodes. High-Level Events are produced through Data Fusion
algorithms applied to multiple LLEs. HLEs represent compound events that are
consumed directly by the services provided to the user.

The system has a twofold function: on the one hand, it allows nodes, by means
of analyses performed on sensory measurements, to determine whether events have
occurred in the surrounding environment; on the other hand, it must propagate this
information to other nodes in the network as efficiently as possible. In addition,
the system is able, through analyses conducted on current network conditions,
to independently adjust its message sending rate, pursuing efficiency and fairness
goals.

The system is characterized by a 3-layer architecture. The Application Layer
implements the highest-level functionality: it integrates with smart environments
and provides services to the user according to the information received from the
other layers. Specifically, Complex Event Processing (CEP) receives LLEs from
the lower layers, processes and aggregates them to produce HLEs, which will then
be consumed by the Service Controllers associated with all services provided by
the system.

The Communication layer represents the core of the entire system, because it
is responsible for both propagating information within the network and adapting
the sending rate based on network conditions. It is composed of the Population
Protocol Module, which implements the Data Dissemination algorithm based on
the Population Protocol model, and the Adaptive Communication Module (ACM),
which, based on observations made on the network, is able to modulate the node’s
sending rate so as to minimize the probability of saturating the network while still
feeding an adequate level of information into the network.

The Sensing Layer models the sensory equipment with which the node is
equipped. The sensory measurements performed are collected and processed by
an appropriate Data Fusion algorithm, producing as output the Low-Level Events
that will be sent to the higher layer.

Experimental evaluation was conducted through the Veins software, a frame-
work that integrates both a vehicular traffic simulator and network communication
simulation libraries. Different scenarios were defined based on certain parameters:
map size, vehicular density, communication ranges, etc. In order to test the effec-
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tiveness and advantages introduced by using the Adaptive Communication Module,
all scenarios were run in both configurations: either using the ACM or not using
it.

The experimental results show the validity of the proposed system in all sce-
narios, even with very different conditions. It was seen that using the ACM allows
to decrease the number of messages sent when the network is very dense, with the
same performance on convergence times. The experimental evaluation also demon-
strated the validity of the Data Dissemination algorithm implemented through the
Population Protocol model. It was seen how efficiently nodes are able to dissemi-
nate information within the network, even in non-optimal network conditions.
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