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Abstract

Sampled string matching is a very effective technique to reduce the search
time for a pattern within a text at the cost of a small amount of additional
memory, used for storing a partial index of the text. This approach has
recently received some interest and has been applied to improve both online
and offline string matching solutions, improving standard solutions by more
than 50%. However, this improvement is currently only achievable in the
case of texts on large-sized alphabets, and remains small (or absent) in the
case of small-sized alphabets. In this article we propose an extension of the
approach to text-sampling, known as Character Distance Sampling, to the
case of small alphabets, obtaining an improvement of up to 98% compared
to standard solutions in the case of online string matching. We also extend
this approach to the case of offline string matching, introducing a sampled
version of the suffix array, obtaining performances up to 5 times higher than
the search obtained on the standard suffix array. Differently from what has
been done by previous solutions, our idea is not based on the reduction of
the number of indexed suffixes, but on the construction of the index directly
on the sampled text.
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1. Introduction1

Exact string matching is a fundamental problem in computer science and2

in the wide domain of text processing. It consists in finding all the oc-3

currences of a given pattern x in a large text y where characters of both4

sequences are drawn from an alphabet Σ.5

It is a fundamental problem in computer science with applications in6

many other fields, like natural language processing and information retrieval.7

It is also a critical problem in computational molecular biology and plays a8

very important role in biological sequences analysis, mainly due to the con-9

stantly growing amount of molecular data extracted from living organisms.10

For this reason sequence matching techniques play a very important role in11

various applications in computational biology for data analysis. In addition,12

as the size of data increases, the space required to store this data and the data13

structures useful for solving the problem is also constantly increasing, which14

is why it is necessary to adopt new efficient approaches that can drastically15

reduce the space used while preserving the effectiveness of the search.16

Applications require two kinds of solutions: online and offline string17

matching. Solutions based on the first approach assume that the text is not18

preprocessed and thus they need to scan the input sequence online, when19

searching. Differently, solutions based on the second approach try to dras-20

tically speed up searching by preprocessing the text and building a data21

structure that allows searching in time proportional to the length of the pat-22

tern. For this reason such kind of problem is known as indexed searching.23

Sampled string matching is a technique that has recently received interest24

and which is halfway between the two just described solutions, allowing both25

to be improved. Its goal is to significantly cut down the space requirements26

of indexed matching, on the one hand, and drastically reduce searching time27

for the online solutions, on the other hand. However sampled string matching28

allows so far to search efficiently only in the case of natural language texts or,29

in general, when searching on input sequences over large alphabets, while its30

performances degrade when the size of the underlying alphabets decreases.31

In this paper, we present an extension of a previous approach [12], called32

Character Distance Sampling (CDS), in two separate directions.33

• We extend CDS to small alphabets obtaining a more feasible solution34

in the case of biological data like genome or protein sequences and,35

in general, in the case of small alphabets. Our proposed approach36
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makes use of condensed characters in order to enlarge the size of the37

underlying alphabet and, as a result, speed up the searching process38

and reduce the space consumption of the resulting sampled text.39

• We adapt the proposed sampling approach also in the case of the offline40

search by developing a sampled variant of the suffix array based on41

the CDS approach. Differently from what has been done by previous42

solutions, our idea is not based on the reduction of the number of43

indexed suffixes, but on the construction of the index directly on the44

sampled text.45

From our experimental results it turns out that the use of condensed46

alphabets leads to reduce the space consumption up to 80% and to speed47

up the online searching process up to 98%, significantly improving the re-48

sults obtained by the previous text sampling approach. We also conducted49

experimental tests for offline search, obtaining, also in this case, significant50

improvements. Specifically, the new approach presented in this paper allows51

a reduction of search times up to 5 times, compared to the times obtained52

using the standard data structure.53

The paper is organized as follows. First we briefly review previous so-54

lutions related with our work making appropriate references to the most55

relevant literature. In Section 3 we briefly review the Characters Distance56

Sampling approach introduced by Faro et al. [12] and extend it to condensed57

alphabets. Then, in Section 4, we show how to apply our sampling approach58

to the online string matching case, while its application to the case of offline59

string matching is presented in Section 5. Finally, in Section 6, we present60

experimental results and draw our conclusions in Section 7.61

2. Related Results62

Formally, the exact string matching problem consists in finding all the63

occurrences of a given pattern x, of length m, in a large text y, of length n,64

where characters of both sequences are drawn from an alphabet Σ of size σ.65

Online string matching solutions assume that the text is not preprocessed66

and thus they need to scan the input sequence online, when searching. Their67

worst case time complexity is Θ(n), and was achieved for the first time by68

the well known Knuth-Morris-Pratt (KMP) algorithm [24], while the optimal69

average time complexity of the problem is Θ(n logσ(m)/m) [38], achieved for70

example by the Backward-Dawg-Matching (BDM) algorithm [6].71
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Many string matching solutions have been also developed in order to72

obtain sub-linear performance in practice [9]. Among them the Boyer-Moore-73

Horspool (BMH) algorithm [2, 20] deserves a special mention, since it has74

inspired much work. Memory requirements of this class of algorithms are75

very low and generally limited to a precomputed table of size O(mσ) or76

O(σ2) [9]. However their searching time is always proportional to the length77

of the text and thus their performances may stay poor in many practical78

cases, especially for huge texts and short patterns.279

Differently, solutions based on indexed searching try to drastically speed80

up searching by preprocessing the text and building a data structure that81

allows searching in time proportional to the length of the pattern. The82

literature in this research area is truly extensive and citing all the solutions83

proposed over the years would go beyond the scope of this paper. However,84

among the most efficient solutions to such problem we mention those based on85

suffix trees [9], which find all occurrences in O(m+occ)-worst case time, those86

based on suffix arrays [2], which solve the problem in O(m+ log n+ occ) [2],87

where occ is the number of occurrences of x in y, and those based on the FM-88

index [15] (Full-text index in Minute space), which is a compressed full-text89

substring index based on the Burrows-Wheeler Transform (BWT) allowing90

compression of the input text while still permitting fast substring queries.91

However, despite their optimal time performance3, space requirements of92

full-index data structures, as suffix-trees and suffix-arrays, are from 4 to 2093

times the size of the text.94

While the size of a compressed indexes, as the FM-Index [15], is typically95

less than the size of the text, it turns out that their space requirement is too96

large for many practical applications.97

An alternative solution to full indexes is to compress the input text and98

search online directly the compressed data in order to speed-up the search-99

ing process using reduced extra space. Such problem, known in literature100

as compressed string matching, has been widely investigated in the last few101

years. Although efficient solutions exist for searching on standard compres-102

sions schemes, as Ziv-Lempel [33] and Huffman [3], the best practical be-103

2Search speed of an online string matching algorithm may depend on the length of the
pattern. Typical search speed of a fast solution, on a modern laptop computer, goes from
1 GB/s (in the case of short patterns) to 5 GB/s (in the case of very long patterns) [4].

3Search speed of a fast offline solution do not depend on the length of the text and is
typically under 1 millisecond per query.
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haviour are achieved by ad-hoc schemes designed for allowing fast searching104

[29, 7, 23, 36, 16]. These latter solutions use less than 70% of text size ex-105

tra space (achieving a compression rate over 30%) and are twice as fast in106

searching as standard online string matching algorithms. A drawback of such107

solutions is that most of them still require significant implementation efforts108

and a high time for each reported occurrence.109

One of the most interesting solutions to the problem are compact data110

structures. Such structures are equipped with native tools for handling text111

directly in its compressed form [31]. In general, however, they are not able112

to compress text by orders of magnitude, offering only complex functionality113

in the space required by raw data.114

When working on repetitive texts the BWT, featuring long runs of equal115

consecutive symbols, has enormous potential in terms of compression [32]116

and compact data structures benefit from this feature. These include, for117

example, a complete index for pan-genomics read alignment using prefix-118

free parsing [26]. A relevant compressibility measure for a repetitive text119

is indeed the number r of runs in their BWT. Based on this measure, the120

Run-Length FM-index [28] is able to efficiently count the number of occur-121

rences of a pattern using O(r) space and in log-logarithmic time per pattern122

symbol. Although it can be also extended [17, 18] in order to be able to123

locate the positions of such occurrences without using additional space, such124

data structures are designed to be efficient only in the case of very repetitive125

texts.126

2.1. Sampled String Matching127

An alternative solution to the problem is sampled string matching, in-128

troduced in 1991 by Vishkin [37], which consists in the construction of a129

succinct sampled version of the text (which must be maintained together130

with the original text) and in the application of any online string matching131

algorithm directly on the sampled sequence.132

Although any candidate occurrence of the pattern may be found more133

efficiently, the drawback of this approach is that any occurrence reported in134

the sampled-text requires to be verified in the original text. Apart from this135

point a sampled-text approach may have a lot of good features: it may be easy136

to implement if compared with other succint matching approaches, it may137

require very small extra space and may allow fast searching. Additionally it138

may also allow fast updates of the data structure.139

5



Apart the theoretical result of Vishkin, the first practical solution to140

sampled string matching has been introduced by Claude et al. [5] and is141

based on an alphabet reduction. In this paper we refer to this algorithm142

as Occurrence Text Sampling (OTS). Specifically, if we let y be the input143

text, of length n, and let x be the input pattern, of length m, both over an144

alphabet Σ of size σ, the main idea of the OTS approach is to select a subset145

of the alphabet, Σ̂ ⊂ Σ (the sampled alphabet), and then to construct a146

partial-index as the subsequence of the text (the sampled text) ŷ, of length147

n̂, containing all (and only) the characters of the sampled alphabet Σ̂. More148

formally ŷ[i] ∈ Σ̂, for all 1 ≤ i ≤ n̂. However, since ŷ contains partial149

information, a table ρ is maintained in order to map, at regular intervals,150

positions of the sampled text to their corresponding positions in y.151

It turns out that the OTS approach leads to solutions which are to be up152

to 5 times faster than standard online string matching and 2 times faster than153

standard offline string matching on English texts. Such results are obtained154

with an extra space requirement which is only 14% of text size.4155

More recently Faro et al. presented a more effective sampling approach156

based on character distance sampling (CDS) [12, 11], obtaining in practice157

a speed up by a factor of up to 9 on English texts, using limited additional158

space whose amount goes from 11% to 2.8% of the text size, with a gain in159

searching time up to 50% if compared against the OTS approach. We will160

describe in more detail the ideas on which the CDS approach is based in the161

next section, in which we will extend their application to search for texts162

on smaller alphabets using a technique based on condensed alphabets. In163

fact, it should be emphasized that both OTS and CDS approaches to exact164

string matching prove to work efficiently only in the case of natural language165

texts or, in general, when searching on input sequences over large alphabets,166

while their performances degrade when the size of the underlying alphabets167

decreases.168

4We also notice that some partial improvements have been thereafter presented by
Grabowsky and Raniszewski [19]. They proposed a more convenient indexing suffix sam-
pling approach, with only a minimum pattern length as a requirement. Their experiments
show that the resulting solution achieves competitive time-space tradeoffs on most stan-
dard benchmark data.

6



3. Character Distance Sampling and Condensed Alphabets169

In this section we briefly present the sampling approach known as Char-170

acter Distance Sampling (CDS) and extend it to the case of condensed al-171

phabets.172

Let y be the input text, of length n, and let x be the input pattern, of173

length m, both over an alphabet Σ of size σ. We assume that all strings can174

be treated as vectors starting at position 1. Thus we refer to x[i] as the i-th175

character of the string x, for 1 ≤ i ≤ m, where m is the size of x.176

We elect a set C ⊆ Σ to be the set of pivot characters. Given this177

set of pivot characters we sample the text y by taking into account the178

distances between consecutive positions of any pivot characters c ∈ C in y.179

More formally our sampling approach is based on the following definition of180

position sampling of a text.181

Definition 1 (Position Sampling). Let y be a text of length n, let C ⊆ Σ182

be the set of pivot characters and let nC be the number of occurrences of any183

c ∈ C in the input text y.184

First we define the position function, δ : {1, .., nC} → {1, .., n}, where δ(i)
is the position of the i-th occurrence of any character of C in y. Formally
we have

(i) 1 ≤ δ(i) < δ(i+ 1) ≤ n for each 1 ≤ i ≤ nC − 1
(ii) y[δ(i)] ∈ C for each 1 ≤ i ≤ nC

(iii) y[δ(i) + 1..δ(i+ 1)− 1] contains no c ∈ C for each 0 ≤ i ≤ nC

where in (iii) we assume that δ(0) = 0 and δ(nC + 1) = n+ 1.185

Then the position sampled version of y, indicated by ẏ, is a numeric186

sequence, of length nC, defined as187

ẏ = ⟨δ(1), δ(2), .., δ(nC)⟩. (1)

Example 1. Suppose y = “agaacgcagtata” is a dna sequence of length 13,188

over the alphabet Σ = {a,c,g,t}. Let C = {a} be the set of pivot characters.189

Thus the position sampled version of y is ẏ = ⟨1, 3, 4, 8, 11, 13⟩. Specifically190

the first occurrence of character a ∈ C is at position 1 (y[1] = a), its second191

occurrence is at position 3 (y[3] = a), and so on.192

Example 2. As in Example 1, assume y = “agaacgcagtata” is a dna se-193

quence of length 13, over the alphabet Σ = {a,c,g,t}. Let C = {a,c} be the194
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set of pivot characters (now C contains two characters). Thus the position195

sampled version of y is ẏ = ⟨1, 3, 4, 5, 7, 8, 11, 13⟩. Note that in this example196

we simply added the two positions, 5 and 7, where the character c occurs.197

Definition 2 (Characters Distance Sampling). Let C ⊆ Σ be the set of pivot198

characters, let nC ≤ n be the number of occurrences of any pivot character199

in the text y and let δ be the position function of y. We define the characters200

distance function ∆(i) = δ(i+ 1)− δ(i), for 1 ≤ i ≤ nC − 1, as the distance201

between two consecutive occurrences of any pivot character in y.202

Then the characters-distance sampled version of the text y is a numeric203

sequence, indicated by ȳ, of length nC − 1 defined as204

ȳ = ⟨∆(1),∆(2), ..,∆(nC − 1)⟩
= ⟨δ(2)− δ(1), .., δ(nC)− δ(nC − 1)⟩ (2)

Plainly we have
nC−1∑
i=1

∆(i) ≤ n− 1.

Example 3. Let y = “agaacgcagtata” be a text of length 13, over the alphabet205

Σ = {a,c,g,t}. Let C = {a} be the set of pivot characters. Thus the character206

distance sampling version of y is ȳ = ⟨2, 1, 4, 3, 2⟩. Specifically ȳ[1] = ∆(1) =207

δ(2)− δ(1) = 3− 1 = 2, while ȳ[3] = ∆(3) = δ(4)− δ(3) = 8− 4 = 4, and so208

on.209

Definition 3 (Rank of a character). Let x be a pattern of length m, and210

let c ∈ Σ. We define ϕ : Σ → {0..m} as the function which associates any211

character of the text with the number of its occurrences in x. The rank of212

the character c is the position of c in the alphabet Σ, if we assume that all213

characters are sorted by their ϕ(c) values in non increasing order. If two214

characters of the alphabet have the same number of occurrences, then their215

relative order is irrelevant. To avoid confusion, we assume that they are216

arranged in lexicographic order. More formally the rank of c is given by the217

cardinality of the set {k ∈ Σ | ϕ(k) > ϕ(c) or (ϕ(k) = ϕ(c) and k > c)}+ 1218

Example 4. Let again y = “agaacgcagtata” be a text of length 13, over the219

alphabet Σ = {a,c,g,t}. The values associated by the function ϕ to the four220

characters of the alphabet are ϕ(a) = 6, ϕ(c) = 2, ϕ(g) = 3 and ϕ(t) = 2,221

respectively. Thus the character a has rank 1, while t has rank 4. The222

characters c and g have rank 2 and 3, respectively.223
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It is important to notice that the description of the CDS approach pre-224

sented in this paper is slightly simplified compared to that introduced in [12].225

Specifically, in the original approach described in [12], use was made of the226

k-bounded position function, δk : {1, .., nc} → {0, .., k − 1}, where k is a227

given threshold constant and δk(i) is the position (modulus k), i.e.δk(i) =228

[δ(i) mod k] , for each i = 1, ..., nc. Then then k-bounded-position sampled229

version of y, indicated by ẏ, is a numeric sequence, of length nc defined as230

ẏ = ⟨δk(1), δk(2), .., δk(nc)⟩. Plainly we have 0 ≤ ẏ[i] < k, for each 1 ≤ i ≤ nc.231

Although this allows to store each element of the sampled version of the232

text using only log(k) bits, in order to be able to retrieve the original i-th233

position δ(i), of the pivot character, from the i-th element of the k-bounded234

position sampled text ẏ, we need to maintain a block-mapping table τ which235

stores the indexes of the last positions of the pivot character in each k-block236

of the original text. Then, if we assume that the text y is divided in ⌈n/k⌉237

blocks of length k, with the last block containing (n mod k) characters,238

then we have τ [i] = max ({j : δ(j) ≤ ik} ∪ {0}), for 1 ≤ i ≤ ⌈n/k⌉. Thus it239

is trivial to prove that τ [i] = j if and only if δ(j) ≤ (ik) and δ(j + 1) > (ik).240

In addition, since the values in the block mapping τ are stored in a non241

decreasing order, i.e. τ [i] ≤ τ [i + 1], ∀ 0 ≤ i ≤ ⌈n/k⌉, it follows that242

δ(j) = (τ [b]− 1)k + ẏ[j], where b = min{i : τ [i] ≥ j}.243

In practical cases, the choice of k = 256 would allow the sampled text to244

be stored using nC bytes, plus the additional space of 4n/k bytes to maintain245

the block-mapping table.246

In this paper, we simplified the representation of the CDS approach by247

dropping the τ table and keeping only the sampled text by storing each248

position with 4 bytes. On the one hand, this makes the approach more249

efficient from a practical point of view by avoiding the computation of the250

δ(i) value at each step of the algorithm. On the other hand, this increases251

the space required for storing the partial index. However, this disadvantage252

is largely mitigated by the extension of the approach to condensed alphabets,253

presented in the next section.254

3.1. Extension to Condensed Alphabets255

Let y be an input string, of length n, over an alphabet Σ of size σ. Given
a constant parameter q, with 1 ≤ q < n, we define the condensed alphabet
Σ

(q)
y , related to y, as

{c ∈ Σq | c = y[i..i+ q − 1] for some 1 ≤ i ≤ n− q + 1}
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Roughly speaking Σ
(q)
y is the set of all different substrings of length q (or256

q-grams) appearing in y. We define the q-condensed version of y as follows.257

Definition 4 (q-Condensed Sequence). Let y be a text of length n over an

alphabet Σ of size σ and let Σ
(q)
y be the condensed alphabet, related to y,

for a given constant parameter q. We define the q-condensed version of
the sequence y as the sequence, of length n − q + 1, of all consecutive (and
overlapping) substrings of length q appearing in y. More formally

y(q) = ⟨y[1..q], y[2..q + 1], y[3..q + 2], .., y[n− q + 1..n]⟩

Example 5. Assume y = “agtagcgcagt” is a dna sequence of length 11, over
the alphabet Σ = {a,c,g,t}. Then we have

y(2) = ⟨ag, gt, ta, ag, gc, cg, gc, ca, ag, gt⟩
y(3) = ⟨agt, gta, tag, agc, gcg, cgc, gca, cag, agt⟩
y(4) = ⟨agta, gtag, tagc, agcg, gcgc, cgca, gcag, cagt⟩

Definition 5 (q-Characters Distance Sampling). Let C ⊆ Σ
(q)
y be the set of258

pivot characters, let nC ≤ n be the number of occurrences of any pivot char-259

acter in the text y(q) and let δ be the position function of y(q). We define the260

q-characters distance function ∆(q) as the distance between two consecutive261

occurrences of any pivot character in y(q), where ∆(q)(i), for 1 ≤ i ≤ nC−1, is262

the distance between the (i+1)-th and the i-th occurrence of any occurrences263

of any pivot character in y(q).264

Then the q-characters-distance sampled version of the sequence y is a265

numeric sequence of length nC − 1, indicated by ȳ(q) and defined as266

ȳ(q) = ⟨∆(q)(1),∆(q)(2), ..,∆(q)(nC − 1)⟩. (3)

Example 6. As in the previous Example 5 assume y = “agtagcgcagtagta” is
a dna sequence of length 15, over the alphabet Σ = {a,c,g,t}. If we suppose
q = 2 and C = {“ag′′} is the set of pivot characters, then we have

ẏ(2) = ⟨1, 4, 9, 12⟩
ȳ(2) = ⟨3, 5, 3⟩.

Similarly, if we suppose q = 3 and C = {“agt” } is the set of pivot characters,
then we have

ẏ(3) = ⟨1, 9, 12⟩
ȳ(3) = ⟨8, 3⟩.
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In this paper we do not go into the way for a correct selection of the set267

of pivot characters, and even we leave the details of an analysis about what268

is the best subset to be chosen. However in our experimental evaluation (see269

Section 6) we will show how it is enough to put a single character in the270

set of pivot characters. Such a character is selected on the basis of its rank271

value, where we remember that the rank of a character c corresponds to its272

position in the alphabet Σ when we assume that all characters are sorted by273

their frequencies inside the text (see Definition 3).274

As we will note later, even the choice of the most frequent character of275

the alphabet (be it a single character or a q-gram) is enough to obtain a good276

efficacy, both in terms of search time and in terms of space used for storing277

the partial index. In the following two sections we will show how to apply278

sampling techniques in the two main scenarios, that of online searching and279

that of offline searching.280

4. Online Sampled String Matching281

In this section we show how the sampled text-based approach can be282

adopted to solve the online string matching problem. Specifically, in a first283

phase, we briefly present how the OTS approach is used in this scenario.284

Next we present the solution for online string matching based on the CDS285

approach, also based on a condensed alphabet. Such algorithms make use286

of an auxiliary string matching algorithm, used for searching the sampled287

pattern on the sampled text, and they work well with most of the known288

string matching algorithms. However, since the sampled patterns tend to be289

short, we assume that the search phase is implemented using the Horspool290

algorithm, which has been found to be fast in such setting. Such assumption291

is the same as that adopted in the paper by Claude et al. [5]292

4.1. Online Searching Using the OTS Approach293

Claude et al. [5] presented a very efficient algorithm for online string294

matching based on their OTS approach. Specifically, let y be the input text,295

of length n, and let x be the input pattern, of lengthm, both over an alphabet296

Σ of size σ. In addition let Σ̂ ⊂ Σ be the sampled alphabet, and let ŷ be297

the sampled text of length n̂, containing all (and only) the characters of the298

sampled alphabet.299

The OTS algorithm constructs a sampled version of the input pattern,
x̂, of length m̂ during the searching phase. Such pattern is then searched in
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the sampled text. Since ŷ contains partial information, for each candidate
position i returned by the search procedure on the sampled text, the algo-
rithm has to verify the corresponding occurrence of x in the original text. For
this reason it uses information maintained in the table ρ to map positions of
the sampled text to their corresponding positions in the original text. The
position mapping ρ has size ⌊n̂/h⌋, where h is the interval factor, and is such
that ρ[i] = j if character y[j] corresponds to character ŷ[h×i]. More formally
we have, for 1 ≤ i ≤ ⌊n̂/h⌋

ρ[i] = j, if y[j] is the (h× i)-th occurrence in y of any character of Σ̂

The value of ρ[0] is set to 0. In their paper, on the basis of an accurate300

experimentation, the authors suggest to use values of h in the set {8, 16, 32}.301

Then, if the candidate occurrence position j is stored in the mapping302

table, i.e if ρ[i] = j for some 1 ≤ i ≤ ⌊n̂/h⌋, the algorithm directly checks303

the corresponding position in y for the whole occurrence of x. Otherwise, if304

the sampled pattern is found in a position r of ŷ, which is not mapped in305

ρ, the algorithm has to check the substring of the original text which goes306

from position ρ[r/h] + (r mod h) − α + 1 to position ρ[r/h + 1] − (h − (r307

mod h))− α + 1, where α is the first position in x such that x[α] ∈ Σ̂.308

Notice that, if the input pattern does not contain characters of the sam-309

pled alphabet, i.e. m̄ = 0, the algorithm merely reduces to search for x in310

the original text y.311

Example 7. Suppose y = “abaacabdaacabcc” is a text of length 15 over the312

alphabet Σ = {a,b,c,d}. Let Σ̂ = {b,c,d} be the sampled alphabet, by omitting313

character “a”. Thus the sampled text is ŷ = “bcbdcbcc”. If we map every314

h = 2 positions in the sampled text, the position mapping ρ is ⟨5, 8, 12, 14⟩.315

To search for the pattern x = “acab” the algorithm constructs the sampled316

pattern x̂ = “cb” and search for it in the sampled text, finding two occurrences317

at position 2 and 5, respectively. We note that ŷ[2] is mapped and thus it318

suffices to verify for an occurrence starting at position 4, finding a match.319

However position ŷ[5] is not mapped, thus we have to search in the substring320

y[ρ(2) + 3− 1..ρ(3)], finding a match at position 10.321

The real challenge in their algorithm is how to choose the best alphabet322

subset to sample. Based on some analytical results, supported by an experi-323

mental evaluation, they showed that it suffices in practice to sample the least324
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frequent characters up to some limit.5 are removed from the original alpha-325

bet. Under this assumption their algorithm has an extra space requirement326

which is only 14% of text size and is up to 5 times faster than standard online327

string matching on English texts.328

4.2. Online Searching Using the CDS Approach329

Let y be an input text of length n over an alphabet Σ of size σ, let q > 1330

and let Σ
(q)
y be the condensed alphabet over Σ. In addition let C ⊆ Σ(q) be331

the set of pivot characters.332

During the preprocessing phase the algorithm performs a scanning of the333

text y and builds the corresponding position sampled text ẏ(q).334

Let now x be an input pattern of length m and let mC be the number of335

occurrences of any pivot character in x(q). The searching phase can be then336

divided in three different subroutines, depending on the value of mC . All337

searching procedures work using a filtering approach. The idea behind such338

searching procedures is to take advantage of the sampled text ẏ(q) computed339

during the preprocessing phase in order to quickly locate any candidate sub-340

string s of the original text which may include an occurrence of the pattern.341

If such candidate substring s has length m then the algorithm simply342

performs a character-by-character comparison between the pattern and the343

substring. Otherwise if the candidate substring s has length greater than m,344

then a searching procedure is called, based on a standard exact online string345

matching algorithm, for searching the pattern x in s.346

In what follows we describe in details the three different searching proce-347

dures which are applied when mC = 0, mC = 1 and mC > 1, respectively.348

Case 1: mC = 0349

If the pattern contains no occurrence of any pivot characters, we have that350

mC is equal to 0. Under this assumption the algorithm searches for the351

pattern x in all substrings of the original text which do not contain the pivot352

characters. Specifically such substrings are identified in the original text by353

the intervals [δ(q)(i) + 1..δ(q)(i + 1) + q − 2], for each 0 ≤ i ≤ nC , assuming354

δ(q)(0) = 0 and δ(q)(nC + 1) = n− q + 2.355

5According to their theoretical evaluation and their experimental results it turns out
that, when searching on an English text, the best performance are obtained when the 13
most frequent characters
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Search-0(x, ẏ(q), y, q)
1. m← len(x)
2. nC ← len(ẏ)
3. ẏ(q)[0]← 0
3. ẏ(q)[nC + 1]← n− q + 2
4. for i← 1 to nC + 1 do
5. if (ẏ(q)[i]− ẏ(q)[i− 1] + q − 2 ≥ m) then
6. l← ẏ(q)[i− 1] + 1
7. r ← ẏ(q)[i] + q − 2
8. search for x in y[l..r]

Figure 1: The pseudocode of procedure Search-0 for the sampled string matching
problem, when no pivot character occurs in the input pattern x.

Specifically, for each 1 ≤ i ≤ nC + 1, the algorithm checks if the value356

ẏ(q)(i)−ẏ(q)(i−1)+q−2 is greater or equal tom. In such a case the algorithm357

searches for x in the substring of the text y[ẏ(q)[i − 1] + 1..ẏ(q)[i] + q − 2]358

using any standard string matching algorithm. Otherwise the substring is359

skipped, since no occurrence of the pattern could be found at such position.360

The pseudocode of procedure Search-0 for the sampled string matching361

problem, when no pivot character occurs in the input pattern x, is depicted362

in Figure 1.363

Case 2: mC = 1364

If the pattern x contains a single occurrence of any character of the set365

C, then the length of the sampled version of the pattern is still equal to 0.366

However also in this case the algorithm is able to efficiently take advantage of367

the information precomputed in ẏ(q) using the positions of the pivot character368

in y(q) as an anchor to locate all candidate occurrences of x.369

Specifically, let α be the unique position in x which contains the pivot370

character, i.e. we assume that x[α..α+q−1] = c and that both x[1..α−1] and371

x[α+1..m] do not contain any pivot character. Then, for each 0 ≤ i ≤ nC−1,372

the algorithm checks if the value ẏ(q)(i− 1)− ẏ(q)(i− 2) is greater than α− 1373

and if the value ẏ(q)(i) − ẏ(q)(i − 1) is greater than m − α. In such a case374

the algorithm merely checks if the substring of the text y[ẏ(q)[i − 1] − α +375

1..ẏ(q)[i − 1] − α + m] is equal to the pattern. Otherwise the substring is376

skipped. As before we assume that ẏ(0) = 0 and ẏ(nC +1) = n+1. The last377
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Search-1(x, ẏ(q), y, q)
1. m← len(x)
2. nC ← len(ẏ)
3. α← min{i : x(q)[i] ∈ C}
4. ẏ(q)[0]← 0
5. ẏ(q)[nC + 1]← n− q + 2
6. for i← 1 to nC + 1 do
7. if (ẏ(q)[i− 1]− ẏ(q)[i− 2] > α− 1 and

ẏ(q)[i]− ẏ(q)[i− 1] > m− α) then
8. l← ẏ(q)[i− 1]− α + 1
9. r ← ẏ(q)[i− 1]− α +m
10. compare x and y[l..r]

Figure 2: The pseudocode of procedure Search-1 for the sampled string matching
problem, when the pattern x contains a single occurrence of the pivot character.

alignment of the pattern in the text is verified separately at the end of the378

main cycle. The pseudocode of procedure Search-1 for the sampled string379

matching problem, when the pattern x contains a single occurrence of the380

pivot character, is depicted in Figure 2.381

Case 3: mC ≥ 2382

If the number of occurrences of any pivot character in C is greater than383

1 then the algorithm uses the sampled text ẏ(q) to compute on the fly the384

sampled version ȳ(q) of y(q) and use it to search for any occurrence of x̄(q).385

This is used as a filtering phase for locating in y any candidate occurrence.386

First the character distance sampled version x̄ of x is computed. Then387

the algorithm searches for x̄ in ȳ using any exact online string matching388

algorithm. Notice that ȳ can be efficiently retrieved online from the sampled389

text ẏ, using relation given in (2).390

For each candidate occurrence i of x̄ located in ȳ, an additional procedure391

must be run to check if such occurrence corresponds to a match of the whole392

pattern x in y. For this purpose the algorithm checks if the substring of the393

text y[ẏ(q)[i]−ẏ(q)[0]..ẏ(q)[i]+m−1] is equal to x, where ẏ(q)[0] is the position of394

the first occurrence of the pivot character into the pattern. The pseudocode395

of procedure Search-2+ for the sampled string matching problem, when the396

pattern x contains at least 2 occurrences of the pivot character, is depicted397

15



Search-2+(x, ẏ(q), y, q)
1. m← len(x)
2. (x̄(q), m̄)← Compute-Distance-Sampling(x,m,C)
3. search for x̄(q) in ȳ(q) :
4. for each i such that x̄(q) = ȳ(q)[i..i+ m̄− 1] do
5. l← ẏ(q)[i]− ẏ(q)[0]
6. r ← ẏ(q)[i] +m− 1
7. compare x and y[l..r]

Figure 3: The pseudocode of procedure Search-2+ for the sampled string matching
problem, when the pattern x contains at least 2 occurrences of the pivot character.

in Figure 3.398

4.3. Complexity Issues399

In this section we prove that, assuming an underlying auxiliary string400

matching algorithm with a linear worst case and a O(n log(m)/m)) average401

case time complexity, the resulting algorithm based on Character Distance402

Sampling over condensed alphabets achieves an optimal O(n) time complex-403

ity in the worst-case and a O(n log(m)/m)) time complexity in the average404

case. The following lemmas prove that procedures Search-0, Search-1405

and Search-2+, respectively, achieve, under suitable conditions, optimal406

time complexity in both worst and average cases.407

Lemma 1. Le x and y be two strings of size m and n, respectively, over an408

alphabet Σ of size σ > 1. Let C ⊆ Σ(q) be set of pivot characters and let ẏ(q)409

be position sampled version of the text y. Under the assumption of equiprob-410

ability and independence of characters in Σ, the worst-case and average time411

complexity of Search-0 are O(n) and O(n logσ m/m), respectively.412

Proof. In our argumentation we refer to the pseudo-code reported in Fig.1.
In order to evaluate the worst-case time complexity of Search-0, we can
notice that each substring of the text is scanned at least once in line 8, with
no overlap. Thus if we use a linear algorithm to perform the standard search
then it is trivial to prove that the whole searching procedure requires

T 0
wst(n) = O(m) +

nc−1∑
i=1

O
(
∆(q)(i)

)
= O(n).
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where, the O(n) term is related to the pre-processing of the pattern, while413

each O(∆(q)(i)) term corresponds to the time required to process the sub-414

string yq[δ(i)..δ(i+ 1)].415

Assuming that the underlying algorithm has an O(n logm/m)) average
time complexity, on a text of length n and a pattern of length m, we can
express the expected average time complexity as

T 0
avg(n) =

nc−1∑
i=1

O

(
∆(q)(i) logσ m

m

)
= O

(
n logσ m

m

)
.

416

Lemma 2. Le x and y be two strings of size m and n, respectively, over417

an alphabet Σ of size σ > 1. Let C ⊆ Σ(q) be the set of pivot characters418

and let ẏ(q) be the position sampled version of the text y. Under the as-419

sumption of equiprobability and independence of characters in Σ, the worst-420

case and average time complexity of the Search-1 algorithm are O(n) and421

O(n logσ m/m), respectively.422

Proof. In our argumentation we refer to the pseudo-code reported in Fig.2. In423

order to evaluate the worst-case time complexity of the procedure, notice that424

each character could be involved in, at most, two consecutive checks in line425

10. Specifically any text position in the interval [δ(i−1)+1..δ(i)−1] could be426

involved in the verification of the substrings y[δ(i−1)−α+1..δ(i−1)+m−α]427

and y[δ(i)−α+1..δ(i)+m−α]. Thus the overall worst case time complexity428

of the searching phase is T 1
wst(n) = O(n).429

In order to evaluate the average-case time complexity of the procedure,
notice that the expected number of occurrences in yq of the set of pivot
characters is given by E(nc) = n/σ. Moreover, for any candidate occurrence
of x in y, the number E(insp) of expected character inspections performed
by procedure Verify, when called on a pattern of length m, is given by

E(insp) = 1 +
m−1∑
i=1

(
1

σ

)i

≤ σ

σ − 1

Thus the average time complexity of the algorithm ican be expressed by

T 1
avg(n) = E(nc) · E(insp) =

O
(
n
σ

)
·O

(
σ

σ−1

)
=

O
(

n
σ−1

)
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obtaining the optimal average time complexity O(n logσ m/m)) for great430

enough alphabets of size σ > (m/ logσ m) + 1, and for k ≥ σ.431

Lemma 3. Le x and y be two strings of size m and n, respectively, over432

an alphabet Σ of size σ > 1. Let C ⊆ Σ(q) be the set of pivot characters433

and let ẏ(q) be the position sampled version of the text y. Under the as-434

sumption of equiprobability and independence of characters in Σ, the worst-435

case and average time complexity of the Search-2+ algorithm are O(n) and436

O(n logσ m/m), respectively.437

Proof. In our argumentation we refer to the pseudo-code reported in Fig.3.438

In order to evaluate the worst-case time complexity of the algorithm in this439

last case notice that, if we use a linear algorithm to search ȳ for x̄, the440

overall time complexity of the searching phase is O(nc + nxm), where nx441

is the number of occurrences of x̄ in ȳ. In the worst case it translates in442

O(ncm) worst case time complexity. However it is not difficult to suppose443

to implement procedure Verify based on a linear algorithm, as KMP, in444

order to remember all positions of the text which have been already verified,445

allowing the algorithm to run in overall T
2+

wst(n) = O(n) worst-case time446

complexity.447

In order to evaluate the average-case time complexity of the algorithm
notice that time required for searching x̄ in ȳ is O(nc logmc/mc). Moreover,
observe that the number of verification is bounded by the expected number
of occurrences of the pivot character in y, thus, following the same line of
Theorem 2, the overall average time complexity of the verifications phase is
O(n/(σ − 1)). Thus the average time complexity of the algorithm can be
expressed by

T
2+

avg(n) = O

(
nc logmc

mc

)
+O

(
n

σ − 1

)
obtaining the optimal average time complexityO(n logσ m/m) for great enough448

values of σ, such that σ ≥ (m/ logσ m) + 1.449

5. Offline Sampled String Matching450

In this section we describe an approach to indexed searching which makes451

use of a suffix array constructed over the sampled version of the text. In our452

evaluation we have chosen to use the suffix array [30] as a reference point since453

it can be counted among the most efficient standard solutions to the offline454
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string matching problem and because this solution was previously adopted455

by Claude et al. [5] for comparison with their approach to text sampling.456

We report that the suffix array data structure can be improved in various457

ways. For instance it can be effectively compressed with relative Lempel-Ziv458

(RLZ) dictionary compression, in such a way that arbitrary sub-arrays can be459

rapidly decompressed, thus facilitating compressed indexing [34, 35]. Among460

other possibilities we also report that a Suffix Array can be enhanced by rep-461

resenting a sequence of integers using Fibonacci encodings, thereby reducing462

the space requirements while retaining the searching functionalities [1]. In463

addition a Suffix Array can be improved in efficiency in various ways [25].464

However, these improvements are beyond the scope of this work, which in-465

tends to verify how a sampled text-based approach can improve the search466

efficiency of offline approaches, although it is possible to imagine that differ-467

ent data structures can achieve different improvements.468

We remember that a suffix array is a sorted array of all suffixes of a469

string. Such data structure has been introduced by Manber and Myers in470

1990 [30] as a simple, space efficient alternative to suffix trees [9]. It has been471

extensively studied in the last three decades and in 2016 Li, Li and Huo [27]472

gave the first in-place O(n)-time construction algorithm that is optimal both473

in time and space, where in-place means that the algorithm only needs O(1)474

additional space beyond the input string and the output suffix array.475

Formally, given a text y of length n, the suffix array sy of y is defined476

to be an array of integers providing the starting positions of suffixes of y477

in lexicographical order. This means that sy[i] contains the starting posi-478

tions of the i-th smallest suffix in y and thus for all 1 ≤ i ≤ n, we have479

y[sy[i− 1]..n] < y[sy[i]..n].480

481

Example 8. Let y = “agaacgcagtata” be a text of length 13, over the alpha-482

bet Σ = {a,c,g,t}. The suffix array, sy, contains the starting positions of all483

suffixes of y, arranged in lexicographical order. Specifically we have:484

485
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sy[1] = 12 → ⟨a⟩
sy[2] = 2 → ⟨aacgcagtata⟩
sy[3] = 3 → ⟨acgcagtata⟩
sy[4] = 0 → ⟨agaacgcagtata⟩
sy[5] = 7 → ⟨agtata⟩
sy[6] = 10 → ⟨ata⟩
sy[7] = 6 → ⟨cagtata⟩
sy[8] = 4 → ⟨cgcagtata⟩
sy[9] = 1 → ⟨gaacgcagtata⟩
sy[10] = 5 → ⟨gcagtata⟩
sy[11] = 8 → ⟨gtata⟩
sy[12] = 11 → ⟨ta⟩
sy[13] = 9 → ⟨tata⟩

486

The time complexity needed to build suffix array is O(n2 log(n)) if an487

O(n log(n)) algorithm is used for sorting the array of all suffixes. However,488

there are many efficient algorithms to build suffix array [22]. Once the suffix489

array is built, it is possible to search a pattern using the suffix array by a490

binary search in O(n log(n)) time. However it has been proved that we can491

report all occ occurrences of a pattern in a text in O(m + log(n) + occ) [2].492

In the following two subsections we show how the suffix array based solution493

can be adapted to the OTS and CDS approaches presented in this paper.494

5.1. Offline Searching Using the OTS Approach495

To turn the sampling approach into an index, Claude et al. use a suffix496

array to index the sampled positions of the text. When constructing the suffix497

array, only suffixes starting with a sampled character will be considered, but498

the sorting will still be done considering the full suffixes. The resulting499

sampled suffix array is like the suffix array of the original text where suffixes500

starting with unsampled characters have been omitted.501

Example 9. Let again y = “agaacgcagtata” be a text of length 13, over the502

alphabet Σ = {a,c,g,t}. The sampled suffix array, sŷ, contains the starting503

positions of all suffixes of y beginning with a character with the sampled alpha-504

bet, arranged in lexicographical order. Specifically, assuming that Σ̂ = {a, g},505

we have:506

507
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sŷ[1] = 12 → ⟨a⟩
sŷ[2] = 2 → ⟨aacgcagtata⟩
sŷ[3] = 3 → ⟨acgcagtata⟩
sŷ[4] = 0 → ⟨agaacgcagtata⟩
sŷ[5] = 7 → ⟨agtata⟩
sŷ[6] = 10 → ⟨ata⟩
sŷ[7] = 1 → ⟨gaacgcagtata⟩
sŷ[8] = 5 → ⟨gcagtata⟩
sŷ[9] = 8 → ⟨gtata⟩

508

Search on the sampled suffix array is carried out as follows. Given a509

pattern x the algorithm finds the first sampled character of the pattern.510

Assume such character is at index j of x. The pattern is then partitioned into511

the prefix x[1..j − 1] and the suffix starting with the first sampled character512

x[j..m]. The algorithm then searches the sampled suffix array for the suffix513

of the pattern like in an ordinary suffix array. Each candidate occurrence514

located by this search will then be verified by comparing the prefix x[1..j−1]515

against the text. Observe that the OTS suffix array can be used for searching516

a text only for patterns that contain at least one sampled character.517

5.2. Offline Searching Using the CDS Approach518

The algorithm we propose is divided into two phases: a first preprocessing519

phase which consists in the construction of a sampled version, sȳ, of the suffix520

array and a searching phase which is used to search any pattern x of length521

m in y making use of the suffix array sȳ and the sampled text ẏ. We notice522

that, as it happens in any offline string matching solution, the preprocessing523

phase is performed only once for the construction of the partial index, while524

the searching phase can be run for an indeterminate number of queries. We525

notice also that the algorithm must maintain the original text y, the sampled526

version of the text ẏ and the corresponding suffix array sȳ.527

We are now ready to describe the preprocessing and the searching phase528

of our new proposed algorithm.529

530

As before, let y be an input text of length n over an alphabet Σ of size531

σ and let C ⊆ Σ be the set of pivot characters. During the preprocessing532

phase the algorithm builds and stores the position sampled text ẏ of y. This533

requires O(n)-time and O(nc)-space, where nc is the number of occurrences534
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of any pivot character in y. Subsequently a suffix array of ȳ is constructed535

on the fly using information maintained in ẏ.536

As a consequence, when constructing the suffix array of ȳ, the algorithm537

takes into account only suffixes beginning with a pivot character in the origi-538

nal text, drastically reducing the space requirement for maintaining the whole539

index.540

Definition 6 (CDS Suffix Array). Let y be a text of length n, let C ⊆ Σ541

be the set of pivot characters and let nC be the number of occurrences of542

any c ∈ C in the input text y. Le δ : {1, .., nC} → {1, .., n} be the position543

function and let ẏ be the position sampled version of y.544

The CDS suffix array sȳ of y is defined to be an array of all index posi-545

tions i, with 1 ≤ i ≤ nC − 1 such that ȳ[sȳ[i− 1]..nC − 1] < ȳ[sȳ[i]..nC − 1].546

547

Example 10. Let y = “agaacgcagtata” be a text of length 13, over the al-548

phabet Σ = {a,c,g,t}. Let C = {a} be the set of pivot characters. Thus the549

position sampled version of y is ẏ = ⟨1, 3, 4, 8, 11, 13⟩, while the character550

distance sampled version of y is ȳ = ⟨2, 1, 4, 3, 2⟩.551

The sampled suffix array, sȳ, contains all positions in y, starting with a552

pivot character c ∈ C, arranged in lexicographical order with respect to the553

suffixes of ȳ. Specifically we have:554

555

sȳ[1] = 1 → ⟨1, 4, 3, 2⟩
sȳ[2] = 4 → ⟨2⟩
sȳ[3] = 0 → ⟨2, 1, 4, 3, 2⟩
sȳ[4] = 3 → ⟨3, 2⟩
sȳ[5] = 2 → ⟨4, 3, 2⟩

556

557

Thus, sȳ[0] = 1 indicates that the smallest suffix, in lexicographical order558

relative to ȳ, begins at position ẏ[1] in y (it is ȳ[1..4] = ⟨1, 4, 3, 2⟩). Similarly559

sȳ[1] = 4 indicates that the second suffix begins at position ẏ[4] in y.560

During the searching phase the algorithm uses the suffix array of the561

sampled text sȳ as an index to quickly locate every occurrences of a sampled562

pattern x̄ in ȳ. Each of these occurrences is treated as a candidate occurrence563

of x in y, and as such it will be verified by a comparison procedure.564

The searching algorithm works as a standard search on a suffix array. It is565

based of the fact that finding every occurrence of the pattern x̄ is equivalent566
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to find every suffix in ȳ that begins with the x̄. Thanks to the lexicographical567

ordering of the suffix array, all such suffixes are grouped together and can568

be found efficiently with a single binary search, which locates the starting569

position of the interval.570

For the sake of completeness we observe that both the OTS and the571

CDS suffix arrays resemble a sparse suffix array [21], which indexes regularly572

sampled text positions. However, such data structure only need to make one573

search of the sampled pattern, while using a sparse suffix array h searches574

are needed if the suffix array indexes every h-th position. The drawback of575

such data structures is that they can only be used for patterns that contain576

at least one sampled character, whereas the sparse suffix array can be used if577

the pattern length is at least q. The variance of the search time when using578

the sampled suffix array is also larger than when using a sparse suffix array579

because in the sampled suffix array we have much less control over the length580

of the string that is used in the suffix array search.581

5.3. Complexity Issues582

In order to to compute the time complexity needed for searching a pattern583

x, of length m, in a text y, of length n, we assume that nC is the number584

pivot characters appearing in y. Then finding the first position of a sampled585

pattern x̄ of length mC in a suffix array sȳ of length nC takes O(mC log nC)-586

time [2] while finding the set of all ρ occurrences of x̄ in ȳ takes O(ρ)-time.587

Since each occurrence must be verified in the original text we need O(mρ)588

additional time for the verification phase. The overall time complexity of the589

searching algorithm is then O(mC log(nC) +mρ).590

It is important to notice that such complexity leads to a worst-case sce-591

nario that cannot be compared with the O(m log(n))-time complexity ob-592

tained by suffix arrays. Indeed, the verification phase component O(mρ),593

which is not required in standard suffix arrays, may in many cases be domi-594

nant over the search phase compontent O(mC log(nC)).595

If we assume, for instance that y = (abc)n and x = (abc)m−1(acb)m and596

the set of pivot characters is C = {a}, the sampled suffix array reports all597

text positions as candidate occurrences and the verification needs to be run598

n time. This scenario leads to an overall worst-case time complexity equal599

to O(nm) overall.600
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6. Experimental Results601

In this section we present experimental results obtained by comparing602

the new proposed sampling approaches (using values of q ranging between 2603

and 4) against the standard Character Distance Sampling (CDS) approach604

(obtained with q set to 1). Experimental evaluations were conducted in both605

the online and offline scenarios.606

We compare our approaches against the Occurrence Text Sampling (OTS)607

approach and against the standard solution for which no text sampling is608

included.6 In order to conduct a comparison as fair as possible we also im-609

plemented the OTS approach using q-grams, for values of q ranging between610

2 and 4611

All algorithms have been implemented using the C programming lan-612

guage, and have been tested using a variant of the Smart7 tool [10] prop-613

erly tuned for testing string matching algorithms based on a text-sampling.614

Tests have been executed on a MacBook Pro with 4 Cores, a 2.7 GHz In-615

tel Core i7 processor, 16 GB RAM 2133 MHz LPDDR3, 256 KB of L2616

Cache and 8 MB of Cache L3. The code of the algorithms used to per-617

form the experiments presented in this section is available online at https:618

//www.dmi.unict.it/faro/SAMPLING/.619

All algorithms, for both the online and offline scenarios, have been tested620

on two 100MB text buffers containing a real biological sequence and a natural621

language text in the English language. Specifically the biological sequence622

is a collection of newline-separated gene DNA sequences (without descrip-623

tions, just the bare DNA code) obtained from files 01hgp10 to 21hgp10,624

plus 0xhgp10 and 0yhgp10, from Gutenberg Project. Each of the 4 bases is625

coded as an uppercase letter A, G, C, T, with few occurrences of other special626

characters. The natural language text buffer is the concatenation of English627

text files selected from etext02 to etext05 collections of Gutenberg Project,628

where the headers related to the project have been deleted so as to leave just629

the real text. Both sequences are available for download in the Pizza&Chili630

Corpus (http://pizzachili.dcc.uchile.cl).631

In the experimental evaluation (for both online and offline searching),632

6The standard solutions taken as a reference point are the Boyer-Moore-Horspool al-
gorithm for the online scenario and the search on suffix arrays for the offline scenario.

7The Smart tool is available online for download at http://www.dmi.unict.it/

~faro/smart/ or at https://github.com/smart-tool/smart.
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patterns of length m were randomly extracted from the sequences, with m633

ranging over the set of values {2i|3 ≤ i ≤ 8}. For each value of m, the mean634

over the running times (expressed in hundredths of seconds) of 1000 runs has635

been reported.636

In our implementations we selected the pivot character on the basis of its637

rank value, where we remember that the rank of a character c is the position638

of c in the alphabet Σ, if we assume that all characters are sorted by their639

frequencies inside the text (see Definition 3).640

Then we evaluated the behaviour of our algorithms for different values641

of the rank r of the selected pivot character and specifically for r ranging642

between 1 (the most frequent character) and 16. Observe that if σ is the size643

of the original alphabet Σ, then σq is the size of the condensed alphabet Σ(q).644

As a consequence, in the case of experimental tests on genome sequences and645

q = 1, the value of the rank r is limited in the range between 1 and 4, since646

4 is the size of the alphabet. We underline also that, in the case of the OTS647

approach, the value of the rank r refers to variations of the size of the set of648

sampled characters. Also in this case r ranges from 2 to 16.649

6.1. Space Requirements650

In the context of text-sampling string-matching space requirement is one651

of the most significant parameter to take into account. It indicates how much652

additional space, with regard to the size of the original input sequences, is653

required by a given solution to solve the problem.654

Text-sampling algorithms require to store the whole text together with655

the additional sampled-text which is used to speed-up the searching phase.656

Although sampled texts have the good property to allow a direct access to657

the input text (when they are scanned sequentially), to be of any practical658

interest they should require as little extra space as possible.659

Fig. 4 and Fig. 5 show the space consumption of the newly proposed text-660

sampling approaches, in the case of a genome sequence and an English text,661

respectively. Data are reported for different values of q in terms of percentage662

of memory used, in comparison with the original text size. We recall that,663

in the case of CDS, memory space consumption is plotted on variations of664

the rank of the pivot character. As expected, the function which describes665

memory requirements shows a decreasing trend while the rank of the pivot666

character increases. Similarly space consumption drastically decreases when667

the size of q increases.668
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Space Consumption for a Genome Sequence
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Figure 4: Space consumption of CDS approaches on a genome sequence, for different
pivot characters with rank ranging from 2 to 16 and for different values of the parameter
q, ranging from 1 to 4. Data are reported in terms of percentage of memory used relative
to the original text size.

Data reported in Fig. 4, related to the sampling of a genome sequence,669

show that, when compared against the standard sampling approach (obtained670

with q = 1), the benefit in space consumption obtained by the approaches671

based on condensed alphabets is impressive. Specifically the gain for CDS672

ranges from 72% (for r = 1 and q = 2) to 95% (for r = 16 and q = 4).673

In addition we can observe a sensible gain in the space consumption also in674

comparison with the OTS algorithms implemented using condensed alpha-675

bets.676

Data reported in Fig. 5, related to the English text, show that, when677

compared against the standard sampling approach (obtained with q = 1), the678

benefit in space consumption obtained by the approaches based on condensed679

alphabets is even more advantageous. Specifically the gain for CDS ranges680

from 90% (for r = 1 and q = 2) to 98.8% (for r = 16 and q = 4). Also681

in this case, the CDS approach shows a significant reduction in the space682

consumption when compared with the OTS approach implemented using683

condensed alphabets.684

For the sake of completeness we would like to point out that standard al-685

gorithms for the online string matching problem require an amount of space686

which is, in general, proportional to the length of the pattern and/or to the687

size of the alphabet. In this particular case (a 5MB text buffer) the Boyer-688

Moore-Horspool algorithm requires only 1.24 KB of memory for implement-689

ing the occurrence heuristic (equivalent to a O(σ)-space complexity), while690
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Space Consumption for an English Text
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Figure 5: Space consumption of CDS approaches on an English text, for different pivot
characters with rank ranging from 2 to 16 and for different values of the parameter q,
ranging from 1 to 4. Data are reported in terms of percentage of memory used relative to
the original text size.

some among the most effective algorithms (for instance Wfrq [4], Skipq691

[8]) are implemented by means of a hash table of size 65536, requiring 0.2692

MB of additional space. Thus it turns out that, under particular condi-693

tions (texts of moderate lengths), the practical space requirements of our694

proposed sampling algorithms are comparable with those of standard online695

string matching solutions.696

6.2. Online Searching697

In this section we compare the different text-sampling approaches in terms698

of online searching times. In this context we refer to the searching time as699

the time needed to perform the searching of the pattern on both sampled700

and original texts, including any preprocessing of the underlying algorithm.701

However, in our analysis the searching time doesn’t include the preprocessing702

time needed to construct the partial index.703

Following the same lines of previous papers on sampled string matching704

[5, 12] we tested all sampling solutions in combination with the Boyer-Moore-705

Horspool (HOR) algorithm [20] for the implementation of the underlying706

standard searching procedure. As a consequence, in our comparison we also707

included the Boyer-Moore-Horspool string matching algorithm (in its stan-708

dard implementation) in order to understand how much the proposed sam-709

pling approach contributes to speed-up a standard online string matching710
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solution.8711

In our experimental results we also included the best running time ob-
tained by OTS solutions implemented with condensed alphabets. Specifically
if OTS(q,r) is the searching speed of the OTS algorithm implemented using
q-grams and rank r, we compute OTS(q,r) as

OTS(q,r) = max
1≤q≤4
1≤r≤16

(
OTS(q,r)

)
Observe that the original OTS approach is obtained by setting q = 1. Our712

experiments showed that the values that yield the best results are q = 3 and713

r = 12 for searching genomic sequences, and q = 4 and r = 12 for searching714

English texts. Thus we have reported only these values in the graphs.715

In addition, for the sake of completeness, we also included in our ex-716

perimental results three among the most efficient algorithm recently intro-717

duced for the exact online string matching problem. Specifically we included718

the Weak-Factor-Recognition algorithm [4] (WRF), the Brackward-Range-719

Automaton-Matcher [14] (BRAM) and the Skip-Search algorithm [8]. All720

algorithms have been implemented in several variants using q-grams, for val-721

ues of q ranging from 1 to 8. Here again, we have only reported the results722

obtained with the best variant for each algorithm.723

Fig. 6 and Fig. 7 show the resulting searching times of all tested algo-724

rithms when they were used for searching on a genome sequence and on an725

English text, respectively. Results are expressed in terms of searching speed,726

reported in Gigabytes per second (GB/s).727

In general, the search speeds achieved by the new variants are extremely728

high and their advantage over the performance of standard algorithms is729

impressive. This is due to the fact that the main loop of the search phase730

iterates over the sampled text, the length of which, as we have seen above,731

is much shorter than that of the original text. Added to this is the fact that732

the number of candidate occurrences is very low, especially for long patterns.733

From experimental results on a genome sequence (Fig. 6) it turns out that734

in all cases the best results are obtained by the variants based on condensed735

8Although there exists many other searching algorithms able to show better practical
performances on biological data (see for instance [4, 8]) this kind of comparison goes
beyond the objectives of this paper. We expect that the proposed approach is able to
enhance the performances of different string matching algorithms with different, though
similar, rates.
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Online Searching on Genome Sequence
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Figure 6: Searching speed on a genome sequence. Red lines represent the CDSq algorithm
implemented with 1 ≤ q ≤ 4, the solid gray-tones lines represent the standard algorithms
while the blue solid line represents the best searching time of the OTS solution imple-
mented with q-grams. The x axis represents the rank r of the pivot character in the case
of the sampling algorithms, with 1 ≤ r ≤ 16.
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Online Searching on English Text
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Figure 7: Searching speed on a natural language text. Red lines represent the CDSq
algorithm implemented with 1 ≤ q ≤ 4, the solid gray-tones lines represent the standard
algorithms while the blue solid line represents the best searching time of the OTS solution
implemented with q-grams. The x axis represents the rank r of the pivot character in the
case of the sampling algorithms, with 1 ≤ r ≤ 16.
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alphabets. Specifically, in the case of short patterns (m = 8) the best running736

times are obtained by the variant with q = 2, but as the length of the pattern737

increases, the variants with higher q values prove to be faster and faster until738

the variant with q = 4 proves to be the fastest from m ≥ 128.739

As might be expected, search speeds also increase as the pattern length740

increases, from speeds of just under 100 GB/s for m = 8 to speeds of just741

over 2.000 GB/s for m = 256.742

When using a value of q greater than 1, the speed up obtained by CDS743

is always greater than 50% and reaches the value of 90% under suitable744

conditions, i.e. for q = 4 and long patterns.745

Observe that the behaviour of algorithms based in CDS follow a decreas-746

ing trend for increasing rank values. Thus in most cases the better choice is747

to use the most frequent element as the pivot character. Observe indeed that,748

when the rank of the pivot character is greater than a given threshold, the749

performances of the CDS algorithms based on q-grams sensibly degrades.750

Specifically this threshold is approximately equal to 6 for short patterns751

(q ≤ 3 and m = 8), while it increases as the pattern gets longer or for greater752

values of q.753

Similarly, from experimental results on an English text (Fig. 7) it turns754

out that the variants based on condensed alphabets obtain the best results755

in all cases. Again, the best choice for short patterns is q = 2, but as the756

length of the pattern increases, the variants with higher q values prove to be757

faster and faster until the variant with q = 4 proves to be the fastest from758

m >= 64. The maximum speed reached by such solution is very close to759

3.000 GB/s. When using a value of q greater than 1, the speed up obtained760

by CDS is always greater than 50% and reaches the value of 98% under761

suitable conditions, i.e. for q = 4 and long patterns.762

We observe that on natural language texts and long patterns the be-763

haviour of algorithms based in CDS follow a slightly increasing trend for764

increasing rank values, but, in general, the search speed obtained from the765

different values of the rank is comparable. As in the case of genome sequence,766

in the case of short patterns, when the rank of the pivot character is greater767

than a given threshold, the performances of the CDS algorithms based on768

q-grams sensibly degrades.769

Going into details of the improvement in terms of running times we ob-770

serve that the original CDS approach (q = 1) leads to improvements which771

are in percentage between 74% (in the case of short patterns) and 77% (in772
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the case of long patterns) if compared with the underlying standard string773

matching algorithm. The new CDS algorithms based on condensed alpha-774

bets give instead much more evident improvements which range from 96%775

(for short patterns) and 99.6% (in the case of long patterns) compared with776

the same algorithm. This improvements translate into a gain up to 70% for777

short patterns and up to 96% in the case of long patterns, if compared with778

OTS approach.779

6.3. Offline Searching780

In this section we compare the different text-sampling approaches in the781

offline scenario. In this context we refer to the searching time as the time782

needed to perform the searching of the pattern on the text-index. In our783

analysis the searching time doesn’t include the preprocessing time needed to784

construct the index.785

Following the same lines of [5] we tested all sampling solutions using a786

modified Suffix Array, as described in Section 5. Thus, in our comparison787

we also included the original Suffix Array algorithm (STD), in its standard788

implementation, in order to understand how much the proposed sampling789

approaches contribute to speed-up a standard offline searching solution.790

We mention that Ferragina and Manzini [15] showed that it is possible791

to search a pattern x of length m backwards in the suffix array of y without792

storing it. A backward search means that we first search for the substring793

x[m..m], then for the substring x[m−1..m], and so on, until the whole pattern794

x is found. In the computer science literature, any data structure that allows795

to search a pattern x backwards in the (conceptual) suffix array of a text y is796

called an FM-index of y. In our experimental results, however, we have not797

used the backward-search technique, limiting ourselves to a simple binary798

search within the suffix array constructed on the text y.799

Table. 1 and Table. 2 show the resulting performance of all tested algo-800

rithms when they were used for searching on a genome sequence and on an801

English text, respectively. Results are reported in terms of searching speed,802

expressed in number of queries per second (QR/s).803

For an easier reading of the results, we have listed in the tables, for804

each algorithm, only the results of the variants with the best performance.805

Specifically for OTS we reported the results with q = 4 and r = 12, in the806

case of genomic sequences, and q = 3 and r = 12, in the case of natural807

language texts. In the case of CDS we reported the results for pairs of values808

(q, r) ∈ {(1, 2), (2, 8), (3, 10), (4, 8)}.809

32



m STD OTS(4,12) CDS(1,2) CDS(2,8) CDS(3,10) CDS(4,8)

8 152 161 188 191 201 198
16 154 172 183 197 213 227
32 161 183 201 217 216 234
64 163 199 218 234 241 268
128 168 202 233 247 246 299
256 181 216 257 281 293 322

Table 1: Offline searching on a genome sequence. Values are reported in thousands of
queries per second. We used values q ranging from 1 to 4, values of r ranging from 1 to
16 and pattern lengths m ranging from 8 to 256. Best results have been bold-faced.

m STD OTS(3,12) CDS(1,8) CDS(2,8) CDS(3,10) CDS(4,8)

8 198 212 244 244 247 261
16 212 224 257 254 271 267
32 219 222 271 278 284 299
64 218 238 321 338 337 355
128 219 243 322 343 356 385
256 224 278 366 368 382 401

Table 2: Offline searching on a natural language text. Values are reported in thousands
of queries per second. We used values q ranging from 1 to 4, values of r ranging from 1 to
16 and pattern lengths m ranging from 8 to 256. Best results have been bold-faced.
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From the experimental results it turns out that the standard solution810

based on a suffix array offers performances of about 200K queries per second,811

while the solutions based on the OTS approach oscillate between 200K and812

300K queries per second, proposing a search speed mildly faster than the813

previous one. The solutions based on the CDS approach, on the other hand,814

offer significantly better performance, oscillating between 250K queries per815

second (q = 1 and short patterns) and 400K queries per second (q = 4 and816

for almost all values of m). These last solutions offer performances that are817

therefore between 1.5 and 1.8 times faster than the standard solution.818

Finally, we note that, as might be expected, there is no significant vari-819

ation in the results for different values of m. In fact, although there is a820

difference between the results, going from patterns of length 8 to patterns821

of length 256, the gain obtained is at most just over 50%. This is due to822

the fact that the search is only partially dependent, in its O(m log(n)) time823

complexity, on the length m of the pattern while the dominant factor consists824

of the logarithm of the size n of the data structure.825

7. Conclusions826

In this paper we have presented an extensions of a text sampling approach,827

called Character Distance Sampling, to the case of texts over small alphabets828

and in the case of offline searching. The first extension was carried out829

using condensed alphabets in which consecutive groups of q characters are830

assimilated to a single element of the alphabet, significantly extending its831

size. The result obtained by this extension was to significantly lower the832

execution time in the search phase while keeping the space used by the index833

below the space used by the previous approaches. In our second extension834

we have proposed a suffix array model built directly on the sampled text in835

order to decrease the number of candidate occurrences and, consequently, the836

time required for the response to each single query. This approach contrasts837

with those currently proposed in the literature which are limited to reducing838

the number of suffixes taken into account in the original data structure. The839

experimental results proposed in our extensive experimentation, conducted840

both on the online and offline scenarios, show how this new proposal offers841

significantly better performances both in terms of space and in terms of842

search time. Our future studies will focus in this direction in order to apply843

sampled string matching to other problems related to text processing.844
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[21] Tomohiro I, Juha Kärkkäinen, and Dominik Kempa. Faster sparse suffix929

sorting. In Ernst W. Mayr and Natacha Portier, editors, 31st Interna-930

tional Symposium on Theoretical Aspects of Computer Science (STACS931

2014), STACS 2014, March 5-8, 2014, Lyon, France, volume 25 of932

LIPIcs, pages 386–396. Schloss Dagstuhl - Leibniz-Zentrum für Infor-933

matik, 2014. doi:10.4230/LIPIcs.STACS.2014.386.934
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