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Entropy production and information fluctuations along quantum trajectories
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Employing the stochastic wave function method, we study quantum features of stochastic entropy production in
nonequilibrium processes of open systems. It is demonstrated that continuous measurements on the environment
introduce an additional, nonthermal contribution to the entropy flux, which is shown to be a direct consequence
of quantum fluctuations. These features lead to a quantum definition of single trajectory entropy contributions,
which accounts for the difference between classical and quantum trajectories and results in a quantum correction
to the standard form of the integral fluctuation theorem.
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I. INTRODUCTION

Fluctuation theorems (FTs) for nonequilibrium processes
[1,2] are a set of general laws describing the intrinsic
fluctuating nature of thermodynamical quantities for sys-
tems far from equilibrium. They describe the probability
distribution of measurement outcomes for quantities such
as energy or entropy. These laws for classical systems have
been theoretically predicted [3–7] and experimentally verified
[8–11] under various conditions, and a classical formulation
of FTs has been satisfactorily given and is nowadays an
(almost) settled problem. On the other hand, many efforts
to provide quantum versions of these laws have been made
[12–18], but the quantum counterpart to FTs has not yet
been fully understood. A theoretical description of stochastic
entropy production has been given for classical [19] and
quantum trajectories [20], and employed for classical as
well as quantum FTs [5,9,10,14,15,21]. These approaches
have never taken into account the full quantum features of
stochastic dynamics: When considering quantum systems and
the probability distribution of measurement outcomes, the role
of the external observer cannot be neglected and a full quantum
description of single nonequilibrium processes cannot be
given without incorporating the backaction of measurements
[22,23]. Following a quantum trajectory amounts indeed to a
continuous measurement process, and it is reasonable to expect
that it introduces a non-negligible term in entropy production.
Moreover, because any measurement fundamentally affects
the evolution of the monitored system, the previous proposals
of quantum trajectories based on measurements on the open
quantum system [16,20,24] cannot fully reproduce its quantum
features, since these projective measurements partly hide the
quantumness of the process. In the framework of open quantum
dynamics, however, the time evolution of an open system can
be monitored by continuous measurements on its environment
[25].

In this paper we apply the quantum stochastic wave function
method [26–29] within the Markovian approximation to a
generic quantum system interacting with a bath and, in
general, externally driven through a fixed protocol, to obtain
an expression for its entropy production. In this framework we
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consider information (entropy) contributions as extracted by
measurements of the environment. The ensemble Markovian
dynamics of the open quantum system is described by the
master equation

ρ̇ = −i[HS(t),ρ]

+
∑

i

γi(t)

(
Ai(t)ρA

†
i (t) − 1

2
{A†

i (t)Ai(t),ρ}
)

, (1)

with γi(t) � 0 ∀i,t . HS(t) is the free Hamiltonian of the open
quantum system and the non-Hermitian operators {Ai} are
known as Lindblad operators. The time dependence of HS(t),
γi(t), and Ai(t) originates from the open-system–environment
interaction and from the external protocol driving the open
system out of a stationary state. Starting from this equation
we will describe, in what follows, single realizations of the
same nonequilibrium dynamics and introduce their associated
entropy production.

The paper is structured as follows. In Sec. II we introduce
the stochastic wave function method and use it to define for-
ward and backward quantum processes. Entropy contributions
associated to them are introduced and discussed in Sec. III,
and employed in Sec. IV to derive a quantum correction to the
standard form of integral fluctuation theorems. Our results are
exemplified in Sec. V, where some model systems are studied.
Finally, we draw our conclusions in Sec. VI.

II. STOCHASTIC WAVE FUNCTION METHOD AND
QUANTUM NONEQUILIBRIUM PROCESSES

The stochastic wave function approach to quantum systems
whose ensemble evolution is given by Eq. (1) describes
single realizations of the dissipative process by means of
quantum trajectories representing the pure state evolutions of
the open system which are conditioned on certain continuous
measurements of the environment. The measurement events
lead either to discontinuous, random transitions of the state
vector of the open system (referred to as quantum jumps) or to
a continuous time evolution resulting from the no-jump events
(referred to as drift contribution).

These pure state dynamical evolutions conditioned on
the measurement outcomes are, mathematically speaking,
piecewise deterministic processes (PDPs) [30] characterized
by jumps described by the action of Lindblad operators Ai
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introduced in Eq. (1), each of which happens at a random
time and along a randomly chosen channel {γik ,Aik }, and
by a nonunitary deterministic time evolution between two
jumps at ts and tf , given by the effective time evolution op-
erator Ueff(tf ,ts) = T exp{−i

∫ tf
ts

Heff(t)dt}, where Heff(t) =
HS(t) − i

2

∑
i γiA

†
i Ai . A single quantum jump is therefore

given by the transition

|χ〉 → |ψik 〉 = Aik |χ〉
||Aik |χ〉|| , (2)

while a drift is described by

|ψ(tf )〉 = Ueff(tf ,ts)|ψ(ts)〉
||Ueff(tf ,ts)|ψ(ts)〉|| . (3)

The normalization of the state in Eqs. (2) and (3) is necessary
since the action of a Lindblad operator and of Ueff on a
normalized state yields, in general, an unnormalized state.
Jumps occur with rates γik ||Aik |ψ〉||2. On the other hand the
probability that, after jumping at time tk , the system performs
no further transitions up to time tk+1 is ||Ueff(tk+1,tk)|ψ〉||2.

Since the wave function plays here the role of a stochastic
variable, at each time instant one associates to it a prob-
ability density P [ψ,t]. The meaning of such a density is
that the product P [ψ,t]dψ expresses the probability for
the wave function of the system to lie, at time t , within
the volume element dψ . Given any function F [ψ] of the
vector |ψ〉, its expectation value is evaluated as E[F [ψ]] =∫

dψ F [ψ]P [ψ,t]. In particular, the density matrix is given
by ρ(t) = E[|ψ(t)〉〈ψ(t)|] = ∫

dψ |ψ〉〈ψ |P [ψ,t].
The time evolution of the probability density, from t1 to t2,

is generated by a propagator T [χ,t2; ψ,t1] such that P [χ,t2] =∫
dψ T [χ,t2; ψ,t1]P [ψ,t1]. The relation of this formulation to

the one in terms of density operators is illustrated in Fig. 1 (see
Ref. [30]).

Fixing a particular trajectory from time t0 to time T amounts
to specifying a number of jumps N and a set of time instants
{tk} (k = 1, . . . ,N ) such that t0 < t1 < · · · < tN < T ≡ tN+1,
at which the wave function jumps along the channels {γik ,Aik }.
These single, random and discontinuous events cannot be
described within the density matrix formalism which gives the
ensemble evolution of a collection of independent identical
quantum systems or, which is the same, describes the lack of
knowledge about the evolving system before a measurement
is performed on it. Indeed, if a system evolves from time t0 to
time t under the effect of the interaction with an environment,
and we do not perform any kind of measurements before t ,
we do not have access to any kind of information about the
state of the system and all we can do is to describe its state in

FIG. 1. Diagram showing the connection between the probability
density, the density matrix, and their dynamics generated, respec-
tively, by the propagator T [χ,t2; ψ,t1] and by the dynamical map
�(t2,t1).

terms of generally mixed density matrices. On the other hand,
if the evolution of a system is continuously monitored through
measurements on its environment, information about single
quantum events is collected all along the dynamics (and not just
at the final time t) and we have at our disposal more information
about the state of the open system. This information, which
clearly depends on the measuring scheme employed to monitor
the environment, is the core of the physical difference between
density matrix formalism and the stochastic wave function
method, which is nothing but the theoretical description of
such a continuous measuring process on the environment.

Results based on this method provide then new insight into
the dynamics of a system, and do not trivially just reproduce
the knowledge of the density matrix. The choice of a measuring
scheme corresponds to the choice of a particular set of pure
states into which to decompose the density matrix itself, and
such a set does not need to be orthogonal. In both classical
and quantum contexts, choosing a pure state decomposition
of a mixed state naturally leads to quantifying the information
content of such a decomposition by employing the so-called
Shannon entropy, which is well known to be different from the
von Neumann entropy and to depend on the decomposition
itself.

In FTs contexts, it is common to define a backward trajec-
tory as the dissipative process generated by a time inversion of
the Hamiltonian. This in turn means that any energy exchanges
between system and environment get reversed.

Since we decided to extract information about the system by
only measuring the environment, one only detects transitions
of the open system. Therefore, the backward trajectory is fixed
by the requirement that the open system performs transitions
at the same time instants as the forward one with rates γ b

ik

and jump operators Bik = A
†
ik

. The reason is that the Lindblad
operators in the Markovian master equation (1) and in the
weak-coupling limit can be divided into two classes, {A+

i }
and {A−

i }, satisfying the conditions [HS,A
±
i ] = ±εiA

±
i and

A+
i = (A−

i )† [30] and they thus describe jumps in which an
energy quantum εi is absorbed (Ai , forward trajectory) or
emitted (A†

i , backward trajectory) by the open system from
or into the environment (see Sec. V for explicit examples).
This is the case in many important experimental setups such
as, e.g., the many photodetection schemes often employed. On
the other hand, the action of the nonunitary operator Ueff(tf ,ts)
on a state during the drift interval [ts ,tf ] reduces its norm in
time, describing the decrease of probability of the no-jump
event. Therefore, as the backward process itself is a physical
dissipative process detected by measurements, its associated
drift operator Ueff(tf ,ts) has to describe such a decrease of
probability along the backward drifts, taking into account that
a backward drift propagates the state of the system from time tf
to time ts such that tf > ts . Therefore, the Hermitian part of the
operator generating backward evolutions has to be unchanged,
but its nonHermitian part has to be sign reversed: This is
achieved if one defines Ueff(tf ,ts) = U

†
eff(ts,tf ). This means,

however, that the final state of the backward process may be
different from the initial state of the forward one, as in general
A

†
i Ai �= I and Ueff(tN ,T )Ueff(T ,tN ) �= I.
In this paper we denote by |χf (b)

k 〉 the normalized state
of the forward (backward) process right before the jump at
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FIG. 2. (Color online) Pictorial representation of a forward
quantum trajectory (dark blue states) and its backward counterpart
(light green states) consisting of N = 3 jumps (vertical red arrows).
The backward process is characterized by jumps through the channels
{γ b

ik
,Bik = A

†
ik
} and by deterministic evolution periods according to

Ueff (tk,tk+1) = U
†
eff (tk+1,tk).

time tk , and by |ψf (b)
k 〉 the normalized state of the forward

(backward) process right after the jump at time tk . Exemplary
trajectories are schematically depicted in Fig. 2, where the
forward process starts in the state |ψf

0 〉 and ends in |ψf
τ 〉,

while the final state of the backward process is |ψb
τ 〉. By

definition |ψf
τ 〉 ≡ |ψb

0 〉 (i.e., the initial state of the backward
process) but, in general, |ψf

0 〉 �= |ψb
τ 〉 due to the fact that,

as already remarked, A†
i Ai �= I and Ueff(tN ,T )Ueff(T ,tN ) �= I.

Our goal is to derive an integral FT for entropy production
along nonequilibrium processes of this kind. Therefore, we
aim at giving explicit expressions for entropy contributions
along PDPs.

III. ENTROPY

A single quantum trajectory (either forward or backward),
being a nonequilibrium process, is characterized by a nonzero
entropy production. In the ensemble picture, the entropy
of a system is given by its von Neumann entropy SvN =
−Tr(ρ ln ρ). However, as noted in Sec. II, when employing
a quantum unraveling procedure, one describes a single
realization of the system dynamics under a particular, fixed
measurement scheme.

Therefore, one has to quantify the amount of information
extractable about a particular system when its environment is
monitored or, which is the same, the amount of information
available in a particular pure state decomposition of a density
matrix (such a pure state decomposition corresponds to
the set of all possible trajectories generated by the fixed
measuring scheme). In quantum contexts, a natural way to
quantify the information content of such a decomposition is
the so-called Shannon entropy S = − ∫

dψ P [ψ,t] ln P [ψ,t].
Consequently, the single trajectory contribution to the entropy
can be defined as S[ψ] = − ln P [ψ,t]. Such an entropy, which
clearly depends on the chosen decomposition, has been used
in various contexts [31,32] to quantify information beyond the
standard von Neumann one: It is worth stressing that a given

decomposition yields more information on the system than the
one available in the density matrix only [30]. In what follows,
we will refer to such a quantity as quantum entropy. Note that
its mathematical definition is formally analogous to the one
employed for entropy in classical stochastic processes [19].
On the ensemble level the time derivative of the open system
quantum entropy is given by

Ṡ = −
∫

dψ Ṗ [ψ,t] ln P [ψ,t]. (4)

Such a definition is the natural quantum extension of the one
employed in many previous works on entropy FTs [2,14,19],
but it has no classical analog as it does not reduce to the
usual form of entropy in the classical limit. It describes the
knowledge about the open quantum system, extracted by an
external observer measuring the environment and, as single
realizations of quantum dynamics are fundamentally different
from their classical counterpart, the information thus extracted
cannot in general be given any classical interpretation. Exploit-
ing the explicit form of the master equation for P [ψ,t] [30],
it is possible to show that the single trajectory contribution
to Eq. (4) can be written as Ṡ[ψ] = Ṡj [ψ] + Ṡd [ψ], i.e., as
the sum of two terms, one arising from the drift part of the
PDP (describing the conditioned no-jump evolution of the
open system) and one due to the open system jumps. Since
both quantum jumps and drifts are detected by measurements,
each of these terms describes a change in knowledge of the
external observer about the open system. In addition, we show
in what follows that both the jump and the drift entropic terms
contribute to entropy production along the nonequilibrium
process.

A. Entropy production

As
∫

Ṡj [ψ]dt and
∫

Ṡd [ψ]dt only take into account the
difference of entropy between initial and final states, but
not the features of the transition connecting them, these
terms then do not fully describe the information content of
unraveling measurements: There are indeed two corresponding
terms describing information about transitions, detected in the
environment, and which correspond then to entropy flowing
from the open quantum system to its bath. Since the full system
is out of equilibrium the changes in open quantum system
entropy and the flux to the bath are not the same in absolute
value. Their difference is interpreted as a net total entropy
production along a trajectory, and it is written as

σ = 
S[ψ] − 
Se[ψ], (5)


Se[ψ] being the total entropy flux to the bath and 
S[ψ] =∫ T

t0
dt Ṡ[ψ]. In addition, we define a single trajectory jump

entropy production and a single trajectory drift entropy
production as, respectively,

σj =
∫ T

t0

dt Ṡj [ψ] − 
Se
j [ψ], (6)

σd =
∫ T

t0

dt Ṡd [ψ] − 
Se
d [ψ]. (7)

In the rest of this work, we aim at giving an expression for the
entropy production along a generic quantum trajectory, being
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thus valid both for what we defined as forward trajectory and
for its backward counterpart.

B. Jump entropy production

Along a generic trajectory, a transition |χk〉 → |ψk〉 =
Aik

|χk〉
||Aik

|χk〉|| is characterized by a rate

RD
ik

[χk] = γik ||Aik |χk〉||2. (8)

In what follows, we refer to such a transition as direct jump.
A direct jump is nothing but the transition experimentally
detected within an unraveling approach while following a
particular nonequilibrium process (which can, in turn, either
be a forward or a backward trajectory). In contrast to a
direct jump, we define also a reversed jump as |ψk〉 → |ξk〉 =

A
†
ik

|ψk〉
||A†

ik
|ψk〉||

, which represents the reversed transition associated

with the kth direct jump, and which is a fictitious transition as
it is not detected in the trajectory: It represents a tool which
allows us to introduce a “direction” of a single jump and thus
its entropy production and, as such, it is intrinsically different
from the backward process previously introduced. A reversed
jump is associated with the rate

RR
ik

[χk] = γ b
ik

〈χk|(A†
ik
Aik )

2|χk〉
||Aik |χk〉||2 . (9)

In analogy with classical systems [33], we define the jump en-
tropy flux along a single full quantum trajectory as 
Se

j [ψ] =
−∑N

k=1 ln
RD

ik
[χk]

RR
ik

[χk]
. Note that this definition, despite being

formally analogous to the one usually employed in FT contexts
when considering pure jump processes [14,15,21], differs from
it because of the structure of transition rates in Eqs. (8)
and (9). The total change of the open system entropy along the
process, due to jumps only, is 
Sj [ψ] = −∑N

k=1 ln P [ψk,tk ]
P [χk,tk ] .

As a consequence, we obtain the total jump entropy production
along a full quantum trajectory consisting of N jumps as

σj = ln
N∏

k=1

RD
ik

[χk]

RR
ik

[χk]

P [χk,tk]

P [ψk,tk]
. (10)

C. Drift entropy production

In order to obtain a time local entropy balance equation
for the drift contribution we subdivide each finite drift interval
[tk−1,tk] into many small steps of size δt . In each of these
small time intervals the monitoring of the environment yields
the result that no jump with any of the Lindblad operators Ai

occurs. Conditioned on these events the state vector undergoes
small changes which lead in the limit δt → 0 to a smooth time
evolution describing the drift process. The formulation is thus
analogous to the one given for jump entropy contributions,
provided one uses the correct expression for the drift proba-
bilities. The latter are given by D

D(R)
δt [ψ] = 1 − 
D(R)[ψ]δt ,

where 
D(R)[ψ] = ∑
i R

D(R)
i [ψ] is the total direct (reversed)

jump rate for the state |ψ〉. The bath entropy contribution of
each of these no-jump events is thus δSe

d [ψ] = − ln 1−
Dδt
1−
Rδt

. In
this formulation, δt is the time interval between two subsequent

measurements on the environment. Moreover, since unraveling
approaches correspond to continuous measuring processes,
it is justified to assume such a time interval to be very
small (usually lower bounded only by the resolution time of
the measuring apparatus), such that 
D(R)δt � 1. Under this
approximation, we have 
Se

d [ψ] ∼ ∫ T

t0
dt[
D(t) − 
R(t)].

Exploiting Eqs. (8) and (9), one can easily prove that∫ tk

tk−1

dt 
D(t) = − ln ||Ueff(tk,tk−1)|ψk−1〉||2, (11)∫ tk

tk−1

dt 
R(t) = − ln ||Ueff(tk−1,tk)|ψk〉||2, (12)

so that 
Se
d [ψ] = − ln

∏N+1
k=1

||Ueff (tk ,tk−1)|ψk−1〉||2
||Ueff (tk−1,tk )|ψk〉||2 . The total drift-

induced change of open quantum system entropy is 
Sd [ψ] =
−∑N+1

k=1 ln P [χk,tk ]
P [ψk−1,tk−1] , and finally

σd = ln
N+1∏
k=1

||Ueff(tk,tk−1)|ψk−1〉||2
||Ueff(tk−1,tk)|ψk〉||2

P [ψk−1,tk−1]

P [χk,tk]
(13)

is the single trajectory drift entropy production. With the use
of Eqs. (5), (10), and (13) it is straightforward to show that

σ ≡ σj + σd = ln

(
P [ψ0,t0]

P [χN+1,tN+1]

×
N∏

k=1

RD
ik

[χk]

RR
ik

[χk]

N+1∏
k=1

||Ueff(tk,tk−1)|ψk−1〉||2
||Ueff(tk−1,tk)|ψk〉||2

)
. (14)

Such an equation describes the total entropy production along
a single quantum trajectory: In particular, since a quantum tra-
jectory is followed by measuring the environment, σ is the total
information the external observer acquires about the system
through the knowledge of initial and final states of the process
(
S) minus the information extracted by measurements of all
intermediate steps connecting them (
Se), detected in the bath.
Note that Eq. (14) is fully characterized by the knowledge of a
single trajectory, contrarily to the single trajectory contribution
to von Neumann entropy which requires the solution of the full
master equation of the system.

D. Entropy flux and quantum fluctuations

To fully understand the physics described by the entropy
flux terms introduced above, let us analyze, for instance, its
jump contribution in Eq. (10). In the case of a jump |χk〉 →
|ψk〉 the entropy flowing into the environment is given by


Se
jk

= ln
γ b

ik

γik

+ ln
γikR

R
k

γ b
ik
RD

k

. (15)

On average the process has a preferred direction if the two
rates are not equal. Since, in a weak-coupling Markovian
master equation with a thermal environment, γ b

ik
/γik = e−βεik

(εik being the energy QE exchanged between system and
environment during the transition Aik ), the first term on the
right-hand side of Eq. (15) is a standard thermodynamic
entropic flux of the form −QE

T
. The second term on the

right-hand side of Eq. (15) describes, on the other hand,
how much information is produced by the system jumping
through the particular decay channel Aik . We refer to such
an additional term as nonthermal entropy flux 
Snt . We
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can characterize such a nonthermal flux by introducing the
parameter ηk = 1 − γikR

R
k /γ b

ik
RD

k . According to its definition,
ηk = 0 if the bias of the associated direct transition to the
corresponding reversed one is only due to the direction of heat
flux. Introducing the operator �ik = A

†
ik
Aik and exploiting the

explicit expression of RR and RD one obtains

ηk = 〈χk|�ik |χk〉2 − 〈χk|�2
ik
|χk〉

||Aik |χk〉||4 = −Var[χk]
1 (�ik )

||Aik |χk〉||4 , (16)

where Var1(Q) = ∫
dψ P [ψ](〈ψ |Q2|ψ〉 − 〈ψ |Q|ψ〉2), in-

troduced in [34], is known to measure the average intrinsic
quantum fluctuations of an operator Q during a dynamic
process, and Var[χk]

1 (Q) = 〈χk|Q2|χk〉 − 〈χk|Q|χk〉2 is its
single trajectory contribution due to the kth jump. From the
structure of ηk we infer that during the jump |χk〉 → |ψk〉,
the exchange of information between system and environment
goes beyond the standard thermodynamic form if and only if
the operator �ik has nonzero purely quantum fluctuations in
the source state of the direct jump: The nonthermal entropic
contribution indeed has the form 
Snt

jk
= ln(1 − ηk).

The additional, nonthermal contribution to the jump entropy
flux is directly linked to the quantum fluctuation of the
operators �ik , which shows the nonclassical character of our
results. Note that, thanks to the same formal structure of the
jumps and the drifts transition rates, these results hold true also
for the drift parts of a quantum trajectory. In particular, during
a drift there is no standard thermodynamic entropy flux as the
heat flux vanishes. However, thanks to the purely quantum
fluctuations of the operator �k = U

†
eff(tk,tk−1)Ueff(tk,tk−1)

in the state |ψk−1〉, the generic kth drift part of the full
process is also associated with a purely quantum information
flux between system and environment. It is worth stressing,
however, that the nonthermal drift entropy flux is of the order
of δt2 (δt being the time interval between two subsequent
measurements), while the corresponding jump term does not
depend on δt . The nonthermal drift term is analyzed in more
detail in the Appendix.

IV. INTEGRAL FLUCTUATION THEOREM

We investigate the statistical properties of σ ≡ σf in
Eq. (14) along a forward process. To simplify the nota-
tion, in what follows we introduce the symbols DD

k [ψk] =
||Ueff(tk,tk−1)|ψk−1〉||2 and DR

k [ψk] = ||Ueff(tk−1,tk)|ψk〉||2.
Moreover, rates along forward or backward trajectories will be
denoted by specifying the trajectory directly in the functional
dependence of the rates on the wave function, so that, for
example, R

R(D)
k [χf (b)

k ] is the reversed (direct) kth jump rate
of the forward (backward) trajectory. With these notations, the
mean value of e−σf (commonly considered in FT contexts) can
be evaluated as

〈e−σf 〉 ≡
∫

dψf P [ψf ]e−σ [ψf ]δ(σ [ψf ] − σf )

=
∫

dψbP [ψb]
N∏

k=1

RR
ik

[
χ

f

k

]
RD

ik

[
χb

k

] DR
k

[
ψ

f

k

]
DD

k

[
ψb

k

] (17)

and, since P [ψb] is by construction a normalized probability
distribution, one obtains

〈e−σf 〉 =
〈

N∏
k=1

RR
ik

[
χ

f

k

]
RD

ik

[
χb

k

] DR
k

[
ψ

f

k

]
DD

k

[
ψb

k

] 〉
= 1 + ζf , (18)

where 〈·〉 stands for an average over all possible realizations
of a nonequilibrium process. Equation (18) shows that, in the
case of quantum trajectories, 〈e−σf 〉 is not a universal constant:
The right-hand side is indeed, in general, different from 1
and depends on the set of Lindblad operators characterizing
the unraveling scheme. This results in a quantum correction
ζf to the classical result. We expect such a correction to be
positive: Since, as commented previously, σf is the difference
between the information extracted only by measuring initial
and final states of a trajectory and the information available
by following the full quantum trajectory, it is reasonable to
expect that the latter is greater than the former. Therefore,
on average we have 〈σf 〉 < 0 which leads to ζf > 0. This is
illustrated in Sec. V, where we study the predictions of Eq. (18)
numerically for several model systems. In particular, such a
correction originates from the fundamental difference between
a backward process (which is a real dissipative process) and
“reversed” processes (which is the collection of all reversed
processes and, as such, is fictitious).

Such a distance is nothing but the consequence of the
measuring scheme employed to characterize trajectories:
Information acquired about the system by the external observer
is not symmetric under time reversal, and such a broken
symmetry of knowledge produces different states in forward
and backward transitions. This physically results in the
presence of the nonthermal quantum entropic flux (15), which
does not obey a standard FT. Indeed it has recently been
shown [35] that, if only thermal energy exchanges during
jumps are taken into account along quantum trajectories of
an open two-level system, the standard universal form of FT
holds. In addition, a recently published work [36] showed that
the choice of a particular measuring scheme can lead to a
standard entropic FT. As a matter of fact, in a “standard”-like
limit the nonthermal entropy flux vanishes both for drifts
and jumps due to the fact that the operators �k and �ik

have vanishing quantum fluctuations, and in this case ζf = 0
recovering the universal standard form of FT.

V. EXAMPLES

In this section we present some results on particular
systems exemplifying our findings. The first example shows
a particular limit case in which the quantum correction ζf

vanishes. In the second example we discuss how the choice
of a particular measuring scheme affects entropic quantum
fluctuations resulting in deviations from the standard FT.

A. The standard case: Jumps between
free Hamiltonian eigenstates

As an example of the standard limit of our results we
mentioned in Sec. IV an open system without driving, whose
Lindblad operators and decay rates remain constant in time. In
the Markovian and weak-coupling limit, its Lindblad operators
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satisfy [HS,A
±
k ] = ±εkA

±
k . If now we assume the free Hamil-

tonian HS to have nondegenerate energy gaps in its spectrum
(this assumption is typically employed when studying, e.g.,
quantum thermalization processes [37]), the emission of an
energy quantum εi is in a one-to-one correspondence with
a transition between two well-defined energy levels |n〉 and
|m〉 such that ωn − ωm = εk , ωi being the energy associated
with the eigenstate |i〉 of HS . Assuming the spectrum of HS

is composed of N discrete levels (|1〉 being the ground state)
of increasing energy, the natural choice for the set of Lindblad
operators is then

AN(i−1)+j−[i(i+1)/2] = |i〉〈j | for 1 � i < j � N, (19)

A
†
N(i−1)+j−[i(i+1)/2] = |j 〉〈i| for 1 � i < j � N. (20)

Note that, thanks to the assumption of nondegenerate gaps
in HS and the form of the operators in the set {Ak}, it
is not necessary for the system to start its trajectory in an
eigenstate of HS since after the first jump any wave function
|ψ〉 is projected to a well-defined energy eigenstate. We
can therefore assume, without loss of generality, that the
system starts its trajectory from a generic yet fixed energy
eigenstate |n〉. The action of a jump operator |m〉〈n| on such
a state is then nothing but the transition |n〉 → |m〉. The
system then performs jumps only between eigenstates of its
free Hamiltonian. Exploiting Eqs. (19) and (20), one notices
that A

†
N(i−1)+j−[i(i+1)/2]AN(i−1)+j−[i(i+1)/2] = |j 〉〈j |, so that

the drift non-Hermitian Hamiltonian becomes Heff = HS −
i
2

∑N
i γ̃i |i〉〈i|, where γ̃i = ∑N

j γN(i−1)+j−[i(i+1)/2] is the total
relaxation rate associated with the energy level |i〉. The drift
operator Ueff(tk,tk−1) is then diagonal in the eigenbasis of HS

and introduces nothing but a phase factor to any evolving
energy eigenstates. Any trajectory of this kind is equivalent to
a pure jump process between energy eigenstates. We note two
things: On the one hand, since the emission or absorption of
an energy quantum always connects the same two states, and
since drifts have no effects on the trajectory, backward and
reversed processes are the same and the backward trajectory
connects the same states as the forward one, but in reversed
order. This in turn means that the quantum correction ζf

in Eq. (18) vanishes, and one recovers the standard form
of fluctuation theorems. On the other hand, as expected,
this is due to the fact that nonthermal entropic fluxes are
zero, since it can be straightforwardly shown that neither
the operators �N(i−1)+j−[i(i+1)/2] = |j 〉〈j | nor the operators
U

†
eff(tk,tk−1)Ueff(tk,tk−1) = ∑N

i e−γ̃i (tk−tk−1)|i〉〈i| have purely
quantum fluctuations in any energy eigenstate, as they are
diagonal in such a basis. The process is thus, in this respect,
fully classical.

B. Driven two-level atom

As a more interesting example of our results, we unravel
the dynamics of a driven two-level atom (|e〉 and |g〉 being,
respectively, its excited and ground state) under two different
unraveling schemes somehow analogous to, respectively, the
one describing a direct photodetection of emitted light and
the so-called homodyne photodetection. We assume that the
atom interacts with a reservoir of field modes at nonzero
temperature. The atomic master equation, written in the form

of Eq. (1), is given by

ρ̇(t) = −i
ω(t)

2
[σx,ρ(t)] + γ1(t)

(
σ−ρ(t)σ+ − 1

2
{σ+σ−,ρ(t)}

)
+ γ2(t)

(
σ+ρ(t)σ− − 1

2
{σ−σ+,ρ(t)}

)
, (21)

where ω(t) accounts for the applied external driving, σ− =
σ
†
+ = |g〉〈e| is the lowering operator of the atom, and the

rates γ1(t) and γ2(t) depend on the atom-field coupling
parameter, on the structure of the state of the field, and on
its spectrum. Note that, as long as γ1(t),γ2(t) � 0 ∀t , Eq. (21)
always implements a time-dependent Markovian dynamics.
The “direct photodetectionlike” unraveling yields two jump
operators of the form

A1 = σ−, (22)

A2 = σ+ = A
†
1, (23)

describing, respectively, emission and absorption of a quantum
of light by the atom, with relaxation rates γ1(t) (emission) and
γ2(t) (absorption).

On the other hand another suitable set of Lindblad
operators, similar to the ones describing the “homodyne”
photodetection process, is given by

A−
1 (β) = σ− − iβ, (24)

A+
1 (β) = σ− + iβ, (25)

A−
2 (β) = σ+ − iβ∗ = A+

1 (β)†, (26)

A+
2 (β) = σ+ + iβ∗ = A−

1 (β)†, (27)

for any β ∈ C. The associated relaxation rates are γ ±
1 (t) =

γ1(t)
2 and γ ±

2 (t) = γ2(t)
2 . Note that the transformation of Lind-

blad operators leading to the set (24)–(27) produces no changes
in the Hamiltonian part thanks to the fact that A−

1 (β) +
A+

1 (β) = 2A1 and A−
2 (β) + A+

2 (β) = 2A2. It is easy to check
that the master equation obtained using the four operators
(24)–(27) reduces, for any β, to Eq. (21), therefore describing
the same physical process on the ensemble level. Fixing β one
fixes a particular measuring scheme and, therefore, a particular
set of Lindblad operators. In this way we are able, just by
switching between the two sets (22),(23) and (24)–(27) and/or
by tuning β, to investigate the dependence of ζf in Eq. (18) on
the unraveling scheme employed.

We have performed simulations for the direct photodetec-
tionlike scheme, and for the “homodynelike” scheme with
different values of β, with fixed measurement step δt and total
duration T , choosing ω(t) = ω0(1 − e−t/τ ), γ1(t) = g1e

−t/τ1 ,
and γ2(t) = g2(1 − e−t/τ2 ). The parameters have been fixed
such that δt

τ1
= 1.3 × 10−3, δt

τ2
= 10−3, δt

τ
= 2.7 × 10−3, and

δt
T

= 8 × 10−4. The initial atomic wave function is of the form

|ψf

0 〉 = ce|e〉 + cg|g〉 and, for each trajectory, the complex
values for ce and cg have been chosen randomly out of a
uniform distribution of real values in [0,1] for their moduli,
and of a uniform distribution of real angles in [0,2π ] for
their relative phase. Note that such a distribution does not
correspond to a uniform distribution of pure states over
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FIG. 3. (Color online) 〈e−σf 〉 (black dots), evaluated over 104

quantum trajectories for the direct photodetectionlike scheme for
a driven two-level atom interacting with a reservoir of modes,
for ten different values of driving amplitude and relaxation rates
δtω0 = 8k × 10−4, δtg1 = 4.8k × 10−4, and δtg2 = 8k × 10−5 for
k = 1, . . . ,10 and having fixed the other parameters as δt

τ1
= 1.3 ×

10−3, δt

τ2
= 10−3, δt

τ
= 2.7 × 10−3, and δt

T
= 8 × 10−4. The red full

line is a quadratic function of k roughly interpolating numerical data
and their increasing trend.

the Bloch sphere. We stress that, at least in principle, any
distribution of state vectors can be generated by appropriate
preparation measurements.

The results of these simulations are shown in Figs. 3 and 4
where 〈e−σf 〉, evaluated as an average over 104 quantum
trajectories, is shown for, respectively, ten different sets of val-
ues of rates and driving such that δtω0 = 8k × 10−4, δtg1 =
8k × 10−5, and δtg2 = 4.8k × 10−4 for k = 1, . . . ,10 (direct
photodetectionlike scheme, Fig. 3) or ten different values
of β = kei3π/5, k = 1, . . . ,10 and δtω0 = 5.6 × 10−4,δtg1 =
4 × 10−4,δtg2 = 2.4 × 10−4 (homodynelike scheme, Fig. 4).

Finally, we analyze the more familiar case in which the
values of decay rates are determined by environmental prop-
erties only, i.e., the case of a thermal bath weakly interacting
with the system: Figure 5 shows results for time-independent
relaxation rates γ1 ∝ 〈N〉 + 1 and γ2 ∝ 〈N〉, 〈N〉 being the

FIG. 4. (Color online) 〈e−σf 〉 (black dots), evaluated over 104

quantum trajectories for the homodynelike scheme for a driven
two-level atom interacting with a reservoir of modes, for ten
different values of β = kei3π/5, k = 1, . . . ,10 and with fixed system
parameters as δtω0 = 5.6 × 10−4, δtg1 = 4 × 10−4, δtg2 = 2.4 ×
10−4, δt

τ1
= 1.3 × 10−3, δt

τ2
= 10−3, and δt

τ
= 2.7 × 10−3. The red

full line is a fourth degree polynomial function of |β| roughly
interpolating numerical data and their increasing trend.

FIG. 5. (Color online) 〈e−σf 〉 (black dots), evaluated over 3 × 104

quantum trajectories for the direct photodetectionlike scheme for a
driven two-level atom interacting with a thermal reservoir of modes,
for eight different values of temperature such that the average thermal
photon number is 〈N〉 = 0.2 + 0.3k, k = 0, . . . ,7 and having fixed
the other parameters as δt

τ
= 2.7 × 10−3, ω0δt = 8 × 10−4, and δt

T
=

8 × 10−4. The red full line is a quadratic function of 〈N〉 roughly
interpolating numerical data and their increasing trend.

average photon number in the field state. Note that in this
case the explicit functional dependence of γ1 and γ2 on the
properties of a thermal bath (such as, for example, its spectrum
or its temperature) can be obtained through the theory of
Einstein’s coefficients. Indeed the dependence of γ1 and γ2

on 〈N〉 describes the effects of atomic absorption and of both
spontaneous and stimulated atomic emissions [26].

This further run of simulations, consisting of 3 × 104

trajectories for each point in the plot, has been performed
analogously to the one reported in Fig. 3, keeping all the
parameters fixed at the same value characterizing Fig. 3, with
the only exception of ω0 which has been fixed such that
ω0δt = 8 × 10−4 and, of course, the rates γ1 and γ2. The
simulations have been performed for eight different values
of 〈N〉 such that 〈N〉 = 0.2 + 0.3k, k = 0, . . . ,7. Note that
constant relaxation rates obeying γ1 = γ2 + 1 are obtained
for a reservoir of modes in thermal equilibrium at fixed
temperature, in which case γ2 is proportional to the average
number of photons in the thermal state of the field. Tuning
〈N〉 in our simulations, therefore, corresponds to tuning the
temperature of the field with which the two-level atom interacts
(provided its spectrum stays constant).

Two interesting features emerge from these simulations:
First of all, the mean value 〈e−σf 〉 can be substantially different
from 1 both for direct photodetectionlike and homodynelike
schemes, resulting in a nonzero quantum correction ζf .
Therefore, even for such a simple system the difference
between backward trajectory and reversed processes becomes
non-negligible. Secondly, 〈e−σf 〉 shows a clear dependence on
the set {ω0,g1,g2}, on the average bath photon number 〈N〉,
and on |β|, i.e., on the driving and the strength of the decay, on
the bath temperature, and on the unraveling scheme employed.
In particular, in the direct photodetectionlike scheme 〈e−σf 〉
is very close to 1 in the case of a weakly decaying and
driven system (k = 1) and increases smoothly with k with
a power-law-like shape. Also in the case of the homodynelike
scheme a clear increasing trend is detected which suggests a
monotonic increase of 〈e−σf 〉 with |β|, properly described by a
quadratic function of |β|2. Finally, it is interesting to note that,
in the case of a thermal bath, 〈e−σf 〉 increases quadratically
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with the average photon number 〈N〉 but does not tend to 1 for
〈N〉 → 0, since also in the case of a zero-temperature bath the
system can perform quantum jumps and undergoes nontrivial
drifts, resulting in a nonvanishing nonthermal entropy flux.
These features may reasonably be employed to properly
engineer a class of nonequilibrium processes with particular
stochastic properties of entropy production.

VI. CONCLUSIONS

We have obtained an expression for stochastic entropy
production along a purely quantum trajectory of a driven
open system, defined through continuous measurements on the
environment only. The quantum entropy thus defined, which
is fundamentally different from the commonly employed von
Neumann entropy, describes the observer’s gain or loss of
information about the open system along single realizations of
quantum dynamics and, contrarily to previous approaches to
quantum FTs, does not require any knowledge on the ensemble
dynamics of the open system, given by the solution of the
master equation (1). We showed that the flux of such an
entropy is not only associated with energy flux from or into the
bath, defying common classical thermodynamic expectations.
The additional information term results from purely quantum
fluctuations of the transition operators along a trajectory.
Due to this additional term, the quantum entropy of a stochastic
trajectory does not obey the usual form of integral fluctuation
theorem: The quantum correction ζf in Eq. (18) depends
on the set of jump operators employed to unravel the master
equation, and ultimately describes the difference between
the physical backward trajectory and the fictitious reversed
processes. In other words, such a correction is due to the
lack of symmetry between forward and backward processes,
which in turn originates from the existence of an external
observer performing measurements on the bath to detect
transitions.

APPENDIX: NONTHERMAL DRIFT ENTROPY FLUX

In the main text we showed that nonthermal contributions
to entropy flux originate from purely quantum fluctuations
of a certain kind of operators, either jump operators A†A or
drift operators U †U . Here we want to analyze the structure of
these fluctuations along nonunitary evolutions. During a drift
interval [tk−1,tk], information is extracted by measuring the
environment at a constant rate 1

δt
. Therefore the total informa-

tion extracted is given by a sum of small contributions, each of
which originates from one of the tk−tk−1

δt
measuring processes

and originates from the quantum fluctuations of the operator
U †(δt)U (δt). We assume here the most general situation, in
which Heff(t) depends on time and [Heff(t1),Heff(t2)] �= 0 so
that the use of the time-ordering operator T is needed. Since
in the stochastic wave function method one always assumes δt

to be very small (
∑

i Riδt � 1), one can keep only terms up
to order δt2 in the Dyson expansion of the drift operator. For
the sake of simplicity, we introduce the Hermitian operator
�(t) = ∑

i γi(t)A
†
i (t)Ai(t), so that Heff(t) = HS(t) − i

2�(t),
and the operators

I
(1)
δt (t) =

∫ t+δt

t

�(t1)dt1, (A1)

I
(2)
δt2 (t) =

∫ ∫ t+δt

t

dt1dt2T {�(t1)�(t2)}, (A2)

Tδt2 (H1,H2) =
∫ ∫ t+δt

t

dt1dt2(T {HS(t1)HS(t2)}
−HS(t1)HS(t2)), (A3)

Vδt2 (�1,�2) =
∫ ∫ t+δt

t

dt1dt2(T {�(t1)�(t2)} + �(t1)�(t2)),

(A4)

Jδt2 (�,H ) =
∫ ∫ t+δt

t

dt1dt2(�(t1)HS(t2) − HS(t1)�(t2)).

(A5)

With these notations one obtains

U (δt) = T exp

{
−i

∫ t+δt

t

Heff(t1)dt1

}
∼ 1 − 1

2

∫ ∫ t+δt

t

dt1dt2T {Heff(t1)Heff(t2)}

− i

∫ t+δt

t

Heff(t1)dt1 (A6)

and, up to order δt2,

U (δt)†U (δt) ∼ 1 − I
(1)
δt (t) − Tδt2 (H1,H2)

+ 1

4
Vδt2 (�1,�2) + i

2
Jδt2 (�,H ), (A7)

and

(U (δt)†U (δt))2 ∼ 1 − 2I
(1)
δt (t) + I

(2)
δt2 (t) − 2Tδt2 (H1,H2)

+ 1
2Vδt2 (�1,�2) + iJδt2 (�,H ). (A8)

With simple calculations one can now evaluate Var[ψ]
1 (δt) ≡

Var[ψ]
1 [U (δt)†U (δt)] on a generic state |ψ〉. It results in

Var[ψ]
1 (δt) = 〈ψ |(U (δt)†U (δt))2|ψ〉 − 〈ψ |U (δt)†U (δt)|ψ〉2

= 〈ψ |I (2)
δt2 (t)|ψ〉 − 〈ψ |I (1)

δt (t)|ψ〉2. (A9)

The nonthermal drift entropy flux of the kth drift depends on

κk = −Var
[ψk ]
1 [U (δt)†U (δt)]
||U (δt)|ψk〉||4 and is then generated, up to second

order in δt , only by the quantum fluctuations of the operator
I

(1)
δt (t) on the trajectory state. It is worth stressing that in

Eq. (A9) the first nonvanishing contribution is of order δt2,
while the term ||U (δt)|ψk〉||4 also has contributions of order
δt0 and δt : This means that the drift entropy flux can be
made vanishingly small by choosing a very high measurement
rate, such that all terms of order δt2 become negligible. Note,
however, that there are at least two lower bounds to δt : one is
given by the measurement speed of the experimental apparatus,
which is not infinite. The other one is given by the requirement
that the dynamics is not frozen due to Zeno effect: therefore
δt has to be always greater than the Zeno time of the total
system. These two limitations, in some cases, may lead to a
nonvanishing drift entropy flux, which is then a quantity of
real physical interest.
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