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Abstract—Assessment is one of the hardest tasks an Intelligent Tutoring System has to perform. It involves different and sometimes uncorrelated sub-tasks: building a student model to define her needs, defining tools and procedures to perform tests, understanding students’ replies to system prompts, defining suitable procedures to evaluate the correctness of students’ replies, and strategies to improve students’ abilities after the assessment session.

In this work we present an improvement of our system, TutorJ, with particular attention to the assessment phase. Many tutoring systems offer only a limited set of assessment options like multiple-choice questions, fill-in-the-blanks tests or other types of predefined replies obtained through graphical widgets (radio-buttons, text-areas). This limited set of solutions makes interaction poor and unable to satisfy the users’ needs. Our interest is to enrich interaction with dialog in natural language. In this respect, the assessment problem is strictly connected to natural language understanding. The preliminary step is indeed to understand questions and replies of the student.

We have reviewed the system design in the framework of a cognitive architecture with the aim to reach a double result: the reduction of the effort for the construction of the knowledge base and the improvement of the system capabilities in the assessment process. To this aim a new common semantic space has been defined and implemented. The entire architecture is oriented to intuitive and natural interaction.

Index Terms—Intelligent Tutoring Systems, Semantic Space Construction, Natural Language Interaction

I. INTRODUCTION

Intelligent Tutoring Systems (ITSs) are highly interactive software systems able to perform complex tasks with the purpose to support a student in her learning process. Interaction allows the student to achieve major learning objectives such as to attain a better comprehension of the topics under investigation, to improve her abilities in problems analysis and synthesis, to increase her explanation faculties. The interaction process is itself a complex task and different interaction modalities have been presented for ITSs. TutorJ, the system presented in this work, has a natural language module able to interact with users. A further feature in our system is the capability to mix both linguistic and graphical interaction modalities as deeper detailed in a previous work [1].

The main drawback of ITSs is that a lot of bootstrap and frequent update work is needed to obtain effective tutoring. To overcome these limitations our system has been redesigned as a cognitive architecture. This development is intended to define a “curiosity mechanism” able to trigger the growth of the knowledge base of the system. In this scenario the knowledge base of the system is dynamic. As a consequence, the assessment has to be dynamic also, and it’s related to the evolution of the dialogue. In our vision, an enhanced natural language understanding is a powerful tool to perform assessment of students’ skills.

An important consideration is how to relate different learning modalities inside an interactive system in order to improve effectively the student’s skills. The system has to be proactive and able to reply to students’ needs with heterogeneous and dynamic sources of knowledge. Educational Psychology defines self-regulated students [2] as the ones that are able to perform metacognitive learning strategies. A self-regulated tutor should be needed to reply to such students. The degree of complexity involved in such an architecture is far to be reached. Nevertheless, our approach is aimed to obtain a system that plans its activities, and is able to control is behavior and to evaluate its performance. The first seeds of this system has been implemented as a dynamic approach to knowledge base modifications and a dialogue adaption. The knowledge base of the system has its own repository and consists of structured and unstructured data. The system is composed of different modules and is goal-oriented. Each module deals with a particular task. Complex tasks are achieved through modules cooperation. The result is a layered system. We have introduced a middle stratum through a common semantic space that acts as connection between the high level of the system (the presentation one) and the low level (the repository of learning materials that can be regarded as “knowledge items”).

In this work we focus on the relevance of the proposed approach with some preliminary considerations and results.

The paper is arranged as follows: next section presents a brief overview of ITSs with respect to the assessment capabilities. The third section briefly presents our system with the improvement given from the definition of the new semantic space. The forth section presents the assessment module in more detail. The process of semantic space creation is reported in section five. The last section reports some conclusions and the future work.
II. State Of The Art

The architecture of an Intelligent Tutoring System is defined according to the construction of some main modules that are devoted to peculiar operations. The main modules are the expert model, the student model, the instructional model and the learning environment.

- Expert Model: manages the knowledge base of the system and is devoted to provide solutions to students.
- Student Model: compares student’s abilities and skills to the expert model to define her level of expertise
- Instructional Model: is the environment deputed to the presentation of new knowledge and activities to students.
- Learning Environment: is the entire environment. It contains all the other modules that are not directly connected to the ones mentioned above.

There are two traditional models to design ITSs: the former is based on the explicit definition of the components. This approach is defined as Model-Tracing Tutor (MTTs) and has the advantage to state explicitly the functionalities for all the different parts of the architecture [3] [4]. The latter defines the tutor activity as a constrained problem and tries to adopt solutions that best fit the problem. This approach is the Constraint-Based Model Tutor (CBMT) [5] [6]. Recent approaches try to define the whole system as a cognitive architecture [7] [8]. Cognitive Architectures refer to human cognitive processes and try to replicate the same behaviors. The Model Human Processor [9] defines several modules. The main modules are the perceptual module, the cognitive module and the motor module. The interaction between modules tries to represent cognitive processes. ACT-R [10] [11] defines an architecture with a module containing declaratively memorized information. It has some other modules to manage the current goal, the stack of goals and a visual representation of objects in the domain.

The assessment is performed differently according to the used representation model. Some systems perform bayesian assessment [12] with at least three different aspects according to the focus of the optimization: the student model, the data model, the output of the system. Another example of bayesian based assessment is presented in [13]. Bayesian networks are used to represent the student’s knowledge. There are two main student models: the procedural problem solving model and the item response model. In the first one, bayesian networks are used to calculate probabilistic assessments of different kind of information. In the latter one they are used to bound the test items and the students’ abilities. Other systems adopt ad-hoc mechanisms to perform assessment [14] [15]. These systems are organized in terms of elementary units of knowledge (knowledge items) that have to be bounded with some methodology (probabilistic, production systems and so on). Our approach follows the Knowledge Space Theory [16] that defines an expertise area as a collection of items, which can be notions, skills or abilities. To each student is associated her Knowledge State that is the collection of items she is able to master. Starting from this formulation, every item has its representation in the space that can be used to calculate the gap the student has to fill to master it.

III. System Overview

The development of our system is inspired to a cognitive model. The reader is referred to [17] for a more accurate explanation of the previous system’s components. The new architecture is depicted in the above figure (See Fig 1.).

The system is composed of different modules and is goal-oriented. Each module deals with a single task. Complex tasks are accomplished as a cooperation between different modules. The main tasks are: interaction with the student, retrieval of learning contents and planning of a suitable learning path.

TutorJ owns a “curiosity” mechanism to increase dynamically its knowledge. According to Loewenstein [18] curiosity “occurs when an individual’s informational reference point becomes elevated in a certain domain, drawing attention to an information gap”. The two most important aspects in this theory are the awareness of what is known (and what is unknown) as a trigger for curiosity (perceptual curiosity) and the feeling of deprivation as a result of a lack of information in a particular subject (epistemic curiosity). In our framework both perceptual and epistemic curiosity are present. The former is expressed as a consequence of a communication act performed with students, the latter attains what is called optimal discrepancy in Education Psychology. In this case the system measures the difference between the structure (concepts and relations) of the knowledge gathered from the web and the one stored in its KB. If this difference is above a suitable threshold, the new knowledge is integrated in the long term memory (the system’s knowledge base). Awareness and curiosity enable a self regulated behavior in TutorJ. Pintrich [19] defines self regulated learning (SRL) as a process in four steps:
planning, monitoring, control and reaction/reflection. Each SRL phase involves the student as regards his/her cognitive area, the motivation to learn, the behavior while performing learning actions, and the learning context. In this respect we can think about the perceptual curiosity as affecting the system’s planning and monitoring. In this scenario the learner’s “Judgment of learning” (JOL) stimulates the system’s “Feeling of Knowing” (FOK). On the other hand, epistemic curiosity induces TutorJ to plan new knowledge acquisition on the basis of its judgment about “Ease of Learning” (EOL). The system crawls the web to increase its knowledge, searching for repositories of semi-structured information like Wikipedia. We have adapted a crawler to integrate documents belonging to a particular subject. All the documents are used to create a common semantic space used as a sub-symbolic long term memory of the system according to the cognitive paradigm. The modified documents are stored and are projected in the semantic space that is incrementally updated. The interaction process is deputed to a novel chat-bot module that is based on a mixed conversation model performing where both linguistic and graphical interactions are seen as elementary dialogue moves.

The cognitive architecture we propose is mainly focused on how the interaction process is performed. The whole process of performing assessment has been redesigned to this aim. Interaction takes place in the Learning Environment by means of the interface modules: an enhanced chat-bot that is able to perform both linguistic and graphic interaction and a pan-zoom map that is used to show learning materials and the learning paths proposed to the learner. This module depicts the main concepts of the domain as a starred sky were constellations are related to the amount of documents related to each topic. More concepts are visible while zooming in a constellation, and documents are accessible at the maximum zoom level. The map module is directly connected to the knowledge base and to the module that manages the creation of the semantic space. In the original version of the system this module essentially was able to perform Latent Semantic Analysis (LSA) [20] on the document corpora. The LSA module computes similarity between documents and concepts to create the space. The major drawback of LSA is that the analysis of texts is based solely on statistical considerations and produces a bag-of-word representation of the space without information abut the context and without the possibility to evaluate a phrase as a whole. Some studies have been proposed with the aim to have more performative results [21]. We propose an approach that uses an augmented definition of the input taking into account also the related POS (part-of-speech) tag of the preceding word in the phrase. Our approach tries to define a different space to better disambiguate the meaning of the input sentences of the students. We are implementing a different semantic space based on a tree representation of phrases. A semantic space based on the structural properties of a phrase will improve the understanding of students’ sentences. The results will lead to a very rich interaction process and to enhance performances in assessment. We have defined two possible interaction modalities with students: the first is based on the conversation so the most important information is about the subject under investigation, and the learning path planned at the current time. In the second interaction modality the system acts as an information provider. The system has to track documents provided to the user. A main feature is the ability to represent a collection of items as a possible learning path. This learning path is a personalized one and it follows the evolution of the dialog. The goal is a more effective presentation of materials. The system stimulates planning and self-monitoring in the student via different arrangements of the didactical materials as regards both their browsing and the ability to present exercises or deepening texts, and so on.

IV. SEMANTIC SPACE CONSTRUCTION

The semantic space construction is the major improvement in the system definition. According to Lowe [22] a semantic space is a quadruple \( \{W, L, S, R\} \). \( W \) is the set of basis elements that are functionally related and define the vocabulary. Since different representations are possible the \( W \) set can be alternatively either a set of uncorrelated words or a set of tagged words or a set of words that are related syntactically in some order. \( L \) is the lexical association function applied to the occurrences of the target element in the vocabulary. The most simple example of lexical association function is the identity function that counts raw frequencies of the basis elements in the corpora. \( S \) is a similarity measure used to compute the similarity of two samples in the space, and \( R \) is a transformation aimed to reduce the dimensionality of the input space. Our purpose is to define \( L \) and \( S \) starting from the definition of \( W \). The reduction of the space is not the focus of our work at the present time, since some useful methodologies like Singular Value Decomposition (SVD) have been used to perform space reduction in many fields like genetic algorithms [23] or video streaming [24] and also speech recognition [25]. SVD was also used in the old LSA implementation of the Semantic Space Module.

In our formulation the basis element to define the semantic space is a complete representation of a phrase. The \( W \) set is defined according to the following steps that are performed off-line, and are used to update the space periodically (see Fig. 2).

- Web crawling to search new documents.
- Text analysis and tokenization.
- Summarization of the documents.
- Analysis of single documents and definition of the trees.

The system crawls periodically the pages in Wikipedia dealing with a particular subject. This step is performed when there is a major distance between the system knowledge and the subject treated by a student. The text analysis and tokenization is directly connected to the definition of suitable inputs for building tree structures from phrases. Some operations like text chunking, abbreviations replacement and tokenization are required. The summarization of text consists essentially in the definition and storage of persistent information about a portion of text that has been analyzed. This operation is obtained.
with a persistent storage inside a database. For the purpose of our analysis the chosen DBMS is the Berkeley XML DB [26], a native XML Database that optimize the usual insert and delete operations. A phrase is associated to the set of relevant words it contains. The database is arranged as a multilevel phrases clustering. Level \( n \) contains the clusters of phrases with exactly \( n \) words. Clustering is useful to reduce the computational load. After devising the number of relevant words in the input the phrase, summarization starts immediately from the corresponding level. The LSA module in the previous version of TutorJ is used also to achieve a significant computational saving. LSA allows the system to define words that are close to the input phrase directly. These simple operations are used to define a multilevel organization of words that is the combination of the relevant words in the space. After the definition of the set of phrases that have to be compared the system starts to calculate distances.

The phrases are represented topologically as trees. Tree representation of phrases can be obtained from several tools. We are comparing and integrating two different tools: the Stanford parser [27] and the FreeLing software [28]. Both are able to parse a standard text and to produce trees with POS and morpho-syntactic information. An example of the produced trees is depicted in figure 3 and 4.

Both the trees contain coded information of the single parts of the phrase. We used the Penn TreeBank notation [29] that carries out syntactic and lexical information.

As regards the definition of the similarity measure \( S \) for our space, we have defined a new metric distance between phrases that are projected in it. In this way is possible to better evaluate the correctness of the student input and is also possible to define the direction of the learning path. This is the major novelty of our approach with respect to other ones that are able to perform only static assessment. The distance measure is calculate starting from the definition of a semantic space. The distance is the starting point for the definition of a metric. The system computes the distance as a topological distance of trees. A common measure to define the distance between trees is the tree edit distance. This distance is able to measure how far or related are two structures in terms of the necessary steps to turn one structure into another. It is based on simple tree edit operations consisting of deleting, inserting, and relabeling nodes. A survey is presented in [30].

Let \( T \) is our rooted tree representing a phrase. \( T \) is a labeled tree and to each node is assigned a symbol from a finite alphabet \( \alpha \). \( T \) is also an ordered tree because is possible to establish a left-to-right order among siblings. The tree edit operations are defined as follows:

- **delete**: Delete a non-root node \( n \) in \( T \) whose parent node is \( n' \), making the children of \( n \) become the children of \( n' \). All the children are inserted in the place of \( n \) in the same order of the children of \( n \).
The same unitary value for all the possible operations and is the corresponding edit script. Our initial operation cost has tree edit distance problem is to compute the edit distance and has minimum cost and this cost is the tree edit distance. The single operations. An optimal edit script between $T_1$ and $T_2$ has minimum cost and this cost is the tree edit distance. The tree edit distance problem is to compute the edit distance and the corresponding edit script. Our initial operation cost has the same unitary value for all the possible operations and is obtained starting from the methodology presented in [31].

V. Assessment Process

The semantic space is used to assess the students’ replies to question made by the system with the purpose to define a learning path. During the assessment procedure the system performs three kinds of actions:

- Projection of the student’s sentence in the semantic space.
- Visualization of the system reply (graphical or textual)
- Definition of the learning path

The concepts under investigation are defined according to a common ontology that relies on two main levels: the structural level and the navigational one. The former defines the structural properties of the domain in terms of concepts, attributes and their possible values. The latter defines the prerequisite concepts for a particular subject and suggests a possible learning path. There are two levels of prerequisite concepts: strict and weak. Strict prerequisites has to be satisfied from the student. Weak ones represent a possible way to deepen understanding has been presented to achieve a more natural interaction with user. A new (more than LSA) semantic space has been devised to bridge the gap between the lowest level (the document corpora) and the highest level (the knowledge base of the system). Another important advantage is the definition of a “curiosity” mechanism that is able to help the system to enrich its knowledge with respect to the requests of users.

This in turn enriches the semantic space and the understanding ability of the system.

Future works are in the direction of further optimization of the semantic space. We are currently working on a more sophisticated solution including a new definition of $S$. Another interesting topic is the way to take into account the student’s preferences while presenting learning materials. In this respect, we are exploiting the features of self regulated learning.

VI. Conclusions and Future Work

In this work an evolution of TutorJ has been presented. TutorJ is an ITS developed by some of the authors whose features have been extended to build a cognitive agent with a self regulated behavior and an increased capability to perform assessment. In this work we have focused our attention on assessment, and a new module for natural language understanding has been presented to achieve a more natural interaction with user. A new (more than LSA) semantic space has been devised to bridge the gap between the lowest level (the document corpora) and the highest level (the knowledge base of the system). Another important advantage is the definition of a “curiosity” mechanism that is able to help the system to enrich its knowledge with respect to the requests of users.
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